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Abstract

Automatically generating presentations from001
documents is a challenging task that requires002
accommodating content quality, visual appeal,003
and structural coherence. Existing methods pri-004
marily focus on improving and evaluating the005
content quality in isolation, overlooking visual006
appeal and structural coherence, which limits007
their practical applicability. To address these008
limitations, we propose PPTAGENT, which009
comprehensively improves presentation gener-010
ation through a two-stage, edit-based approach011
inspired by human workflows. PPTAGENT012
first analyzes reference presentations to ex-013
tract slide-level functional types and content014
schemas, then drafts an outline and iteratively015
generates editing actions based on selected ref-016
erence slides to create new slides. To com-017
prehensively evaluate the quality of generated018
presentations, we further introduce PPTEVAL,019
an evaluation framework that assesses presenta-020
tions across three dimensions: Content, Design,021
and Coherence. Results demonstrate that PP-022
TAGENT significantly outperforms existing au-023
tomatic presentation generation methods across024
all three dimensions.025

1 Introduction026

Presentations are a widely used medium for in-027

formation delivery, valued for their visual effec-028

tiveness in engaging and communicating with au-029

diences. However, creating high-quality presenta-030

tions requires a captivating storyline, well-designed031

layouts, and rich, compelling content (Fu et al.,032

2022). Consequently, creating well-rounded pre-033

sentations requires advanced presentation skills and034

significant effort. Given the inherent complexity035

of the presentation creation, there is growing inter-036

est in automating the presentation generation pro-037

cess (Ge et al., 2025; Maheshwari et al., 2024; Mon-038

dal et al., 2024) by leveraging the generalization ca-039

pabilities of Large Language Models (LLMs) and040

Multimodal Large Language Models (MLLMs).041
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Figure 1: Comparison between our PPTAGENT ap-
proach (left) and the conventional abstractive summa-
rization method (right).

Existing approaches typically follow a text-to- 042

slides paradigm, which converts LLM outputs into 043

slides using predefined rules or templates. As 044

shown in Figure 1, prior studies (Mondal et al., 045

2024; Sefid et al., 2021) tend to treat presenta- 046

tion generation as an abstractive summarization 047

task, focusing primarily on textual content while 048

neglecting the visual-centric nature (Fu et al., 2022) 049

of presentation. This results in text-heavy and 050

monotonous presentations that fail to engage audi- 051

ences effectively (Barrick et al., 2018). 052

Rather than creating complex presentations from 053

scratch in a single pass, human workflows typically 054

involve selecting exemplary slides as references 055

and then summarizing and transferring key content 056

onto them (Duarte, 2010). Inspired by this pro- 057

cess, we propose PPTAGENT, which decomposes 058

slide generation into two phases: selecting the ref- 059

erence slide and editing it step by step. However, 060

achieving such an edit-based approach for presen- 061

tation generation is challenging. First, due to the 062

layout and modal complexity of presentations, it 063

is difficult for LLMs to directly determine which 064

slides should be referenced. The key challenge lies 065

1



Stage Ⅱ: Presentation Generation

Document

PPTAgent

①replace_span(0, “AI Era”) 

② replace_image(7, “Drone.jpg”) 

② replace_image(1, “Drone.jpg”) 
Self Correction

AI Era
 

…

Feedback:
Check for 
existence

Slide 1: Opening
Doc Section: S1
Slide 2: Display…

3. Outline Generation

Stage Ⅰ: Presentation Analysis

Reference Presentation

1. Slide Clustering

Bullets:
few bullet 

points

Opening:
title and 

icon

Display:
landscape 
painting

2. Schema Extraction

4. Slide Generation

DataElement

AI EraTitle

Drone.jpgIcon

Opening:
title and 

icon

Figure 2: Overview of the PPTAGENT workflow. StageI: Presentation Analysis involves analyzing the input
presentation to cluster slides into groups and extract their content schemas. Stage II: Presentation Generation
generates new presentations guided by the outline, incorporating self-correction mechanisms to ensure robustness.

in enhancing LLMs’ understanding of reference066

presentations’ structure and content patterns. Sec-067

ond, most presentations are saved in PowerPoint’s068

XML format, as demonstrated in Figure 11, which069

is inherently verbose and redundant (Gryk, 2022),070

making it challenging for LLMs to robustly per-071

form editing operations.072

To address these challenges, PPTAGENT oper-073

ates in two stages. Stage I performs a comprehen-074

sive analysis of reference presentations to extract075

functional types and content schemas of slides, fa-076

cilitating subsequent reference selection and slide077

generation. Stage II introduces a suite of edit APIs078

with HTML-rendered representation that simplifies079

slide modifications through code interaction (Wang080

et al., 2024b). Furthermore, we implement a self-081

correction mechanism (Kamoi et al., 2024) that082

allows LLMs to iteratively refine generated editing083

actions based on intermediate results and execution084

feedback, ensuring robust generation. As shown085

in Figure 2, we first analyze and cluster reference086

slides into categories (e.g., opening slides, bullet-087

point slides). For each new slide, PPTAGENT se-088

lects an appropriate reference slide (e.g., opening089

slide for the first slide) and generates a series of090

editing actions (e.g., replace_span) to modify it.091

Due to the lack of a comprehensive evalua-092

tion framework, we propose PPTEVAL, which093

adopts the MLLM-as-a-judge paradigm (Chen094

et al., 2024a) to evaluate presentations across095

three dimensions: Content, Design, and Coher- 096

ence(Duarte, 2010). Human evaluation studies val- 097

idate the reliability and effectiveness of PPTEVAL. 098

Results demonstrate that PPTAGENT generates 099

high-quality presentations, achieving an average 100

score of 3.67 for the three dimensions in PPTE- 101

VAL. 102

Our main contributions can be summarized as 103

follows: 104

• We propose PPTAGENT, a framework that 105

redefines automatic presentation generation as an 106

edit-based process guided by reference presenta- 107

tions. 108

• We introduce PPTEVAL, a comprehensive 109

evaluation framework that assesses presentations 110

across three dimensions: Content, Design, and Co- 111

herence. 112

• We release the PPTAGENT and PPTEVAL 113

codebases, along with a new presentation dataset 114

Zenodo10K, to support future research 1. 115

2 PPTAGENT 116

In this section, we formulate the presentation gen- 117

eration task and introduce our proposed PPTA- 118

GENT framework, which consists of two distinct 119

stages. In stage I, we analyze reference presenta- 120

tions through slide clustering and schema extrac- 121

tion, providing a comprehensive understanding of 122

1The dataset, code, and parameters are available in the
supplementary materials and will be released post-review
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input presentations that facilitates subsequent refer-123

ence selection and slide generation. In stage II, we124

leverage analyzed reference presentations to select125

reference slides and generate the target presenta-126

tion for the input document through an iterative127

editing process. An overview of our workflow is128

illustrated in Figure 2.129

2.1 Problem Formulation130

PPTAGENT is designed to generate an engaging131

presentation through an edit-based process. We pro-132

vide formal definitions for the conventional method133

and PPTAGENT to highlight their key differences.134

The conventional method (Bandyopadhyay et al.,135

2024; Mondal et al., 2024) for creating each slide136

S is formalized in Equation 1. Given the input con-137

tent C, it generates n slide elements, each defined138

by its type, content, and styling attributes, such as139

(Textbox, "Hello", {border, size, position, . . . }).140

S = {e1, e2, . . . , en} = f(C) (1)141

While this conventional method is straightfor-142

ward, it requires manual specification of styling143

attributes, which is challenging for automated gen-144

eration (Guo et al., 2023). of creating slides from145

scratch, PPTAGENT generates a sequence of ex-146

ecutable actions to edit reference slides, thereby147

preserving their well-designed layouts and styles.148

As shown in Equation 2, given the input content C149

and the j-th reference slide Rj , which is selected150

from the reference presentation, PPTAGENT gen-151

erates a sequence of m executable actions, where152

each action ai corresponds to a line of executable153

code.154

A = {a1, a2, . . . , am} = g(C,Rj) (2)155

2.2 Stage I : Presentation Analysis156

In this stage, we analyze the reference presentation157

to guide the reference selection and slide genera-158

tion. Firstly, we categorize slides based on their159

structural and layout characteristics through slide160

clustering. Then, we extract content schemas to161

identify the content organization of the slide in each162

cluster, providing a comprehensive description of163

slide elements.164

Slide Clustering Slides can be categorized into165

two main types based on their functionalities: struc-166

tural slides that support the presentation’s orga-167

nization (e.g., opening slides) and content slides168

that convey specific information (e.g., bullet-point169

slides). To distinguish between these two types, 170

we employ LLMs to segment the presentation ac- 171

cordingly. For structural slides, we leverage LLMs’ 172

long-context capability to analyze all slides in the 173

input presentation, identifying structural slides, la- 174

beling their structural roles based on their textual 175

features, and grouping them accordingly. For con- 176

tent slides, we first convert them into images and 177

then apply a hierarchical clustering approach to 178

group similar slide images. Subsequently, we uti- 179

lize MLLMs to analyze the converted slide images, 180

identifying layout patterns within each cluster. Fur- 181

ther details are provided in Appendix D. 182

Schema Extraction After clustering, we further 183

analyzed their content schemas to facilitate the 184

slide generation. Specifically, we define an ex- 185

traction framework where each element is repre- 186

sented by its category, description, and content. 187

This framework enables a clear and structured rep- 188

resentation of each slide. Detailed instructions are 189

provided in Appendix F, with an example of the 190

schema shown below.

Category Description Data
Title Main title Sample Library
Date Date of the event 15 February 2018

Image Primary image to
illustrate the slide

Picture: Children in a li-
brary with . . .

191

2.3 Stage II : Presentation Generation 192

PPTAGENT first generates an outline specifying 193

reference slides and relevant content for each new 194

slide. Then, it iteratively edits elements from ref- 195

erence slides through edit APIs to create the target 196

presentation. 197

Outline Generation As shown in Figure 2, we 198

utilize LLM to generate a structured outline consist- 199

ing of multiple entries. Each entry represents a new 200

slide, containing the reference slide and relevant 201

document content of the new slide. The reference 202

slide is selected based on the slide-level functional 203

description in Stage I, while the relevant document 204

content is identified based on the input document. 205

Slide Generation Guided by the structured out- 206

line, slides are generated iteratively based on the 207

corresponding entries. For each slide, LLMs incor- 208

porate textual content and extracted image captions 209

from the input document. The new slide adopts 210

the layout of the reference slide while ensuring 211

consistency in content and structural clarity. 212
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Specifically, to generate a new slide based on the213

corresponding entry in the outline, we design edit-214

based APIs to enable LLMs to edit the reference215

slide. As shown below, these APIs support editing,216

removing, and duplicating slide elements. More-217

over, given the complexity of the XML format in218

presentations, which is demonstrated in Appendix219

E, we render the reference slide into an HTML220

representation (Feng et al., 2024), offering a more221

precise and intuitive format for easier understand-222

ing. This HTML-based format, combined with our223

edit-based APIs, enables LLMs to perform precise224

content modifications on reference slides.

Function Name Description
del_span Delete a span.
del_image Delete an image element.
clone_paragraph Create a duplicate of an existing

paragraph.
replace_span Replace the content of a span.
replace_image Replace the source of image.

225

Furthermore, to enhance robustness during the226

editing process, we implement a self-correction227

mechanism (Kamoi et al., 2024). Specifically, the228

generated editing actions are executed within a229

REPL2 environment. When actions fail to apply to230

reference slides, the REPL provides execution feed-231

back3 to assist LLMs in refining their actions. The232

LLM then analyzes this feedback to adjust its edit-233

ing actions (Guan et al., 2024; Wang et al., 2024b),234

enabling iterative refinement until a valid slide is235

generated or the maximum retry limit is reached.236

3 PPTEVAL237

We introduce PPTEVAL, a comprehensive frame-238

work that evaluates presentation quality from239

multiple dimensions, addressing the absence of240

reference-free evaluation for presentations. The241

framework provides both numeric scores (1-to-5242

scale) and detailed rationales to justify each dimen-243

sion’s assessment.244

Grounded in established presentation design245

principles (Duarte, 2008, 2010), our evaluation246

framework focuses on three key dimensions, as247

summarized in Table 1. Specially, given a gener-248

ated presentation, we assess the content and design249

at the slide level, while evaluating coherence across250

the entire presentation.251

2https://en.wikipedia.org/wiki/REPL
3https://docs.python.org/3/tutorial/errors.

html
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Figure 3: PPTEVAL assesses presentations from three
dimensions: content, design, and coherence.

The complete evaluation process is illustrated in 252

Figure 3, with detailed scoring criteria and repre- 253

sentative examples provided in Appendix B. 254

Dimension Criteria

Content Text should be concise and grammatically
sound, supported by relevant images.

Design Harmonious colors and proper layout ensure
readability, while visual elements like geo-
metric shapes enhance the overall appeal.

Coherence Structure develops progressively, incorporat-
ing essential background information.

Table 1: The scoring criteria of dimensions in PPTE-
VAL, all evaluated in 1-5 scale.

4 Experiment 255

4.1 Dataset 256

Existing presentation datasets, such as Fu et al. 257

(2022); Mondal et al. (2024); Sefid et al. (2021); 258

Sun et al. (2021), have two main issues. First, they 259

are mostly stored in PDF or JSON formats, which 260

leads to a loss of semantic information, such as 261

structural relationships and styling attributes of ele- 262

ments. Additionally, these datasets primarily con- 263

sist of academic presentations in artificial intelli- 264

gence, limiting their diversity. To address these lim- 265

itations, we introduce Zenodo10K, a new dataset 266

sourced from Zenodo (European Organization For 267

Nuclear Research and OpenAIRE, 2013), which 268

hosts diverse artifacts across domains, all under 269

clear licenses. We have curated 10,448 presen- 270

tations from this source and made them publicly 271

available to support further research. Following 272

Mondal et al. (2024), we sample 50 presentations 273

in five domains to serve as reference presentations. 274

In addition, we collected 50 documents from the 275

same domains to be used as input documents. The 276

sampling criteria and preprocessing details are pro- 277

vided in Appendix A, while the dataset statistics 278

are summarized in Table 2. 279
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Domain Document Presentation

#Chars #Figs #Chars #Figs #Pages

Culture 12,708 2.9 6,585 12.8 14.3
Education 12,305 5.5 3,993 12.9 13.9
Science 16,661 4.8 5,334 24.0 18.4
Society 13,019 7.3 3,723 9.8 12.9
Tech 18,315 11.4 5,325 12.9 16.8

Table 2: Statistics of the dataset used in our experiments,
detailing the number of characters (‘#Chars’) and figures
(‘#Figs’), as well as the number of pages (‘#Pages’).

4.2 Implementation Details280

PPTAGENT is implemented with three mod-281

els: GPT-4o-2024-08-06 (GPT-4o), Qwen2.5-72B-282

Instruct (Qwen2.5, Yang et al., 2024), and Qwen2-283

VL-72B-Instruct (Qwen2-VL, Wang et al., 2024a).284

These models are categorized according to the spe-285

cific modalities they handle, whether textual or286

visual, as indicated by their subscripts. Specifically,287

we define configurations as combinations of a lan-288

guage model (LM) and a vision model (VM), such289

as Qwen2.5LM+Qwen2-VLVM.290

Experiment data covers 5 domains, each with291

10 input documents and 10 reference presentations,292

totaling 500 presentation generation tasks per con-293

figuration (5 domains × 10 input documents × 10294

reference presentations). Each slide generation al-295

lows a maximum of two self-correction iterations.296

We use Chen et al. (2024b) and Wu et al. (2020)297

to compute the text and image embeddings respec-298

tively. All open-source LLMs are deployed us-299

ing the VLLM framework (Kwon et al., 2023) on300

NVIDIA A100 GPUs. The total computational cost301

for experiments are approximately 500 GPU hours.302

4.3 Baselines303

We choose the following baseline methods:304

DocPres (Bandyopadhyay et al., 2024) propose305

a rule-based approach that generates narrative-306

rich slides through multi-stages, and incorporates307

images through a similarity-based mechanism.308

KCTV (Cachola et al., 2024) propose a template-309

based method that creates slides in an intermediate310

format before converting them into final presenta-311

tions using predefined templates. The baseline312

methods operate without vision models since they313

do not process visual information. Each config-314

uration generates 50 presentations (5 domains ×315

10 input documents), as they do not require refer-316

ence presentations. Consequently, the FID metric317

is excluded from their evaluation.318

4.4 Evaluation Metrics 319

We evaluated the presentation generation using the 320

following metrics: 321

• Success Rate (SR) evaluates the robustness 322

of presentation generation (Wu et al., 2024), calcu- 323

lated as the percentage of successfully completed 324

tasks. For PPTAGENT, success requires the gen- 325

eration of all slides without execution errors after 326

self-correction. For KCTV, success is determined 327

by the successful compilation of the generated La- 328

TeX file. DocPres is excluded from this evaluation 329

due to its deterministic rule-based conversion. 330

• Perplexity (PPL) measures the likelihood of 331

the model generating the given sequence. Using 332

Llama-3-8B (Dubey et al., 2024), we calculate the 333

average perplexity across all slides in a presenta- 334

tion. Lower perplexity scores indicate higher tex- 335

tual fluency (Bandyopadhyay et al., 2024). 336

• Rouge-L (Lin, 2004) evaluates textual similar- 337

ity by measuring the longest common subsequence 338

between generated and reference texts. We report 339

the F1 score to balance precision and recall. 340

• FID (Heusel et al., 2017) measures the simi- 341

larity between the generated presentation and the 342

reference presentation in the feature space. Due to 343

the limited sample size, we calculate the FID using 344

a 64-dimensional output vector. 345

• PPTEVAL employs GPT-4o as the judging 346

model to evaluate presentation quality across three 347

dimensions: content, design, and coherence. We 348

compute content and design scores by averaging 349

across slides, while coherence is assessed at the 350

presentation level. 351

4.5 Overall Result 352

Table 3 presents the performance comparison be- 353

tween PPTAGENT and baselines, revealing that: 354

PPTAGENT Significantly Improves Overall Pre- 355

sentation Quality. PPTAGENT demonstrates sta- 356

tistically significant performance improvements 357

over baseline methods across all three dimensions 358

of PPTEVAL. Compared to the rule-based base- 359

line (DocPres), PPTAGENT exhibits substantial 360

improvements in both the design and content di- 361

mensions (3.34 vs. 2.37, +40.9%; 3.34 vs. 2.98, 362

+12.1%), as presentations generated by the DocPres 363

method show minimal design effort. In comparison 364

with the template-based baseline (KCTV), PPTA- 365

GENT also achieves notable improvements in both 366

design and content (3.34 vs. 2.95, +13.2%; 3.28 vs. 367

2.55, +28.6%), underscoring the efficacy of the edit- 368
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Configuration Existing Metrics PPTEVAL

Language Model Vision Model SR(%)↑ PPL↓ ROUGE-L ↑ FID↓ Content↑ Design↑ Coherence↑ Avg.↑

DocPres (rule-based)
GPT-4oLM – – 76.42 13.28 – 2.98 2.33 3.24 2.85
Qwen2.5LM – – 100.4 13.09 – 2.96 2.37 3.28 2.87

KCTV (template-based)
GPT-4oLM – 80.0 68.48 10.27 – 2.49 2.94 3.57 3.00
Qwen2.5LM – 88.0 41.41 16.76 – 2.55 2.95 3.36 2.95

PPTAGENT (ours)
GPT-4oLM GPT-4oVM 97.8 721.54 10.17 7.48 3.25 3.24 4.39 3.62
Qwen2-VLLM Qwen2-VLVM 43.0 265.08 13.03 7.32 3.13 3.34 4.07 3.51
Qwen2.5LM Qwen2-VLVM 95.0 496.62 14.25 6.20 3.28 3.27 4.48 3.67

Table 3: Performance comparison of presentation generation methods, including DocPres, KCTV, and our proposed
PPTAGENT. The best/second-best scores are bolded/underlined. Results are reported using existing metrics,
including Success Rate (SR), Perplexity (PPL), Rouge-L, Fréchet Inception Distance (FID), and PPTEval.

Setting SR(%) Content Design Coherence Avg.

PPTAGENT 95.0 3.28 3.27 4.48 3.67
w/o Outline 91.0 3.24 3.30 3.36 3.30
w/o Schema 78.8 3.08 3.23 4.04 3.45
w/o Structure 92.2 3.28 3.25 3.45 3.32
w/o CodeRender 74.6 3.27 3.34 4.38 3.66

Table 4: Ablation analysis of PPTAGENT utilizing the
Qwen2.5LM+Qwen2-VLVM configuration, demonstrating
the contribution of each components.

based paradigm. Most notably, PPTAGENT shows369

a significant enhancement in the coherence dimen-370

sion (4.48 vs. 3.57, +25.5% for DocPres; 4.48371

vs. 3.28, +36.6% for KCTV). This improvement372

can be attributed to PPTAGENT ’s comprehensive373

analysis of the structural role of slides.374

PPTAGENT Exhibits Robust Generation Perfor-375

mance. Our approach empowers LLMs to pro-376

duce well-rounded presentations with remarkable377

success rate, achieving≥ 95% success rate for both378

Qwen2.5LM+Qwen2-VLVM and GPT-4oLM+GPT-379

4oVM, which is a significant improvement compared380

to KCTV (97.8% vs. 88.0%). Moreover, detailed381

performance of Qwen2.5LM+Qwen2-VLVM across382

various domains is illustrated in Table 8, underscor-383

ing the versatility and robustness of our approach.384

PPTEVAL Demonstrates Superior Evaluation385

Capability. Traditional metrics like PPL and386

ROUGE-L demonstrate inconsistent evaluation387

trends compared to PPTEVAL. For instance,388

KCTV achieves a high ROUGE-L (16.76) but a389

low content score (2.55), while our method shows390

the opposite trend with ROUGE-L (14.25) and391

content score (3.28). Moreover, we observe that392

ROUGE score overemphasizes textual alignment 393

with source documents, potentially compromising 394

the expressiveness of presentations. Most impor- 395

tantly, PPTEVAL advances beyond existing metrics 396

through its dual capability of reference-free design 397

assessment and holistic evaluation of presentation 398

coherence. Further agreement evaluation is shown 399

in Section 5.5. 400

5 Analysis 401

5.1 Ablation Study 402

We conducted ablation studies across four settings: 403

(1) randomly selecting a slide as the reference (w/o 404

Outline), (2) omitting structural slides during out- 405

line generation (w/o Structure), (3) replacing the 406

slide representation with the method proposed by 407

Guo et al. (2023) (w/o CodeRender), and (4) re- 408

moving guidance from the content schema (w/o 409

Schema). All experiments were conducted using 410

the Qwen2.5LM+Qwen2-VLVM configuration. 411

As demonstrated in Table 4, our experiments 412

reveal two key findings: 1) The HTML-based 413

representation significantly reduces interaction 414

complexity, evidenced by the substantial decrease 415

in success rate from 95.0% to 74.6% when remov- 416

ing the Code Render component. 2) The presenta- 417

tion analysis is crucial for generation quality, as 418

removing the outline and structural slides signifi- 419

cantly degrades coherence (from 4.48 to 3.36/3.45) 420

and eliminating the slide schema reduces the suc- 421

cess rate from 95.0% to 78.8%. 422

5.2 Case Study 423

We present representative examples of presenta- 424

tions generated under different configurations in 425
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Figure 5: Comparative analysis of presentation gener-
ation across different methods. PPTAGENT generates
under different reference presentations, indicated as PP-
TAGENT (a) and PPTAGENT (b).

Figure 5. PPTAGENT demonstrates superior pre-426

sentation quality across multiple dimensions. First,427

it effectively incorporates visual elements with428

contextually appropriate image placements, while429

maintaining concise and well-structured slide con-430

tent. Second, it exhibits diversity in generating431

visually engaging slides under diverse references.432

In contrast, baseline methods (DocPres and KCTV)433

produce predominantly text-based slides with lim-434

ited visual variation, constrained by their rule-435

based or template-based paradigms.436

5.3 Score Distribution437

We further investigated the score distribution of438

generated presentations to compare the perfor-439

mance characteristics across methods, as shown440

in Figure 4. Constrained by their rule-based or441

template-based paradigms, baseline methods ex-442

hibit limited diversity in both content and design di-443

mensions, with scores predominantly concentrated444

at levels 2 and 3. In contrast, PPTAGENT demon-445

strates a more dispersed score distribution, with the446

majority of presentations (>80%) achieving scores447

of 3 or higher in these dimensions. Furthermore,448
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Figure 6: The number of iterative self-corrections re-
quired to generate a single slide under different models.

due to PPTAGENT’s comprehensive consideration 449

of structural slides, it achieves notably superior co- 450

herence scores, with over 80% of the presentations 451

receiving scores above 4. 452

5.4 Effectiveness of Self-Correction 453

Figure 6 illustrates the number of iterations re- 454

quired to generate a slide using different lan- 455

guage models. Although GPT-4o exhibits superior 456

self-correction capabilities compared to Qwen2.5, 457

Qwen2.5 encounters fewer errors in the first gener- 458

ation. Additionally, we observed that Qwen2-VL 459

experiences errors more frequently and has poorer 460

self-correction capabilities, likely due to its mul- 461

timodal post-training (Wang et al., 2024a). Ul- 462

timately, all three models successfully corrected 463

more than half of the errors, demonstrating that 464

our iterative self-correction mechanism effectively 465

ensures the success of the generation process. 466

5.5 Agreement Evaluation 467

PPTEVAL with Human Preferences Despite 468

Chen et al. (2024a) have highlighted the impres- 469

sive human-like discernment of LLMs in various 470

generation tasks. However, it remains crucial to 471

assess the correlation between LLM evaluations 472

and human evaluations in the context of presenta- 473
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Figure 7: Correlation heatmap between existing auto-
mated evaluation metrics along with the content and
design dimension in PPTEVAL.

tions. This necessity arises from findings by Laskar474

et al. (2024), which indicate that LLMs may not475

be adequate evaluators for complex tasks. Table 5476

shows the correlation of ratings between humans477

and LLMs. The average Pearson correlation of478

0.71 exceeds the scores of other evaluation meth-479

ods (Kwan et al., 2024), indicating that PPTEVAL480

aligns well with human preferences.481

PPTEVAL with Existing Metrics We analyzed482

the relationships between PPTEVAL’s content and483

design dimensions and existing metrics through484

Pearson correlation analysis, as shown in Figure 7.485

The Pearson correlation coefficients reveal that cur-486

rent metrics are ineffective for presentation evalua-487

tion. Specifically, PPL primarily measures text flu-488

ency but performs poorly on slide content due to its489

inherent fragmented nature, frequently producing490

outlier measurements. Similarly, while ROUGE-491

L and FID quantify similarity to reference text492

and presentations respectively, these metrics inade-493

quately assess content and design quality, as high494

conformity to references does not guarantee pre-495

sentation effectiveness. These weak correlations496

highlight the necessity of PPTEVAL for robust and497

comprehensive presentation evaluation that consid-498

ers both content quality and design effectiveness.499

6 Related Works500

Automated Presentation Generation Recent501

proposed methods for slide generation can be cate-502

gorized into rule-based and template-based based503

on how they handle element placement and styling.504

Rule-based methods, such as those proposed by505

Mondal et al. (2024) and Bandyopadhyay et al.506

(2024), often focus on enhancing textual content507

but neglect the visual-centric nature of presenta-508

Correlation Content Design Coherence Avg.

Pearson 0.70 0.90 0.55 0.71
Spearman 0.73 0.88 0.57 0.74

Table 5: The correlation scores between human ratings
and LLM ratings under different dimensions (Coher-
ence, Content, Design). All presented data of similarity
exhibit a p-value below 0.05, indicating a statistically
significant level of confidence.

tions, leading to outputs that lack engagement. 509

Template-based methods, including Cachola et al. 510

(2024) and industrial solutions like Tongyi, rely 511

on predefined templates to create visually appeal- 512

ing presentations. However, their dependence on 513

extensive manual effort for template annotation sig- 514

nificantly limits scalability and flexibility. 515

LLM Agent Numerous studies (Deng et al., 516

2024; Li et al., 2024; Tang et al., 2025) have ex- 517

plored the potential of LLMs to act as agents as- 518

sisting humans in a wide array of tasks. For exam- 519

ple, Wang et al. (2024b) demonstrate the capability 520

of LLMs to accomplish tasks by generating exe- 521

cutable actions. Furthermore, Guo et al. (2023) 522

demonstrated the potential of LLMs in automating 523

presentation-related tasks through API integration. 524

LLM as a Judge LLMs have exhibited strong 525

capabilities in instruction following and context 526

perception, which has led to their widespread adop- 527

tion as judges (Liu et al., 2023; Zheng et al., 2023). 528

Chen et al. (2024a) demonstrated the feasibility of 529

using MLLMs as judges, while Kwan et al. (2024) 530

proposed a multi-dimensional evaluation frame- 531

work. Additionally, Ge et al. (2025) investigated 532

the use of LLMs for assessing single-slide quality. 533

However, they did not evaluate presentation quality 534

from a holistic perspective. 535

7 Conclusion 536

In this paper, we introduce PPTAGENT, which con- 537

ceptualizes presentation generation as a two-stage 538

presentation editing task completed through LLMs’ 539

abilities to understand and generate code. More- 540

over, we propose PPTEVAL to provide quantitative 541

metrics for assessing presentation quality. Our ex- 542

periments across data from multiple domains have 543

demonstrated the superiority of our method. This 544

research provides a new paradigm for generating 545

slides under unsupervised conditions and offers 546

insights for future work in presentation generation. 547
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Limitations548

While PPTAGENT demonstrates promising capabil-549

ities in presentation generation, several limitations550

remain. First, despite achieving a high success551

rate (>95%) on our dataset, the model occasionally552

fails to generate presentations, which could limit its553

reliability. Second, although we can provide high-554

quality preprocessed presentations as references,555

the quality of generated presentations is still influ-556

enced by the input reference presentation, which557

may lead to suboptimal outputs. Third, although558

PPTAGENT shows improvements in layout opti-559

mization compared to prior approaches, it does not560

fully utilize visual information to refine the slide561

design. This manifests in occasional design flaws,562

such as overlapping elements, which can compro-563

mise the readability of generated slides. Future564

work should focus on enhancing the robustness,565

reducing reference dependency, and better incorpo-566

rating visual information into the generation pro-567

cess.568

Ethical Considerations569

In the construction of Zenodo10K, we utilized the570

publicly available API to scrape data while strictly571

adhering to the licensing terms associated with each572

artifact. Specifically, artifacts that were not per-573

mitted for modification or commercial use under574

their respective licenses were filtered out to ensure575

compliance with intellectual property rights. Ad-576

ditionally, all annotation personnel involved in the577

project were compensated at rates exceeding the578

minimum wage in their respective cities, reflecting579

our commitment to fair labor practices and ethical580

standards.581
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A Data Preprocessing762

To maintain a reasonable cost, we selected presen-763

tations ranging from 12 to 64 pages and documents764

with text lengths from 2,048 to 20,480 characters.765

We extracted both textual and visual content from766

the source documents using VikParuchuri (2023).767

The extracted text was then organized into sections.768

For visual content, we generated image captions769

to assist in relevant image selection through tex-770

tual descriptions. To minimize redundancy, we771

identified and removed duplicate images if their772

image embeddings had a cosine similarity score773

exceeding 0.85. For slide-level deduplication, we774

removed individual slides if their text embeddings775

had a cosine similarity score above 0.8 compared776

to the preceding slide, as suggested by Fu et al.777

(2022).778

B Details of PPTEVAL779

We recruited four graduate students through a780

Shanghai-based crowdsourcing platform to eval-781

uate a total of 250 presentations: 50 randomly se-782

lected from Zenodo10K representing real-world783

presentations, along with two sets of 100 presen-784

tations generated by the baseline method and our785

approach respectively. Following the evaluation786

framework proposed by PPTEVAL, assessments787

were conducted across three dimensions using the788

scoring criteria detailed in Appendix F. Evaluators789

were provided with converted slide images, scored790

them individually, and then discussed the results to791

reach a consensus on the final scores.792

Moreover, We measured inter-rater agreement793

using Fleiss’ Kappa, with an average score of 0.59794

across three dimensions (0.61, 0.61, 0.54 for Con-795

tent, Design, and Coherence, respectively) indi-796

cating satisfactory agreement (Kwan et al., 2024)797

among evaluators. Representative scoring exam-798

ples are shown in Figure 8.799

We provided detailed illustration as below:800

Content: The content dimension evaluates the801

information presented on the slides, focusing on802

both text and images. We assess content quality803

from three perspectives: the amount of information,804

the clarity and quality of textual content, and the805

support provided by visual content. High-quality806

textual content is characterized by clear, impactful807

text that conveys the proper amount of information.808

Additionally, images should complement and rein-809

force the textual content, making the information810

more accessible and engaging. To evaluate content 811

quality, we employ MLLMs on slide images, as 812

slides cannot be easily comprehended in a plain 813

text format. 814

Design: Good design not only captures atten- 815

tion but also enhances content delivery. We eval- 816

uate the design dimension based on three aspects: 817

color schemes, visual elements, and overall design. 818

Specifically, the color scheme of the slides should 819

have clear contrast to highlight the content while 820

maintaining harmony. The use of visual elements, 821

such as geometric shapes, can make the slide de- 822

sign more expressive. Finally, good design should 823

adhere to basic design principles, such as avoiding 824

overlapping elements and ensuring that design does 825

not interfere with content delivery. 826

Coherence: Coherence is essential for maintain- 827

ing audience engagement in a presentation. We 828

evaluate coherence based on the logical structure 829

and the contextual information provided. Effective 830

coherence is achieved when the model constructs 831

a captivating storyline, enriched with contextual 832

information that enables the audience to follow the 833

content seamlessly. We assess coherence by analyz- 834

ing the logical structure and contextual information 835

extracted from the presentation. 836

C Detailed Performance of PPTAGENT 837

We present a detailed performance analysis of 838

Qwen2.5LM+Qwen2-VLVM across various domains 839

in Table 8. Additionally, Table 7 and 6 show the 840

success rate-weighted performance, where failed 841

generations receive a PPTEVAL score of 0, demon- 842

strating that a lower success rate significantly im- 843

pacts the overall effectiveness of the method. 844

As demonstrated in Table 6. GPT-4o consistently 845

demonstrates outstanding performance across vari- 846

ous evaluation metrics, highlighting its advanced 847

capabilities. While Qwen2-VL exhibits limitations 848

in linguistic proficiency due to the trade-offs from 849

multimodal post-training, GPT-4o maintains a clear 850

advantage in handling language tasks. However, 851

the introduction of Qwen2.5 successfully mitigates 852

these linguistic deficiencies, bringing its perfor- 853

mance on par with GPT-4o, and achieving the best 854

performance. This underscores the significant po- 855

tential of open-source LLMs as competitive and 856

highly capable presentation agents. 857
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D Slide Clustering858

We present our hierarchical clustering algorithm859

for layout analysis in Algorithm 1, where slides are860

grouped into clusters using a similarity threshold θ861

of 0.65. To focus exclusively on layout patterns and862

minimize interference from specific content, we863

preprocess the slides by replacing text content with864

a placeholder character (“a”) and substituting im-865

age elements with solid-color backgrounds. Then,866

we compute the similarity matrix using cosine sim-867

ilarity based on the ViT embeddings of converted868

slide images between each slide pair. Figure 9 illus-869

trates representative examples from the resulting870

slide clusters.871

E Code Interaction872

For visual reference, Figure 10 illustrates a slide873

rendered in HTML format, while Figure 11 dis-874

plays its excerpt (first 60 lines) of the XML repre-875

sentation (out of 1,006 lines).876

F Prompts877

F.1 Prompts for Presentation Analysis878

The prompts used for presentation analysis are il-879

lustrated in Figures 12, 13, and 14.880

F.2 Prompts for Presentation Generation881

The prompts used for generating presentations are882

shown in Figures 15, 16, and 17.883

F.3 Prompts for PPTEVAL884

The prompts used in PPTEVAL are shown in Figure885

18, 19, 20, 21, 22 and 23.886

Algorithm 1 Slides Clustering Algorithm

1: Input: Similarity matrix of slides S ∈ RN×N ,
similarity threshold θ

2: Initialize: C ← ∅
3: while max(S) ≥ θ do
4: (i, j)← argmax(S) ▷ Find the most

similar slide pair
5: if ∃ck ∈ C such that (i ∈ ck ∨ j ∈ ck)

then
6: ck ← ck ∪ {i, j} ▷ Merge into existing

cluster
7: else
8: cnew ← {i, j} ▷ Create new cluster
9: C ← C ∪ {cnew}

10: end if
11: Update S:
12: S[:, i]← 0, S[i, :]← 0
13: S[:, j]← 0, S[j, :]← 0
14: end while
15: Return: C
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Design

Score:2
Judgement: Monochromatic 
colors without visual 
elements

Score:4
Judgement: Harmonious color 
with the use of geometric shapes;  
However some minor flaws 
diminished the overall design

Score:5
Judgement: The content 
is impactful with relevant 
images supports well

Content

Score:1
Judgement:Lack of content

Score:3
Judgement: The content is 
somewhat tedious and lacks 
the support of images

Score:5
Judgement: Slide presents 
engaging design with consistent 
overall design

Figure 8: Scoring Examples of PPTEVAL.

Content Slides

Picture and illustrative 
key points

Text Sections with 
Highlighted Keywords

Ending

Structural Slides

Opening Table of Contents

Image Focus with 
Subtextual Description

Figure 9: Example of slide clusters.

Figure 10: Example of rendering a slide into HTML
format.

Figure 11: The first 60 lines of the XML representation
of a presentation slide (out of 1,006 lines).
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Configuration Existing Metrics PPTEval

Language Model Vision Model SR(%)↑ PPL↓ ROUGE-L ↑ FID↓ Content↑ Design↑ Coherence↑ Avg.↑

DocPres (rule-based)
GPT-4oLM – – 76.42 13.28 – 2.98 2.33 3.24 2.85
Qwen2.5LM – – 100.4 13.09 – 2.96 2.37 3.28 2.87

KCTV (template-based)
GPT-4oLM – 80.0 68.48 10.27 – 1.99 2.35 2.85 2.40
Qwen2.5LM – 88.0 41.41 16.76 – 2.24 2.59 2.95 2.59

PPTAGENT (ours)
GPT-4oLM GPT-4oVM 97.8 721.54 10.17 7.48 3.17 3.16 4.20 3.54
Qwen2-VLLM Qwen2-VLVM 43.0 265.08 13.03 7.32 1.34 1.43 1.75 1.50
Qwen2.5LM Qwen2-VLVM 95.0 496.62 14.25 6.20 3.11 3.10 4.25 3.48

Table 6: Weighted Performance comparison of presentation generation methods, including DocPres, KCTV, and
our proposed PPTAGENT. Results are evaluated using Success Rate (SR), Perplexity (PPL), Rouge-L, Fr’echet
Inception Distance (FID), and SR-weighted PPTEval.

System Message:
You are an expert presentation analyst specializing in categorizing PowerPoint slides, particularly skilled at 
identifying structural slides (such as Opening, Transitions, and Ending slides) that guide the flow of the 
presentation. Please follow the specified output format strictly when categorizing the slides.

Prompt:
Objective: Analyze a set of slides provided in plain text format. Your task is to identify structural slides 
(such as Opening and Ending) based on their content and categorize all other slides under “Content.”

Instructions:
1. Categorize structural slides in the presentation (such as Opening, Ending); assign all other 

slides to “Content.”
2. Category names for structural slides should be simple, reflect their function, and contain no 

specific entity names.
3. Opening and Ending slides are typically located at the beginning or end of the presentation and 

may consist of only one slide.
4. Other transition categories must contain multiple slides with partially identical text.

Output format requirements:
Use the Functional key to group all categorized structural slides, with category names that reflect 

only the slide’s function (e.g., “Opening,” “Ending”) and do not describe any specific content.
Use the Content key to list all slides that do not fall into structural categories.

Example output:
```json
{

"functional": {
"opening": [1],
"table of contents": [2, 5],
"section header": [3, 6],
"ending": [10]

},
"content": [4, 7, 8, 9]

}
```

Ensure that all slides are included in the categorization, with their corresponding slide numbers listed in the 
output.

Input: {{slides}}

Output:

Figure 12: Illustration of the prompt used for clustering
structural slides.

System Message:
You are a helpful assistant

Prompt:
Analyze the content layout and media types in the provided slide images.
Your objective is to create a concise, descriptive title that captures purely the presentation pattern and 
structural arrangement of content elements.
Requirements:
Focus on HOW content is structured and presented, not WHAT the content is
Describe the visual arrangement and interaction between different content types (text, images, diagrams, 
etc.)

Avoid:
Any reference to specific topics or subjects
Business or industry-specific terms
Actual content descriptions

You cannot use the following layout names:
{{ existed_layoutnames }}

Example Outputs:
Hierarchical Bullet Points with Central Image
Presentation of Evolution Through a Timeline
Analysis Displayed Using a Structured Table
Growth Overview Illustrated with Multiple Charts
Picture and illustrative key points
Layout
Output: Provide a one-line layout pattern title.

Figure 13: Illustration of the prompt used to infer layout
patterns.

Setting SR(%) Content Design Coherence Avg.

PPTAGENT 95.0 3.11 3.10 4.25 3.48
w/o Outline 91.0 2.94 3.00 3.05 3.00
w/o Schema 78.8 2.42 2.54 3.18 2.71
w/o Structure 92.2 3.02 2.99 3.18 3.06
w/o CodeRender 74.6 2.43 2.49 3.26 2.73

Table 7: Ablation analysis of PPTAGENT utilizing the
Qwen2.5LM+Qwen2-VLVM configuration, with PPTEval
scores weighted by success rate to demonstrate each
component’s contribution.

Domain SR (%) PPL FID PPTEval

Culture 93.0 185.3 5.00 3.70
Education 94.0 249.0 7.90 3.69
Science 96.0 500.6 6.07 3.56
Society 95.0 396.8 5.32 3.59
Tech 97.0 238.7 6.72 3.74

Table 8: Evaluation results under the configuration of
Qwen2-VLLM+Qwen2-VLVM in different domains, using
the success rate (SR), PPL, FID and the average PPTE-
val score across three evaluation dimensions.
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System Message:
You are a helpful assistant

Prompt:
Please analyze the slide elements and create a structured template schema in JSON format. The schema 
should:

1. Identify key content elements (both text and images) that make up the slide
2. For each element, specify:
   - "description": A clear description of the element's purpose, do not mention any detail
   - "type": "text" or "image" determined that according the tag of element: “image” is assigned for <img> 
tags
   - "data":
      * For text elements: The actual text content as string or array in paragraph level(<p> or <li>), merge 
inline text segments(<span>)
      * For image elements: Use the `alt` attribute of the <img> tag as the data of the image

Example format:
{
  "element_name": {
    "description": "purpose of this element", # do not mention any detail, just purpose
    "type": "text" or "image",
    "data": "actual text" or "<type>:<50-word description>" # detail here, cannot be empty or null
            or ["text1", "text2"]  # Multiple text elements
            or ["logo:...", "logo:..."]  # Multiple image elements
  }
}
Input:
{{slide}}
Please provide a schema that could be used as a template for creating similar slides.

Figure 14: Illustration of the prompt used to extract the
slide schema.

System Message:
You are a professional presentation designer tasked with creating structured PowerPoint outlines. Each 
slide outline should include a slide title, a suitable layout from provided options, and concise explanatory 
notes. Your objective is to ensure that the outline adheres to the specified slide count and uses only the 
provided layouts. The final deliverable should be formatted as a JSON object. Please ensure that no layouts 
other than those provided are utilized in the outline.

Prompt:
Steps:

1. Understand the JSON Content:
Carefully analyze the provided JSON input.
Identify key sections and subsections.

{{ json_content }}

2. Generate the Outline:
Ensure that the number of slides matches the specified requirement.
Keep the flow between slides logical and ensure that the sequence of slides enhances understanding.
Make sure that the transitions between sections are smooth through functional layouts.
Carefully analyze the content and media types specified in the provided layouts.

For each slide, provide:
A Slide Title that clearly represents the content.
A Layout selected from provided layouts tailored to the slide’s function.
Slide Description, which should contain concise and clear descriptions of the key points.

Please provide your output in JSON format.

Example Output:
{

"Opening of the XX": {
"layout": "layout1(media_type)",
"subsection_keys": [],
"description": "..."

},
"Introduction to the XX": {

"layout": "layout2(media_type)", # select from given layouts(functional or content)
"subsection_keys": ["Title of Subsection 1.1", "Title of Subsection 1.2"],
"description": "..."

}
}

Input:
Number of Slides: {{ num_slides }}
Image Information:
{{ image_information }}

# you can only use the following layouts
Content Layouts:
{{ layouts }}
Functional Layouts:
{{ functional_keys }}

Output:

Figure 15: Illustration of the prompt used for generating
the outline.

System Message:
You are an Editor agent for presentation content. You transform reference text and available images into 
structured slide content following schemas. You excel at following schema rules like content length and 
ensuring all content is strictly derived from provided reference materials. You never generate new content 
or use images not explicitly provided.

Prompt:
Generate slide content based on the provided schema.
Each schema element specifies its purpose, and its default quantity.

Requirements:
1. Content Generation Rules:
- Follow default_quantity for elements, adjust when necessary
- All generated content must be based on reference text or image information
- Ensure text content meets character limits
- Generated text should use concise and impactful presentation style
- For image elements, data should be the image path # eg: "images/logo.png"
- Type of images should be a critical factor of image selection, if no relevant image(similar type or 

purpose) provided, leave it blank

2. Core Elements:
- Must extract essential content from reference text (e.g., slide_title, main_content) and maintain 

semantic consistency
- Must include images that support the main content (e.g., diagrams for explanations, visuals directly 

discussed in text)

3. Supporting Elements (e.g., presenters, logo images):
- Generate only when relevant content exists in reference text or image information

Generate content for each element and output in the following format:
{
"element1": {
"data": ["text1", "text2"] for text elements

or ["/path/to/image", "..."] for image elements
},

}

Input:
Schema:
{{schema}}

Outline of Presentation:
{{outline}}

Metadata of Presentation:
{{metadata}}

Reference Text:
{{text}}

Available Images:
{{images_info}}

Output: the keys in generated content should be the same as the keys in schema

Figure 16: Illustration of the prompt used for generating
slide content.

System Message:
You are a Code Generator agent specializing in slide content manipulation. You precisely translate content 
edit commands into API calls by following HTML structure, distinguishing between tags, and maintaining 
proper parent-child relationships to ensure accurate element targeting.

Prompt:
Generate the sequence of API calls based on the provided commands, ensuring compliance with the 

specified rules and precise execution.
You must determine the parent-child relationships of elements based on indentation and ensure that all 

<span> and <img> elements are processed, leaving no unhandled content.

Each command follows this format: (element_class, type, quantity_change: int, old_data, new_data).

Steps

1. Quantity Adjustment:
- quantity_change Rules:
- If quantity_change = 0, do not perform clone_paragraph or del_span operations. Only replace the 

content.
- If quantity_change > 0, use clone_paragraph to add the corresponding number of paragraphs:
- When cloning, prioritize paragraphs from the same element_class that already have special styles 

(e.g., bold, color) if available.
- The paragraph_id for newly cloned paragraphs should be the current maximum paragraph_id of the 

parent element plus 1, while retaining the span_id within the cloned paragraph unchanged.
- If quantity_change < 0, use del_span or del_image to reduce the corresponding number of elements. 

Always ensure to remove span elements from the end of the paragraph first.
Restriction:
- Each command’s API call can only use either clone_paragraph or del_span/del_image according to 

the `quantity_change`, but not both.
2. Content Replacement:
- Text Content: Use replace_span to sequentially distribute new content into one or more <span> 

elements within a paragraph. Select appropriate tags for emphasized content (e.g., bold, special color, larger 
font).

- Image Content: Use replace_image to replace image resources.
3. Output Format:
- Add comments to each API call group, explaining the intent of the original command and the 

associated element_class.
- For cloning operations, annotate the paragraph_id of the newly created paragraphs.

Available APIs

{{api_docs}}

Example Input:

Please output only the API call sequence, one call per line, wrapped in ```python and ```, with comments 
for corresponding commands.

Figure 17: Illustration of the prompt used for generating
editing actions.
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System Message:
You are a help assistant

Prompt:
Please describe the input slide based on the following three dimensions:

1. The amount of information conveyed
Whether the slide conveys too lengthy or too little information, resulting in a large white space 

without colors or images.
2. Content Clarity and Language Quality
Check if there are any grammatical errors or unclear expressions of textual content.
3. Images and Relevance
Assess the use of visual aids such as images or icons, their presence, and how well they relate to the 

theme and content of the slides.

Provide an objective and concise description without comments, focusing exclusively on the dimensions 
outlined above.

Figure 18: Illustration of the prompt used to describe
content in PPTEval.

System Message:
You are a help assistant

Prompt:
Please describe the input slide based on the following three dimensions:

1. Visual Consistency
Describe whether any style diminished the readability, like border overflow or blur, low contrast, or visual 
noise.

2. Color Scheme
Analyze the use of colors in the slide, identifying the colors used and determining whether the design is 
monochromatic (black and white) or colorful (gray counts in).

3. Use of Visual Elements
Describe whether the slide include supporting visual elements, such as icons, backgrounds, images, or 
geometric shapes (rectangles, circles, etc.).

Provide an objective and concise description without comments, focusing exclusively on the dimensions 
outlined above.

Figure 19: Illustration of the prompt used to describe
style in PPTEval.

System Message:
You are an expert presentation content extractor responsible for analyzing and summarizing key elements 
and metadata of presentations. Your task is to extract and provide the following information:

Prompt:
Scoring Criteria (Five-point scale):
1. Slide Descriptions: Provide a concise summary of the content and key points covered on each slide.
2. Presentation Metadata: Identify explicit background information(which means it should be a single 
paragraph, not including in other paragraphs), such as the author, speaker, date, and other directly stated 
details, from the opening and closing slides.

Example Output:
{

"slide_1": "This slide introduces the xx, xx.",
"slide_2": "...",
"background": {

"speaker": "speaker x",
"date": "date x"

}
}

Input:
{{presentation}}

Output:.

Figure 20: Illustration of the prompt used to extract
content in PPTEval.

System Message:
You are an unbiased presentation analysis judge responsible for evaluating the quality of slide content. 
Please carefully review the provided slide image, assessing its content, and provide your judgement in a 
JSON object containing the reason and score. Each score level requires that all evaluation criteria meet the 
standards of that level.

Prompt:
Scoring Criteria (Five-Point Scale):

1 Point (Poor):
The text on the slides contains significant grammatical errors or is poorly structured, making it difficult to 
understand.

2 Points (Below Average):
The slides lack a clear focus, the text is awkwardly phrased, and the overall organization is weak, making it 
hard to engage the audience.

3 Points (Average):
The slide content is clear and complete but lacks visual aids, resulting in insufficient overall appeal.

4 Points (Good):
The slide content is clear and well-developed, but the images have weak relevance to the theme, limiting 
the effectiveness of the presentation.

5 Points (Excellent):
The slides are well-developed with a clear focus, and the images and text effectively complement each 
other to convey the information successfully.

Example Output:
{
  "reason": "xx",
  "score": int
}
Input: {{descr}}
Let's think step by step and provide your judgment.

Figure 21: Illustration of the prompt used to evaluate
content in PPTEval.

System Message:
You are an unbiased presentation analysis judge responsible for evaluating the visual appeal of slides. 
Please carefully review the provided description of the slide, assessing their aesthetics only, and provide 
your judgment in a JSON object containing the reason and score. Each score level requires that all 
evaluation criteria meet the standards of that level.

Prompt:
Scoring Criteria (Five-point scale):

1 Point (Poor):
There is a conflict between slide styles, making the content difficult to read.

2 Points (Fair):
The slide uses monotonous colors(black and white), ensuring readability while lacking visual appeal.

3 Points (Average):
The slide employs a basic color scheme; however, it lacks supplementary visual elements such as icons, 
backgrounds, images, or geometric shapes(like rectangles), making it look plain.

4 Points (Good):
The slide uses a harmonious color scheme and contains some visual elements(like icons, backgrounds, 
images, or geometric shapes); however, minor flaws may exist in the overall design.

5 Points (Excellent):
The style of the slide is harmonious and engaging, the use of supplementary visual elements like images 
and geometric shapes enhances the slide’s overall visual appeal.

Example Output:
{
"reason": "xx",
"score": int

}

Input: {{descr}}
Let's think step by step and provide your judgment.

Figure 22: Illustration of the prompt used to evaluate
style in PPTEval.

System Message:
You are an unbiased presentation analysis judge responsible for evaluating the coherence of the 
presentation. Please carefully review the provided summary of the presentation, assessing its logical flow 
and contextual information, each score level requires that all evaluation criteria meet the standards of that 
level.

Prompt:
Scoring Criteria (Five-Point Scale)

1 Point (Poor):
Terminology are inconsistent, or the logical structure is unclear, making it difficult for the audience to 
understand.

2 Points (Fair):
Terminology are consistent and the logical structure is generally reasonable, with minor issues in 
transitions.

3 Points (Average):
The logical structure is sound with fluent transitions; however, it lacks basic background information.

4 Points (Good):
The logical flow is reasonable and include basic background information (e.g., speaker or 
acknowledgments/conclusion).

5 Points (Excellent):
The narrative structure is engaging and meticulously organized with detailed and comprehensive 
background information included.

Example Output:
{
"reason": "xx",
"score": int

}

Input:
{{presentation}}

Let's think step by step and provide your judgment, focusing exclusively on the dimensions outlined above 
and strictly follow the criteria.

Figure 23: Illustration of the prompt used to evaluate
coherence in PPTEval.
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