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Abstract

Quotation extraction aims to extract quotations001
from written text. There are three components002
in a quotation: source refers to the holder of003
the quotation, cue is the trigger word(s), and004
content is the main body. Existing solutions005
for quotation extraction mainly utilize rule-006
based approaches and sequence labeling mod-007
els. While rule-based approaches often lead to008
low recalls, sequence labeling models cannot009
well handle quotations with complicated struc-010
tures. In this paper, we propose the Context011
and Former-Label Enhanced Net (CofeNet) for012
quotation extraction. CofeNet is able to extract013
complicated quotations with components of014
variable lengths and complicated structures. On015
two public datasets (i.e., PolNeAR and Riqua)016
and one proprietary dataset (i.e., PoliticsZH),017
we show that our CofeNet achieves state-of-018
the-art performance on complicated quotation019
extraction.020

1 Introduction021

Quotation extraction aims to extract quotations022

from written text (Pouliquen et al., 2007). For023

example, given one instance shown in Fig-024

ure 1, we extract the quotation with source:025

some democrats, cue: privately express, and con-026

tent: reservations about .... As a point of view,027

quotations provide opinions of the speaker, which028

is important for analyzing the speaker’s stand. In029

general, quotation extraction is the first step before030

any further analysis. In this paper, we focus on the031

extraction of the three quotation components.032

As illustrated in the above example, the content033

component in a quotation may come with a compli-034

cated structure and in variable length. Specifically,035

the length of content can be over 10, or even more036

than 50 tokens. Moreover, content does not come037

with a regular pattern, which not only leads to a038

more complicated structure of itself, but also affects039

the estimation of source and cue. For example, con-040

tent in a quotation can be a complete instance with041

subject, predicate, and object. It is therefore hard042

Yet for all the symbolism and feel-good value of such an appointment, 
some democrats privately express reservations about entrusting a seat 
that could decide the balance of power in the closely divided senate to 
a candidate who has never won statewide, is considered less than 
dynamic and has been an anemic fundraiser. 

Figure 1: An example of quotations. Text spans with
orange, green and gray denote source, cue and content
respectively.

to distinguish a noun (subject or object) represent- 043

ing the source or a part of content. Difficulty also 044

exists in recognition of cue when tackling with a 045

predicate, e.g., verb. Thus, as content may contain 046

another quotation, such a nesting structure further 047

increases the difficulty of extracting quotations. 048

Many existing solutions for quotation extraction 049

are rule-based methods (Pouliquen et al., 2007; 050

Krestel et al., 2008; Elson and McKeown, 2010; 051

Vu et al., 2018). Generally, quotations include di- 052

rect quotations and indirect quotations. Quotation 053

marks and their variants are clear; thus content can 054

be extracted by using regular expressions. How- 055

ever, not all quoted texts are quotations. Mean- 056

while, not all quotations are quoted. Another popu- 057

lar rule-based approach is to recognize cue words, 058

e.g., speak(s). Similarly, not all cue words are 059

related to quotations and vice versa. For both ap- 060

proaches, after recognizing content or cue, they 061

usually search for the nearby noun as source. In 062

short, rule-based methods only cover limited cases, 063

leading to serious low recall problems. 064

Quotation extraction has also been formulated 065

as a sequence labeling task. Pareti et al. (2013); 066

Lee et al. (2020) directly adopt sequence labeling 067

for quotation extraction. However, these solutions 068

ignore the traits of quotations where lengths of quo- 069

tation components are variable and structures of 070

content are complicated. In general, source and 071

cue components are short, e.g., ≤ 3 tokens. How- 072

ever, content usually is over 10 tokens, or even 073

more. Further, the complicated structure of content 074

greatly reduces the performance of content extrac- 075

tion for sequence-labeling-based solutions. 076

In this paper, we propose Context and Former- 077
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Label Enhanced Net (CofeNet) for quotation ex-078

traction. CofeNet is a novel architecture to extract079

quotations with variable-length and complicated-080

structured components. Our model is also capable081

of extracting both direct and indirect quotations.082

CofeNet extracts quotations by utilizing depen-083

dent relations between sequenced texts. The model084

contains three components, i.e., Text Encoder, En-085

hanced Cell, and Label Assigner. Given a piece086

of text, the encoder encodes the instance and out-087

puts the encoded hidden vectors. We design the088

Enhanced Cell module to study semantic repre-089

sentations of variable-length components with the090

utilization of contextual information. Specifically,091

the enhanced cell (i) uses a composer layer to en-092

hance the input with the former labels (which are093

predicted by the former cells), the former words,094

the current word, and the latter words encoded by095

the encoder; and (ii) uses a gate layer and an atten-096

tion layer to control and attend the corresponding097

input when predicting the label of the current word,098

at the level of element and vector respectively. Ex-099

perimental results on two public datasets (i.e., Pol-100

NeAR and Riqua) and one proprietary dataset (i.e.,101

PoliticsZH) show that our CofeNet achieves state-102

of-the-art performance on complicated quotation103

extraction.104

2 Related Work105

At first glance, quotation detection is a kind of106

“triplet” extraction, making the task similar to an-107

other two tasks, open information extraction (An-108

geli et al., 2015; Gashteovski et al., 2017) and se-109

mantic role labeling (Exner and Nugues, 2011).110

However, these three tasks have different focuses.111

Arguments extracted by semantic role labeling are112

event-related predicates. OpenIE aims to output a113

structured representation of an instance in the form114

of binary or n-ary tuples, each of which consists of115

a predicate and several arguments. The extracted116

text spans in both tasks are typically short and less117

complicated, compared to the content in quotations.118

Because content extraction is the key challenge119

in quotation extraction, we will not further elabo-120

rate on semantic role labeling and OpenIE. Prior121

work on quotation extraction can be grouped into122

rule-based and sequence labeling methods.123

2.1 Rule-based Methods124

Extracting indirect quotations without clear bound-125

aries is a challenging task, so early studies fo-126

cus on rule-based methods to extract direct quo- 127

tations (Pouliquen et al., 2007; Krestel et al., 2008; 128

Elson and McKeown, 2010). In fact, rule-based 129

methods perform well for marked texts, especially 130

for direct quotations. 131

Pattern matching is a popular method in early 132

studies. Pouliquen et al. (2007); Elson and McK- 133

eown (2010) identify content, cue and source by 134

known quote-marks, pre-defined vocabulary, and 135

rules of pattern recognition. The difference is that 136

Elson and McKeown (2010) add machine learn- 137

ing methods to the quote attribution judgment so 138

that they can process complex text. O’Keefe et al. 139

(2012) use regular expressions to recognize quote- 140

marks to extract components, then use sequence 141

labeling to recognize quotation triplets. 142

Hand-built grammar is another popular rule- 143

based method. Krestel et al. (2008) design a sys- 144

tem by combining common verbs corresponding 145

to cue and hand-built grammar to detect construc- 146

tions that match six general lexical patterns. PIC- 147

TOR (Schneider et al., 2010) utilizes context-free 148

grammar to extract components of quotations. 149

2.2 Sequence Labeling Methods 150

Due to the development of deep learning, sequence- 151

labeling-based approaches have attracted atten- 152

tion (Pareti et al., 2013; Lee et al., 2020). To iden- 153

tify the beginning of a quotation, Fernandes et al. 154

(2011) use sequence labeling with features includ- 155

ing part-of-speech and entity features generated by 156

a guided transformation learning algorithm. Then 157

they use regular expressions to recognize the con- 158

tent within quotations. Pareti et al. (2013) follow a 159

similar idea but use CRF to decode the label. Lee 160

et al. (2020) further use BERT to encode the text 161

and CRF to decode the label on a non-public Chi- 162

nese news dataset. However, these models cannot 163

well handle quotations with complicated structures. 164

3 CofeNet Model 165

Figure 2 depicts the architecture of CofeNet. It 166

consists of three modules: Text Encoder, Enhanced 167

Cell, and Label Assigner. Text encoder is used to 168

encode the input text to get hidden representations. 169

Then, the enhanced cell is capable of building a 170

representation considering the trait of quotations in- 171

cluding variable-length and complicated-structured 172

components. Last, the label assigner is to assign la- 173

bels “B-source”, “B-cue”, “B-content”, “I-source”, 174

“I-cue”, “I-content” and “O”, with BIO scheme. 175
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Figure 2: The architecture of CofeNet. Enhanced Cell is detailed on the right-hand side. (best viewed in color)

3.1 Text Encoder176

CofeNet is generic and can be realized by popular177

encoders such as LSTM (Hochreiter and Schmid-178

huber, 1997), CNN (Kim, 2014), Recursive Neural179

Network (Socher et al., 2011), and BERT (De-180

vlin et al., 2019a). Unless otherwise specified,181

CofeNet denotes the model using BERT (Devlin182

et al., 2019b) as the encoder.183

Given input text, hidden states of words are for-184

mulated by:185

{h1, h2, . . . , hN} = Encoder({x1, x2, . . . , xN}),186

where, xi is the i-th word of input. Encoder denotes187

the Text Encoder. The hidden state hi denotes the188

representation of i-th word xi while encoding the189

preceding contexts of the position.190

3.2 Enhanced Cell191

As aforementioned, the challenge of quotation ex-192

traction is to extract the complicated-structured193

components with variable lengths. To this end,194

we design the enhanced cell with composer layer,195

gate layer, and attention layer, to study the seman-196

tic representations of variable-length components.197

At the same time, we also try to utilize contextual198

information and predicted labels.199

Shown in Figure 2, the composer is used to re-200

format the input information to include the for-201

mer labels yi−k, . . . , yi−1, the former hidden states202

hi−m, . . . , hi−1, the current state hi, and the latter203

states hi+1, . . . , yi+n. In this way, our model is204

able to consider a long span with different struc- 205

tures in a more coherent manner on top of encoded 206

word representations. In general, the influence of 207

different inflow information is different. To this 208

end, we use a gate mechanism to control each el- 209

ement of input representations, and an attention 210

mechanism to weigh the input representations at the 211

vector level. Through the two mechanisms, we get 212

a refined representation so that we could hold the 213

complicated-structured and variable-length compo- 214

nents of quotations. Next, we detail the workflow 215

of the enhanced cell. 216

Composer Layer. The composer contains a 217

label embedding unit and a linear unit to re- 218

format the inflow information: the former la- 219

bels {yi−k, . . . , yi−1}, the former hidden states 220

{hi−m, . . . , hi−1} of previous m words, the cur- 221

rent state hi of the current word xi, and the latter 222

states {hi+1, . . . , hi+n} of latter n words. 223

First, the enhanced cell contains a label embed- 224

ding unit, which is able to select the embedding of 225

the given label, formulated by: 226

ei = Emb(yi), (1) 227

where Emb denotes the mentioned label embedding 228

unit. The predicted label of word i is yi and the em- 229

bedding of yi is ei. Taking the former k predicted 230

labels into consideration, we get the former labels’ 231

representations [ei−k, . . . , ei−1] by concatenation, 232

which is shown as a rectangle in green background, 233

in the Enhanced Cell in Figure 2. 234

Intuitively, contextual information is important 235
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for us to predict the label of the current input word.236

We take the following context through simple but237

effective linear layers: the former predicted k la-238

bels, the former m words, the current word i, and239

the latter n words.240

hyi = gelu([ei−k, . . . , ei−1]Wy + by) (2)241

hfi = gelu([hi−m, . . . , hi−1]Wf + bf ) (3)242

hci = gelu(hiWc + bc) (4)243

hli = gelu([hi+1, . . . , hi+n]Wl + bl) (5)244

In the above formulation, the hidden states245

{hi−m, . . . , hi, . . . , hi+n} and label embeddings246

{ei−k, . . . , ei−1} are the input. Wy,Wf ,Wc,Wl247

and by, bf , bc, bl are the parameters of the linear248

layers. Here, we adopt gelu as the active function.249

hyi , h
f
i , h

c
i , h

l
i denote the farther hidden states of the250

former labels, the former words, the current word251

and the latter words, respectively.252

Gate Layer. The influence of different contexts is253

different. To differentiate their influences, we use a254

gate mechanism to control the inflow hidden states255

at the element level. Inspired by Hochreiter and256

Schmidhuber (1997), we design a gate layer in the257

enhanced cell:258

ryi = hyi ⊙ sigmoid([hyi , h
c
i ]W

z
y + bzy) (6)259

rfi = hfi ⊙ sigmoid([hyi , h
c
i ]W

z
f + bzf ) (7)260

rci = hci ⊙ sigmoid([hyi , h
c
i ]W

z
c + bzc) (8)261

rli = hli ⊙ sigmoid([hyi , h
c
i ]W

z
l + bzl ) (9)262

In the above formulation, ryi , rfi , rci , and rli denote263

the adjusted states of the former labels, the former264

words, the current word, and the latter word repre-265

sentation, respectively. W z
y , W z

f , W z
c , W z

l , and bzy,266

bzf , bzc , bzl are the parameters. We use sigmoid to267

adjust each element of the inflow representations.268

Attention Layer. Inspired by Wang et al. (2016);269

Yang et al. (2016); Wang et al. (2018), we use an270

attention mechanism to attend the important part of271

ryi , rfi , rci , and rli. Since our target is to predict the272

label of the current word, we use the concatenation273

of hyi and hci to attend the four vectors by274

αy, αf , αc, αl = softmax([hyi , h
c
i ]Ww + bw),

(10)275

where αy, αf , αc, and αl are the weights for ryi , rfi ,276

rci , and rli respectively. Ww and bw are the param-277

eters. In the attention layer, softmax function is278

used to calculate weights. Then, the current word279

representation ri is obtained via: 280

ri = αyr
y
i + αfr

f
i + αcr

c
i + αlr

l
i (11) 281

To summarize, the Enhanced Cell uses the gate 282

and attention layers with contextual information 283

(i.e., former labels, former words, current word, 284

and latter words) to handle complicated-structured 285

components with variable lengths. Specifically, 286

to sense continuous span, we use attention layer 287

by attending contextual information at the vec- 288

tor (macro) level, by using former labels, and the 289

former, current, and latter word(s). Thus, the model 290

avoids undesirable interruption within an instance. 291

We also use the gate layer to control contextual 292

information at the element (micro) level, especially 293

former labels. Further, thanks to the ability of fine 294

control, the gate layer is capable of avoiding illegal 295

patterns, e.g., “O” followed by “I-*”. 296

3.3 Label Assigner 297

After getting the hidden representation of the cur- 298

rent word, we use label assigner module to compute 299

a probability distribution of the current label. 300

Briefly speaking, in label assigner, we use 301

softmax classifier to calculate the distribution Pi 302

of the current word i. Then argmax is used to as- 303

sign a label of the current word. The two operations 304

can be formulated as 305

Pi = softmax(riWp + bp), (12) 306

yi = argmax(Pi), (13) 307

where Wp and bp are the parameters. 308

3.4 Training Objective 309

The proposed CofeNet model could be trained in 310

an end-to-end way by backpropagation. We adopt 311

the cross-entropy objective function that has been 312

used in many studies (Tang et al., 2015; Wang et al., 313

2016, 2019). 314

Sequence Labeling Objective. Similar to se- 315

quence labeling tasks, we evaluate the label of all 316

words for each given training instance. Recall that 317

our objective is to predict the label of each word in 318

the given instance. The unregularized objective J 319

can be formulated as cross-entropy loss: 320

L(θ) = −
∑
i

∑
j

lji log(P
j
i ) (14) 321

For a given training instance, lji is the ground truth 322

of label j for word i. Correspondingly, Pj
i is the 323

probability of label j for word i. θ is the parameter 324

set. 325

4



4 Experiment326

We now evaluate the proposed CofeNet on two327

public datasets (i.e., PolNeAR and Riqua), and328

one proprietary dataset (i.e., PoliticsZH) against329

baselines. The implementation details and param-330

eter settings are presented in Appendix A. On all331

datasets, we train the model with the training set,332

tune hyperparameters on the validation set, and333

report performance on the test set.334

4.1 Datasets335

PolNeAR. Political News Attribution Relations336

Corpus (PolNeAR) (Newell et al., 2018) is a corpus337

of news articles in English, on political candidates338

during US Presidential Election in November 2016.339

PolNeAR annotations are univocal, meaning that340

each word has only one label (source, cue, content,341

or none). The average number of tokens is 46.342

Riqua. RIch QUotation Annotations (Riqua) (Pa-343

pay and Padó, 2020) provides quotations, including344

interpersonal structure (speakers and addressees)345

for English literary. This corpus comprises 11346

works of 19th-century literature that are manually347

annotated for direct and indirect quotations. Each348

instance, typically a sentence, is annotated with its349

source, cue, and content. The average number of350

tokens in this corpus is 129, longer than PolNeAR.351

PoliticsZH. Chinese Political Discourse (Politic-352

sZH) contains politics and economics news col-353

lected from mainstream online media of China in-354

cluding Xinhua Net1. The news are in Chinese and355

the average length of input is 69 tokens, longer than356

PolNeAR but shorter than Riqua.357

Table 1 presents the statistics of the three358

datasets. We observe that the numbers of instances359

of PolNeAR and Riqua are at the order of 10k, and360

the PoliticsZH is at 1k. The length of source and361

cue is less than 5 tokens. The length of content is362

greater than 10, even 40 tokens. Note that for all363

three datasets, the length of content is much longer364

than source and cue.365

4.2 Compared Methods366

To provide a comprehensive evaluation, we ex-367

periment on both deep learning (i.e., CNN, GRU,368

(Bi)LSTM, BERT, and BERT-CRF), and traditional369

methods (i.e., Rule and CRF).370

Rule. O’Keefe et al. (2012) uses rules including371

entity dictionary, reported speech verbs, and special372

1http://news.cn/

Table 1: The statistics of three datasets.

Dataset
Size Average Length

Train Valid Test Source Cue Content

PolNeAR 17,397 1,925 1,814 3.27 1.88 14.49
Riqua 1,604 208 105 1.38 1.08 20.65
PoliticsZH 10,754 1,344 1,345 3.08 1.80 43.47

flag characters to extract components of quotations. 373

CoreNLP. CoreNLP (Vu et al., 2018) contains 374

quote extraction pipeline which deterministically 375

picks out source and content from a text while ig- 376

noring cue. 377

CRF. Lafferty et al. (2001) present CRF to label 378

sequence by building probabilistic models. 379

CNN. CNN (LeCun et al., 1995), a simple and 380

parallelized model, can be independently adopted 381

for sequence labeling tasks (Xu et al., 2018). 382

(Bi)LSTM. LSTM (Hochreiter and Schmidhuber, 383

1997) is able to exhibit dynamic temporal behavior 384

due to its well-designed structure. We use it and its 385

variants, i.e., BiLSTM with double layers. 386

GRU. GRU is a slightly more dramatic variation of 387

LSTM (Cho et al., 2014). 388

BERT(-CRF). BERT is designed to pre-train deep 389

bidirectional representations from unlabeled text 390

by jointly conditioning on both left and right con- 391

texts (Devlin et al., 2019a). 392

4.3 Evaluation Metrics 393

The components of quotations are variable-length 394

and complicated. As a result, it requires more spe- 395

cific metrics. To this end, we evaluate the perfor- 396

mance of models using our proposed “Jaccard”, in 397

addition to “Exact Match” and “Begin Match”. 398

Exact Match. To measure the overall prediction at 399

the instance level, we propose Exact Match index 400

to quantify whether the multi-label prediction ex- 401

actly matches the annotation. In the experiments, 402

we use accuracy, precision, recall, and F1 to evalu- 403

ate the exact match performance. 404

Begin Match. Exact match is harsh, especially 405

long text span. Generally, the length of source and 406

cue is short while the content is much longer. As a 407

result, exact match is hard for content. To this end, 408

we use begin match to evaluate only the beginning 409

location for text span matching. 410

Jaccard. For text span matching, an important 411

index is a ratio of the overlapping span over the 412

total span. Thus we use “Jaccard” index to evaluate 413

5
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Table 2: The F1 and J(accard) of methods on PolNeAR, Riqua and PoliticsZH datasets. The results marked with ∗

are obtained by calling the CoreNLP toolkit package directly.

Dataset Model
Source Cue Content

F1-E. F1-B. J F1-E. F1-B. J F1-E. F1-B. J

PolNeAR

Rule 10.7 13.0 8.8 22.8 25.3 14.4 5.6 10.5 6.1
CoreNLP∗ 13.9 21.3 11.1 - - - 17.5 18.7 12.8
CRF 50.6 56.2 42.1 53.4 63.3 44.1 28.6 50.9 42.3
CNN 52.7 65.9 45.1 58.4 67.8 49.4 16.2 60.6 30.2
GRU 46.5 58.2 36.7 59.1 68.1 48.8 51.3 65.0 51.3
BiLSTM 64.1 74.4 56.8 63.3 72.6 55.1 53.4 67.3 53.7
BERT 81.1 86.2 74.8 74.0 81.1 67.4 68.9 78.7 70.0
CofeNet 83.2 87.1 76.4 75.3 82.3 69.4 72.9 79.6 73.2

Riqua

Rule 16.8 16.8 11.2 36.5 36.5 22.3 0.0 2.4 2.4
CoreNLP∗ 22.8 22.8 17.9 - - - 63.8 63.8 46.9
CRF 46.9 51.0 32.9 59.6 65.7 46.6 42.7 85.9 62.2
CNN 52.7 59.1 39.6 85.2 85.2 74.2 45.2 95.4 58.5
GRU 55.8 62.9 43.4 77.1 77.1 62.8 92.5 95.2 89.6
BiLSTM 56.4 64.1 44.5 85.4 85.4 74.4 92.2 95.9 90.3
BERT 74.5 77.9 62.4 88.9 88.9 80.0 94.3 96.6 92.9
CofeNet 81.8 84.3 72.6 89.2 89.2 80.4 94.4 97.1 94.1

PoliticsZH

Rule 78.8 79.3 66.8 80.3 81.2 69.7 0.4 7.0 3.7
CoreNLP∗ 38.1 39.5 24.3 - - - 0.2 2.2 4.3
CRF 81.6 84.0 72.2 80.0 80.4 68.5 45.7 49.1 66.3
CNN 82.5 87.8 76.5 81.4 83.6 72.1 35.0 74.5 46.7
GRU 85.5 88.3 78.1 82.1 84.6 73.6 65.7 79.8 71.5
BiLSTM 87.5 91.3 83.3 86.2 88.6 79.9 70.3 81.8 74.9
BERT 92.6 93.7 88.2 89.5 90.8 84.0 73.7 83.6 84.4
CofeNet 93.7 94.4 89.8 90.3 91.1 85.4 78.0 86.9 88.7

the performance of model in this aspect. Given the414

groundtruth text span Tg and its predicted text span415

Tp, we can calculate the Jaccard index J through416

J =
|Tp ∩ Tg|
|Tp ∪ Tg|

. (15)417

4.4 Main Results418

Table 2 lists the F1 and J(accard) performance on419

the three datasets. In this table, the best results420

are in boldface and the second-best are underlined.421

We report results by exact match, begin match, and422

Jaccard, of all models for the three components of423

quotations. Here, F1-E. and F1-B. refer to the F1424

based on exact match and begin math, respectively.425

The precision, recall and accuracy are shown in426

Appendix due to space limitation. Our CofeNet427

model is listed in the last row of each dataset.428

Table 2 shows that our CofeNet performs best429

against all baselines. BERT achieves the second-430

best, followed by other deep-learning-based mod-431

els. Note that due to the settled human-written432

rules, the performance of Rule and CoreNLP is not433

stable. For source and cue, on PoliticsZH, the per-434

formance is good due to more comprehensive rules.435

However, the rules for the other two datasets do436

not fit the domain well. As a comparison, content437

is on the opposite side. For content, the precision438

and recall of CoreNLP are 97.2 and 47.5 on Riqua 439

dataset, which is better than PolNeAR. PoliticsZH 440

dataset performs worst. This is because CoreNLP 441

uses quote marks to extract quotations. The num- 442

ber of direct quotations (i.e., quoted content) on 443

PolNeAR and Riqua is large, while the PoliticsZH 444

is small. This shows that the rule-based methods 445

cannot effectively identify indirect quotations. 446

The level of difficulty in extracting source, cue, 447

and content is different. As a result, the perfor- 448

mances of source and cue are better than the dif- 449

ficult content. This is expected because content 450

is longer and complex in semantics. For example, 451

the content may contain another source, cue and 452

content. We design gate and attention mechanisms 453

to fit those so that our model performs well. 454

4.5 Comparison with CRF and BERT 455

Comparison with CRF. CRF is a popular ap- 456

proach to handle sequence labeling problems, e.g., 457

NER (Ritter et al., 2011; Dong et al., 2016). We 458

compare CofeNet with CRF by changing the en- 459

coder, i.e., LSTM w. Cofe denotes the Cofe using 460

LSTM as text encoder. Recall that CofeNet specifi- 461

cally refers to the model using BERT as encoder, 462

marked as BERT w. Cofe in Table 3. To make 463

the comparison comprehensively and deeply, our 464

6



Table 3: The F1 and J of methods on PolNeAR. B.L.
and B.L.C. denote BiLSTM and BiLSTM+CRF respec-
tively.

Model
Source Cue Content

F1-E. F1-B. J F1-E. F1-B. J F1-E. F1-B. J

CNN 52.7 65.9 45.1 58.4 67.8 49.4 16.2 60.6 30.2
w. CRF +8.3 +4.1 +8.0 +4.3 +2.2 +3.6 +25.8 +1.9 +19.3
w. Cofe +9.4 +3.9 +8.1 +3.7 +2.1 +3.2 +31.8 +3.1 +21.9

GRU 46.5 58.2 36.7 59.1 68.1 48.8 51.3 65.0 51.3
w. CRF +19.3 +13.7 +19.3 +6.2 +3.9 +6.8 +3.8 +0.8 +6.2
w. Cofe +20.5 +14.6 +19.7 +7.2 +4.6 +7.5 +6.9 +1.9 +6.2

LSTM 46.1 56.4 35.7 58.6 67.5 47.9 50.4 65.5 50.8
w. CRF +19.4 +14.7 +19.4 +6.4 +4.2 +6.7 +4.6 +0.3 +5.4
w. Cofe +21.8 +16.3 +20.9 +6.5 +4.3 +7.1 +7.6 +0.7 +6.0

BiLSTM 64.1 74.4 56.8 63.3 72.6 55.1 53.4 67.3 53.7
w. CRF +5.5 +1.3 +4.5 +3.4 +1.2 +2.6 +5.6 +2.1 +6.6
w. Cofe +7.1 +3.7 +7.0 +3.7 +1.3 +3.4 +8.8 +3.4 +9.1

BERT 81.1 86.2 74.8 74.0 81.1 67.4 68.9 78.7 70.0
w. CRF +1.1 +0.3 +0.8 +0.9 +0.9 +1.5 +2.1 +0.2 +2.8
w. CNN -0.3 +0.6 +0.5 +0.0 +1.0 +1.2 +0.7 +0.3 +0.8
w. LSTM +0.5 +0.4 +0.4 -0.3 0.0 +0.1 +2.0 +0.3 +1.0
w. B.L. -0.6 -0.1 -0.5 -0.5 +0.7 +0.5 +0.7 -0.2 -0.6
w. B.L.C. +1.4 +0.3 +1.2 +1.4 +0.9 +1.8 +2.9 +0.2 +2.4
w. Cofe +2.2 +0.9 +1.7 +1.3 +1.2 +2.0 +4.0 +1.0 +3.2

comparisons between CRF and Cofe are based on465

various mainstream models including CNN, GRU,466

LSTM, BiLSTM, and BERT.467

Table 3 details the comparison results on PolN-468

eAR, and the results of the other two datasets are469

reported in Appendix C. (i) Results show that both470

Cofe and CRF perform better than basic models,471

and Cofe-based models perform better than CRF-472

based models. The comparison results suggest that473

our model architecture fits well with dependent se-474

quence labeling tasks. As designed, the enhanced475

cell is capable of building the dependency relations476

of labels. (ii) Another interesting observation from477

the results is that if the basic model (e.g., GRU) is478

simple, a larger improvement is achieved. On the479

contrary, the improvement over BERT is relatively480

small. It makes sense because the improvement is481

harder when the performance is already at a very482

high level. (iii) We also note that CofeNet performs483

better than CRF on all components of quotations.484

Comparison with BERT. The performance of485

models could be improved if we adopt a depen-486

dent encoding method based on BERT. To this end,487

based on BERT, we use decoders including CNN,488

LSTM, BiLSTM, BiLSTM+CRF in addition to489

CRF. The bottom area of Table 3 shows the results.490

Results show that the improvements of decoders491

including CNN, LSTM and BiLSTM are not signifi-492

cant than BiLSTM+CRF. Despite this, our CofeNet493

performs best.494

From the comparisons, we demonstrate that our495

proposed CofeNet achieves the state-of-the-art per-496

B-source I-source B-cue I-cue B-content I-content O
<Start> 0.235 0.000 0.016 0.000 0.249 0.000 0.500

B-source 0.000 0.538 0.419 0.000 0.002 0.000 0.041

I-source 0.001 0.777 0.161 0.000 0.004 0.000 0.057

B-cue 0.054 0.000 0.000 0.380 0.342 0.000 0.225

I-cue 0.030 0.000 0.000 0.549 0.358 0.000 0.062

B-content 0.005 0.000 0.016 0.000 0.003 0.944 0.031

I-content 0.009 0.000 0.005 0.000 0.001 0.942 0.043

O 0.032 0.000 0.015 0.000 0.024 0.000 0.929

(a) The transition matrix of groundtruth

B-source I-source B-cue I-cue B-content I-content O
<Start> -0.006 0.000 -0.001 0.000 0.023 0.000 -0.016

B-source 0.000 0.022 -0.030 -0.001 0.002 0.000 0.006

I-source -0.001 -0.006 -0.005 0.000 0.000 0.000 0.012

B-cue 0.006 0.000 0.000 -0.014 0.000 0.000 0.008

I-cue 0.003 0.000 0.000 0.025 -0.011 -0.003 -0.014

B-content -0.001 0.000 0.002 0.000 0.002 -0.008 0.004

I-content 0.000 0.000 0.001 0.000 0.000 -0.001 0.000

O 0.000 0.000 0.003 0.000 0.003 0.000 -0.005

(b) The margin between groundtruth and CofeNet

Figure 3: The transition matrix and the margin of
groundtruth and our model on PolNeAR.

formance on quotation extraction. To reveal the 497

essence of CofeNet, we show the transition matrix 498

of labels, the analysis on attention mechanism, and 499

the ablation study in the next sections. 500

4.6 Label Transition Matrix 501

The probability transition matrix of labels reflects 502

the particular features of source, cue and content. 503

Thus we can use them to reveal the transition mech- 504

anism of labels. To this end, we calculate the label 505

transition matrix of groundtruth, and the margin 506

between groundtruth and CofeNet. Figure 3 de- 507

picts the detail on PolNeAR. In all subfigures, the 508

column denotes the previous label and the row rep- 509

resents the current label. The value of Figure 3(a) 510

denotes the transition probability of true labels, 511

and the value of Figure 3(b) is the margin between 512

the true and the predicted. As the word saying, 513

“〈Start〉” denotes the location before the first word, 514

“B-” and “I-” denote the beginning and the inside 515

of the source, cue and content, respectively. “O” 516

refers to the other words. 517

The transition matrix of groundtruth shown in 518

Figure 3(a) reveals the statistics of the PolNeAR 519

dataset. Recall that the key for quotation extraction 520

is the recognition of the “Begin”. Hence, the mar- 521

gin of “Begin” is the compass for evaluating the 522

performance. We find that the maximum absolute 523

margin of “Begin” is −0.03, when the precious la- 524

bel is “B-source” and the current label is “B-cue”. 525

This is because the length of source is short, and 526

cue word often follows source word closely. This 527

proves that our model performs well even in diffi- 528

cult situations. 529

For BIO labeling scheme, the “I-source/cue/con- 530
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Label B-source B-cue I-cue B-content I-content O
0.03 0.11 0.29 0.16 0.18 0.01

0.13 0.18 0.20 0.18 0.27 0.06

0.75 0.65 0.47 0.56 0.48 0.90

0.09 0.05 0.05 0.11 0.07 0.02

Word <Start> trump has denied every allegation ,
Label O B-cue I-cue B-content I-content I-content I-content

0.03 0.17 0.28 0.15 0.10 0.10 0.13

0.06 0.17 0.21 0.19 0.31 0.31 0.27

0.89 0.61 0.45 0.57 0.48 0.51 0.49

0.02 0.05 0.05 0.10 0.11 0.08 0.12

Word and has promised to fight back once
Label I-content I-content I-content I-content O

0.13 0.12 0.13 0.14 0.01

0.27 0.27 0.26 0.27 0.05

0.51 0.53 0.53 0.52 0.92

0.09 0.07 0.08 0.07 0.02

Word the election is over .

𝜶!
𝜶𝒇
𝜶𝒄
𝜶𝒍

𝜶𝒚
𝜶𝒇
𝜶𝒄
𝜶𝒍

𝜶𝒚
𝜶𝒇
𝜶𝒄
𝜶𝒍

Figure 4: The attention weights of one test data from
PolNeAR.

tent” exists except the corresponding “B-*” exists.531

As a result, the transition value of “I-” could show532

the recognition ability of the model for those pat-533

terns. Also, Figure 3(b) shows almost all margins534

of those values are zeros. This reveals that our535

model could study those key patterns well.536

4.7 Analysis on Attention Mechanism537

In our design, the utilization of inflow information538

(e.g., former labels, previous words, current word,539

and latter words) is the key for quotation extraction.540

Figure 4 shows the weights from the attention layer541

of one test instance in PolNeAR. To avoid the bias542

of a single case, we do a global prediction for all543

texts in the test dataset of PolNeAR attached in Ap-544

pendix B. (i) The current word information has the545

largest weight, as expected. For the prediction of546

“I-source/cue/content”, the former labels and for-547

mer words information are the most important roles548

after the current word. It indicates that our model is549

capable of utilizing the former labels and sequence550

information as we designed. (ii) Another inter-551

esting observation is that the weights of the latter552

words’ information for predicting “B/I-content” are553

about 0.1, which are greater than the other weights554

in αl. As we mentioned before, the length of con-555

tent is longer than source and cue, so the utilization556

of latter information improves the performance of557

long-span extraction more efficiently.558

4.8 Ablation Study559

The CofeNet model uses gate mechanism g.m. and560

attention mechanism a.m. (see Section 3) to utilize561

information including former labels f.l., former562

words f.w., current word c.w., and latter words563

l.w.. To study the effect of the two mechanisms564

and on the four information sources, we conduct565

ablation experiments on PolNeAR dataset.566

Table 4 reports the results of this ablation study.567

(i) As expected, all mechanisms and information568

are useful for quotation extraction. For content, the569

Table 4: Ablation study on PolNeAR.

Model
Source Cue Content

F1-E. F1-B. J F1-E. F1-B. J F1-E. F1-B. J

CofeNet 83.2 87.1 76.4 75.3 82.3 69.4 72.9 79.6 73.2
w.o. g.m. -1.0 -0.6 -0.9 -0.2 -0.2 -1.0 -0.8 -0.3 -1.2
w.o. a.m. -0.9 -1.4 -1.5 -0.2 -1.0 -1.3 -1.2 -0.8 -1.3
w.o. f.l. -2.4 -0.8 -1.5 -1.9 -0.5 -1.5 -2.5 -0.3 -2.7
w.o. f.w. -0.9 -0.6 -1.1 -0.1 -0.3 -0.9 -1.3 -0.8 -1.1
w.o. c.w. -2.0 -1.4 -2.0 -1.1 -1.0 -1.6 -1.4 -1.2 -1.2
w.o. l.w. -1.0 -0.9 -1.2 -0.4 -0.4 -0.6 -1.7 -1.4 -1.0

Jaccard performance degrades at least 1.0 points 570

after removing mechanisms or input information, 571

which is similar to source and cue. As a com- 572

parison, the performance drop on F1-E. and F1- 573

B. is significantly less than J . It is because the 574

structure of source and cue is simpler than content. 575

This phenomenon shows our CofeNet is particu- 576

larly suitable for extracting quotations with long 577

and complicated structures. (ii) When removing 578

attention, larger drops on exact match are observed 579

than removing gate. It reveals that attention is ef- 580

fective for begin match while gate prefers exact 581

match. (iii) Further, we explore the performance 582

of inflow information. The “w.o. f.w.” on Table 4 583

shows that the former words’ information is not so 584

important for the prediction of cue because the cue 585

is the shortest of all three components. The former 586

label and the current word, the latter words are im- 587

portant for all of the components. It proves that 588

the latter words’ information is key for the recogni- 589

tion of content. This fits with our observations in 590

Section 4.7. 591

5 Conclusion and Future Work 592

In this study, we design the CofeNet model for 593

quotation extraction with variable-length span and 594

complicated structure. The key idea of CofeNet 595

model is to use gate and attention mechanisms to 596

control the important information including former 597

labels, former words, current word and latter words 598

at the element and vector levels. Experiments show 599

that the proposed model achieves the state-of-the- 600

art performance on two public datasets PolNeAR 601

and Riqua and one proprietary dataset PoliticsZH. 602

For quotation analysis, the extraction of quota- 603

tion components is the first step. In our study, we 604

split a long text into short texts to ensure that one 605

instance contains one source, one cue and one con- 606

tent. Thus the recognition of quotation triplets from 607

long text (e.g., across instance) is one important 608

future work. Another important direction is to go 609

deep into the nesting phenomenon, which makes 610

the recognition harder. 611
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Appendix831

A Implementation Details832

Implementation Details are important for reproduc-833

ing experiments. To this end, we list the implemen-834

tation details of CofeNet.835

Table 5: CofeNet-BERT experimental configuration on
PolNeAR, Riqua and PoliticsZH datasets. The sampling
ratio is the value selection ratio of the former label dur-
ing training. The three values represent the proportions
of truth label, predict label and random label.

Training hyperparameters

Optimizer Adam
Learning rate except BERT 1e-3

Learning rate of BERT 5e-5

The hyperparameters of BERT

Encoder layer 12
Attention head 12

Hidden size 768
Intermediate size 3,072

The hyperparameters of CofeNet

Hidden size 100
Label embedding 100

Number of Former labels k 1
Number of Former words n 3
Number of Latter words m 3

Table 5 lists the same settings for the two public836

datasets (i.e., PolNeAR and Riqua) and our propri-837

etary dataset (i.e., PoliticsZH). The learning rate838

for model parameters except BERT are 1e − 3,839

and 5e − 5 for BERT. We use typical 12-layers840

BERT (known as bert-base-uncased 2) as a basic841

encoder for the two English datasets. For the Chi-842

nese dataset PoliticsZH, we use bert-base-chinese 3.843

The middle part of Table 5 shows the important844

hyperparameters of BERT. There are other hyper-845

paramters for CofeNet except BERT related. The846

hidden sizes of word representation and label em-847

bedding are 100. The number of former labels, for-848

mer words, and latter words is 1, 3, and 3, respec-849

tively. The different hyperparameter for CofeNet850

is the batch size due to the GPU memory limita-851

tion. During training, we set the batch sizes for852

PolNeAR, Riqua and PoliticsZH to 15, 15 and 16,853

respectively.854

We use Adam (Kingma and Ba, 2015) as our855

optimization method. CofeNet is implemented on856

2https://s3.amazonaws.com/models.huggingface.co/bert/bert-
base-uncased-pytorch model.bin

3https://s3.amazonaws.com/models.huggingface.co/bert/bert-
base-chinese-pytorch model.bin

B-source I-source B-cue I-cue B-content I-content O
<Start> 0.045 - 0.115 - 0.119 - 0.059
B-source - 0.143 0.119 0.236 - - 0.037
I-source 0.021 0.166 0.121 0.201 0.145 0.172 0.030
B-cue 0.044 - - 0.244 0.152 - 0.035
I-cue 0.053 - - 0.233 0.163 0.158 0.048
B-content 0.031 - 0.094 - 0.106 0.105 0.032
I-content 0.022 - 0.085 0.178 0.080 0.096 0.021
O 0.056 - 0.170 0.290 0.136 0.199 0.138

(a) The weight αy for former labels ryi

B-source I-source B-cue I-cue B-content I-content O
<Start> 0.134 - 0.165 - 0.190 - 0.093
B-source - 0.171 0.194 0.201 - - 0.095
I-source 0.090 0.148 0.170 0.172 0.166 0.214 0.070
B-cue 0.164 - - 0.200 0.203 - 0.088
I-cue 0.158 - - 0.201 0.201 0.252 0.117
B-content 0.148 - 0.198 - 0.200 0.295 0.107
I-content 0.150 - 0.198 0.236 0.180 0.297 0.078
O 0.113 - 0.159 0.177 0.151 0.203 0.110

(b) The weight αf for former words rfi

B-source I-source B-cue I-cue B-content I-content O
<Start> 0.720 - 0.651 - 0.600 - 0.794
B-source - 0.638 0.639 0.522 - - 0.829
I-source 0.792 0.622 0.653 0.568 0.596 0.532 0.864
B-cue 0.682 - - 0.488 0.552 - 0.843
I-cue 0.690 - - 0.488 0.530 0.486 0.779
B-content 0.714 - 0.602 - 0.586 0.488 0.809
I-content 0.731 - 0.650 0.488 0.632 0.527 0.869
O 0.754 - 0.620 0.473 0.637 0.512 0.705

(c) The weight αc for current word rci

B-source I-source B-cue I-cue B-content I-content O
<Start> 0.100 - 0.069 - 0.091 - 0.053
B-source - 0.048 0.048 0.041 - - 0.039
I-source 0.097 0.064 0.057 0.059 0.093 0.082 0.035
B-cue 0.110 - - 0.067 0.093 - 0.034
I-cue 0.099 - - 0.077 0.107 0.103 0.055
B-content 0.107 - 0.106 - 0.108 0.112 0.052
I-content 0.097 - 0.067 0.097 0.108 0.080 0.032
O 0.077 - 0.052 0.061 0.076 0.086 0.048

(d) The weight αl for latter words rli

Figure 5: The weights for hidden states on PolNeAR.

Pytorch (version 1.2.0) 4. NLTK 5 is used to seg- 857

ment text. For BERT model, we invoke the pytorch- 858

transformers package (version 1.2.0) 6. To ensure 859

the reliability of experimental results, we use the 860

same transformer package with the same initializa- 861

tion parameters in BERT, BERT-CRF and CofeNet. 862

B Global Analysis on Attention 863

Mechanism 864

In our design, the utilization of inflow information 865

is the key for quotation extraction. Recall that the 866

information includes the former labels, the previ- 867

ous words, the current word and the latter words. 868

Hence, we use the attention to reveal the operating 869

principle of the model. Figure 4 has shown the 870

weights from the attention layer of one individual 871

case from test set of PolNeAR dataset. To avoid 872

the bias of a single case, we do a global prediction 873

4https://pytorch.org
5https://www.nltk.org/
6https://github.com/huggingface/transformers
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for all texts in test set of PolNeAR shown in Fig-874

ure 5. The observations from Table 5 are similar to875

Section 4.7, so we will not repeat them.876

C Detailed Experimental Results877

Additionally, we provide the detailed experimental878

results on the two public datasets (i.e., PolNeAR879

and Riqua) and one proprietary dataset (i.e., Poli-880

ticsZH). As we mentioned in Sention 4.3, we use881

accuracy, precision, recall, and micro F1 to eval-882

uate the performances of “Exact Math”, “Begin883

Match” and “Jaccard”. The corresponding experi-884

ments results are detailed in Table 6, Table 7 and885

Table 8, respectively. CRF and Cofe in the three ta-886

bles refer to the models using CRF and Cofe based887

on word vectors directly to extract quotations.888

From the results shown in the three tables, we889

have the following observations. First, CofeNet890

achieves significant advantages on all datasets and891

all evaluation metrics. It proves that our proposed892

CofeNet achieves the state-of-the-art performance893

on quotation extraction. Second, Cofe-based mod-894

els perform better than CRF-based models. It re-895

veals that our CofeNet is competitive and robust.896

Third, compared with the extraction of source and897

cue, almost all cases are better than CRF. It reveals898

that CofeNet achieves a more stable and substan-899

tial improvement in content extraction from the900

perspective of extraction targets. Last, our pro-901

posed CofeNet achieves more improvement on be-902

gin match and Jaccard than exact match. The above903

phenomena show that CofeNet has significant ad-904

vantages in processing complicated text with vari-905

able lengths.906
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Table 6: Exact Match on PolNeAR, Riqua and PoliticsZH datasets.

Dataset Model
Source Cue Content

Pre. Rec. F1 Acc. Pre. Rec. F1 Acc. Pre. Rec. F1 Acc.

PolNeAR

Rule 27.8 6.7 10.7 5.7 67.6 13.7 22.8 12.9 26.0 3.2 5.6 2.9
CoreNLP 32.1 8.9 13.9 7.5 - - - - 59.2 10.3 17.5 9.6
CRF 62.6 42.4 50.6 33.8 66.3 44.7 53.4 36.4 36.8 23.5 28.6 16.7
Cofe 64.1 60.2 62.1 45.0 69.0 58.4 63.3 46.3 59.6 43.6 50.4 33.7

CNN 55.6 50.1 52.7 35.8 59.3 57.4 58.4 41.2 17.9 14.7 16.2 8.8
w. CRF 63.1 59.1 61.0 43.9 66.7 59.0 62.6 45.6 46.9 38.0 42.0 26.6
w. Cofe 60.5 63.9 62.2 45.1 63.7 60.5 62.1 45.0 52.1 44.5 48.0 31.6

GRU 49.9 43.5 46.5 30.3 63.1 55.5 59.1 41.9 56.7 46.9 51.3 34.5
w. CRF 68.0 63.7 65.8 49.0 68.2 62.7 65.3 48.5 59.3 51.5 55.1 38.0
w. Cofe 70.2 64.0 67.0 50.3 70.0 63.0 66.3 49.6 65.6 52.3 58.2 41.1

LSTM 52.4 41.2 46.1 30.0 63.8 54.2 58.6 41.5 55.7 46.0 50.4 33.7
w. CRF 73.0 59.5 65.5 48.8 73.8 58.1 65.0 48.2 64.6 47.8 55.0 37.9
w. Cofe 71.5 64.6 67.9 51.4 68.5 62.1 65.1 48.3 64.7 52.5 58.0 40.8

BiLSTM 63.8 64.4 64.1 47.2 65.7 61.1 63.3 46.3 57.4 49.9 53.4 36.4
w. CRF 73.1 66.4 69.6 53.4 72.2 62.0 66.7 50.0 66.0 53.4 59.0 41.9
w. Cofe 71.0 71.3 71.2 55.2 69.4 64.8 67.0 50.4 65.5 59.2 62.2 45.1

BiLSTM-L2 69.6 68.3 68.9 52.6 67.2 63.6 65.4 48.6 60.4 55.1 57.6 40.5
w. CRF 71.8 70.4 71.1 55.2 68.1 66.1 67.1 50.5 62.5 59.4 60.9 43.8
w. Cofe 71.9 74.7 73.3 57.9 66.1 66.3 66.2 49.5 64.7 62.6 63.6 46.7

BERT 80.9 81.3 81.1 68.2 76.8 71.4 74.0 58.7 71.1 66.8 68.9 52.6
w. CRF 81.5 82.9 82.2 69.8 75.0 74.7 74.9 59.8 72.4 69.7 71.0 55.1
w. Cofe 82.9 83.6 83.2 71.3 75.9 74.7 75.3 60.4 74.9 71.1 72.9 57.4

Riqua

Rule 29.8 11.7 16.8 9.2 57.5 26.7 36.5 22.3 0.0 0.0 0.0 0.0
CoreNLP 26.4 20.0 22.8 12.8 - - - - 97.2 47.5 63.8 46.9
CRF 60.5 38.3 46.9 30.7 52.7 68.6 59.6 42.5 39.5 46.6 42.7 27.2
Cofe 83.6 46.7 59.9 42.8 92.9 75.6 83.3 71.4 93.8 89.6 91.7 84.6

CNN 74.2 40.8 52.7 35.8 95.7 76.7 85.2 74.2 46.0 44.3 45.2 29.2
w. CRF 64.5 40.8 50.0 33.3 91.6 75.6 82.8 70.7 47.0 45.3 46.1 29.9
w. Cofe 85.5 49.2 62.4 45.4 93.0 76.7 84.1 72.5 87.7 84.2 85.9 75.3

GRU 71.4 45.8 55.8 38.7 80.0 74.4 77.1 62.8 93.5 91.4 92.5 86.0
w. CRF 71.2 39.2 50.5 33.8 87.7 74.4 80.5 67.4 94.4 91.9 93.1 87.1
w. Cofe 76.3 50.8 61.0 43.9 94.2 75.6 83.9 72.2 96.3 93.7 95.0 90.4

LSTM 71.6 40.0 51.3 34.5 90.9 69.8 79.0 65.2 96.2 91.9 94.0 88.7
w. CRF 79.7 45.8 58.2 41.0 92.8 74.4 82.6 70.3 95.7 91.0 93.3 87.4
w. Cofe 81.7 48.3 60.7 43.6 93.0 76.7 84.1 72.5 96.7 93.2 94.9 90.4

BiLSTM 83.6 42.5 56.4 39.2 94.4 77.9 85.4 74.4 93.9 90.5 92.2 85.5
w. CRF 78.7 49.2 60.5 43.4 94.2 75.6 83.9 72.2 96.7 91.9 94.2 89.0
w. Cofe 79.7 49.2 60.8 43.7 98.5 75.6 85.5 74.7 97.2 92.8 94.9 90.3

BiLSTM-L2 79.8 55.8 65.7 48.9 95.6 75.6 84.4 73.0 97.1 91.9 94.4 89.4
w. CRF 84.0 52.5 64.6 47.7 95.6 75.6 84.4 73.0 96.2 91.0 93.5 87.8
w. Cofe 81.5 55.0 65.7 48.9 94.4 77.9 85.4 74.4 96.3 93.2 94.7 90.0

BERT 77.5 71.7 74.5 59.3 94.7 83.7 88.9 80.0 95.4 93.2 94.3 89.2
w. CRF 88.3 69.2 77.6 63.4 95.8 79.1 86.6 76.4 96.7 92.3 94.4 89.5
w. Cofe 81.2 82.5 81.8 69.2 92.5 86.1 89.2 80.4 94.1 94.6 94.4 89.3

PoliticsZH

Rule 82.5 75.4 78.8 64.9 88.4 73.5 80.3 67.1 3.9 0.2 0.4 0.2
CoreNLP 68.1 26.5 38.1 23.5 - - - - 0.3 0.2 0.2 0.1
CRF 82.3 80.9 81.6 68.9 81.2 78.7 80.0 66.6 51.3 41.2 45.7 29.6
Cofe 88.2 90.4 89.3 80.7 85.9 85.2 85.5 74.7 72.0 70.7 71.3 55.4

CNN 81.5 83.4 82.5 70.2 82.4 80.4 81.4 68.6 38.0 32.5 35.0 21.2
w. CRF 85.9 87.7 86.8 76.6 83.4 81.3 82.3 70.0 60.6 61.3 61.0 43.9
w. Cofe 87.6 90.0 88.8 79.8 85.3 86.6 86.0 75.4 72.4 71.8 72.1 56.4

GRU 84.2 86.8 85.5 74.6 81.9 82.2 82.1 69.6 65.9 65.5 65.7 48.9
w. CRF 88.6 86.8 87.7 78.1 85.2 85.1 85.2 74.2 72.7 71.8 72.2 56.5
w. Cofe 88.1 90.8 89.4 80.9 86.5 86.2 86.4 76.0 73.4 75.1 74.2 59.0

LSTM 84.3 85.4 84.9 73.7 82.7 83.2 82.9 70.9 70.5 67.8 69.1 52.8
w. CRF 87.4 89.5 88.5 79.3 85.5 85.3 85.4 74.5 72.4 70.8 71.6 55.7
w. Cofe 86.8 92.1 89.4 80.8 83.5 87.4 85.4 74.6 69.2 74.1 71.6 55.7

BiLSTM 87.4 87.5 87.5 77.7 85.4 87.1 86.2 75.8 72.1 68.5 70.3 54.1
w. CRF 88.3 92.1 90.1 82.1 87.6 88.1 87.9 78.3 72.5 73.6 73.0 57.5
w. Cofe 90.3 92.5 91.4 84.1 87.3 88.3 87.8 78.3 74.5 74.8 74.7 59.6

BiLSTM-L2 87.9 89.7 88.8 79.8 86.1 87.4 86.7 76.6 73.2 71.1 72.1 56.4
w. CRF 89.2 92.3 90.8 83.1 86.5 89.1 87.8 78.2 71.9 72.6 72.2 56.5
w. Cofe 90.0 94.2 92.1 85.3 86.6 88.5 87.6 77.9 75.4 77.1 76.3 61.6

BERT 91.9 93.4 92.6 86.3 89.0 89.9 89.5 80.9 70.9 76.8 73.7 58.4
w. CRF 91.5 95.3 93.4 87.6 88.6 91.2 89.9 81.6 75.9 78.5 77.1 62.8
w. Cofe 92.2 95.3 93.7 88.2 89.9 90.7 90.3 82.3 77.3 78.8 78.0 64.0
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Table 7: Begin Match on PolNeAR, Riqua and PoliticsZH datasets.

Dataset Model
Source Cue Content

Pre. Rec. F1 Acc. Pre. Rec. F1 Acc. Pre. Rec. F1 Acc.

PolNeAR

Rule 33.7 8.1 13.0 7.0 74.8 15.2 25.3 14.5 48.6 5.9 10.5 5.5
CoreNLP 49.1 13.6 21.3 11.9 - - - - 63.3 11.0 18.7 10.3
CRF 69.6 47.2 56.2 39.1 78.5 53.0 63.3 46.3 65.4 41.7 50.9 34.2
Cofe 72.6 68.2 70.3 54.2 76.5 64.8 70.2 54.1 75.2 55.0 63.6 46.6

CNN 69.5 62.6 65.9 49.1 69.0 66.7 67.8 51.3 67.1 55.2 60.6 43.4
w. CRF 72.4 67.7 69.9 53.8 74.6 65.9 70.0 53.8 69.8 56.6 62.5 45.4
w. Cofe 67.9 71.7 69.8 53.6 71.8 68.1 69.9 53.7 69.1 59.0 63.6 46.7

GRU 62.5 54.4 58.2 41.0 72.8 64.0 68.1 51.7 71.8 59.3 65.0 48.1
w. CRF 74.3 69.5 71.9 56.1 75.2 69.1 72.0 56.2 70.8 61.5 65.8 49.0
w. Cofe 76.2 69.5 72.7 57.2 76.7 69.0 72.7 57.1 75.4 60.1 66.9 50.2

LSTM 64.1 50.3 56.4 39.3 73.4 62.4 67.5 50.9 72.4 59.8 65.5 48.7
w. CRF 79.1 64.5 71.1 55.1 81.3 64.1 71.7 55.8 77.4 57.3 65.8 49.1
w. Cofe 76.5 69.2 72.7 57.1 75.5 68.5 71.8 56.0 73.9 60.0 66.2 49.5

BiLSTM 74.1 74.7 74.4 59.2 75.3 70.1 72.6 57.0 72.4 62.9 67.3 50.7
w. CRF 79.5 72.3 75.7 60.9 79.9 68.6 73.8 58.5 77.5 62.8 69.4 53.1
w. Cofe 77.9 78.3 78.1 64.0 76.5 71.5 73.9 58.7 74.5 67.4 70.8 54.7

BiLSTM-L2 77.4 76.0 76.7 62.2 74.6 70.6 72.6 57.0 73.7 67.3 70.3 54.2
w. CRF 78.5 76.9 77.7 63.5 74.7 72.5 73.6 58.2 72.3 68.8 70.5 54.5
w. Cofe 77.8 80.8 79.3 65.6 74.2 74.4 74.3 59.1 73.2 70.8 72.0 56.3

BERT 86.0 86.4 86.2 75.7 84.2 78.3 81.1 68.2 81.2 76.3 78.7 64.9
w. CRF 85.8 87.2 86.5 76.2 82.2 81.8 82.0 69.5 80.5 77.4 78.9 65.2
w. Cofe 86.7 87.5 87.1 77.1 83.0 81.6 82.3 69.9 81.8 77.6 79.6 66.2

Riqua

Rule 29.8 11.7 16.8 9.2 57.5 26.7 36.5 22.3 10.0 1.4 2.4 1.2
CoreNLP 26.4 20.0 22.8 12.8 - - - - 97.2 47.5 63.8 46.9
CRF 65.8 41.7 51.0 34.3 58.0 75.6 65.7 48.9 79.3 93.7 85.9 75.3
Cofe 89.6 50.0 64.2 47.2 92.9 75.6 83.3 71.4 97.6 93.2 95.4 91.2

CNN 83.3 45.8 59.1 42.0 95.7 76.7 85.2 74.2 97.2 93.7 95.4 91.2
w. CRF 76.3 48.3 59.2 42.0 91.6 75.6 82.8 70.7 96.2 92.8 94.5 89.5
w. Cofe 89.9 51.7 65.6 48.8 93.0 76.7 84.1 72.5 97.6 93.7 95.6 91.6

GRU 80.5 51.7 62.9 45.9 80.0 74.4 77.1 62.8 96.3 94.1 95.2 90.8
w. CRF 84.9 46.7 60.2 43.1 87.7 74.4 80.5 67.4 96.7 94.1 95.4 91.2
w. Cofe 86.3 57.5 69.0 52.7 94.2 75.6 83.9 72.2 97.7 95.0 96.3 92.9

LSTM 83.6 46.7 59.9 42.8 90.9 69.8 79.0 65.2 97.2 92.8 94.9 90.3
w. CRF 89.9 51.7 65.6 48.8 92.8 74.4 82.6 70.3 97.1 92.3 94.7 89.9
w. Cofe 90.1 53.3 67.0 50.4 93.0 76.7 84.1 72.5 97.7 94.1 95.9 92.0

BiLSTM 95.1 48.3 64.1 47.2 94.4 77.9 85.4 74.4 97.7 94.1 95.9 92.0
w. CRF 88.0 55.0 67.7 51.2 94.2 75.6 83.9 72.2 97.6 92.8 95.1 90.7
w. Cofe 90.5 55.8 69.1 52.8 98.5 75.6 85.5 74.7 98.6 94.1 96.3 92.9

BiLSTM-L2 84.5 59.2 69.6 53.4 95.6 75.6 84.4 73.0 98.1 92.8 95.4 91.1
w. CRF 88.0 55.0 67.7 51.2 95.6 75.6 84.4 73.0 98.1 92.8 95.4 91.1
w. Cofe 90.1 60.8 72.6 57.0 94.4 77.9 85.4 74.4 97.2 94.1 95.6 91.6

BERT 81.1 75.0 77.9 63.8 94.7 83.7 88.9 80.0 97.7 95.5 96.6 93.4
w. CRF 90.4 70.8 79.4 65.9 95.8 79.1 86.6 76.4 98.6 94.1 96.3 92.9
w. Cofe 83.6 85.0 84.3 72.9 92.5 86.1 89.2 80.4 96.9 97.3 97.1 94.3

PoliticsZH

Rule 83.1 75.9 79.3 65.7 89.5 74.4 81.2 68.4 64.1 3.7 7.0 3.6
CoreNLP 70.5 27.4 39.5 24.6 - - - - 3.6 1.6 2.2 1.1
CRF 84.7 83.3 84.0 72.3 81.7 79.2 80.4 67.2 55.2 44.3 49.1 32.6
Cofe 88.8 91.1 89.9 81.7 86.6 85.9 86.3 75.8 80.0 78.6 79.3 65.7

CNN 86.8 88.8 87.8 78.2 84.6 82.5 83.6 71.8 80.9 69.1 74.5 59.4
w. CRF 87.2 89.1 88.2 78.8 83.9 81.8 82.9 70.7 75.4 76.3 75.9 61.1
w. Cofe 88.4 90.8 89.6 81.1 86.2 87.5 86.8 76.7 82.4 81.7 82.0 69.5

GRU 87.0 89.7 88.3 79.1 84.4 84.8 84.6 73.3 80.0 79.6 79.8 66.4
w. CRF 89.9 88.1 89.0 80.2 86.0 85.9 86.0 75.4 81.8 80.8 81.3 68.5
w. Cofe 88.8 91.5 90.1 82.0 87.2 86.8 87.0 77.0 81.0 82.8 81.9 69.3

LSTM 87.8 88.9 88.4 79.2 84.4 84.8 84.6 73.3 83.6 80.4 82.0 69.5
w. CRF 88.5 90.6 89.5 81.1 86.4 86.3 86.3 76.0 80.2 78.5 79.3 65.7
w. Cofe 87.4 92.7 90.0 81.8 84.4 88.4 86.3 76.0 77.0 82.4 79.6 66.1

BiLSTM 91.3 91.4 91.3 84.0 87.8 89.5 88.6 79.6 83.9 79.7 81.8 69.1
w. CRF 89.6 93.5 91.5 84.4 89.0 89.6 89.3 80.7 79.7 81.0 80.3 67.1
w. Cofe 91.4 93.6 92.5 86.0 88.2 89.1 88.7 79.6 81.8 82.1 82.0 69.4

BiLSTM-L2 90.7 92.7 91.7 84.6 87.6 88.9 88.2 78.9 84.0 81.6 82.8 70.7
w. CRF 90.2 93.4 91.8 84.8 87.6 90.3 88.9 80.1 80.4 81.1 80.8 67.7
w. Cofe 90.7 95.0 92.8 86.6 87.5 89.4 88.4 79.2 82.3 84.2 83.3 71.3

BERT 92.9 94.5 93.7 88.1 90.4 91.2 90.8 83.2 80.3 87.1 83.6 71.8
w. CRF 92.1 96.0 94.0 88.7 89.3 92.0 90.6 82.8 83.6 86.4 85.0 73.9
w. Cofe 92.9 96.0 94.4 89.4 90.7 91.5 91.1 83.6 86.1 87.7 86.9 76.8
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Table 8: J(accard) on PolNeAR, Riqua and PoliticsZH datasets.

Model
PolNeAR Riqua PoliticsZH

Source Cue Content Source Cue Content Source Cue Content

Rule 8.8 14.4 6.1 11.2 22.3 2.4 66.8 69.7 3.7
CoreNLP 11.1 - 12.8 17.9 - 46.9 24.3 - 4.3
CRF 42.1 44.1 42.3 32.9 46.6 62.2 72.2 68.5 66.3
Cofe 52.3 52.4 52.3 45.3 71.4 88.8 81.8 77.5 80.9

CNN 45.1 49.4 30.2 39.6 74.2 58.5 76.5 72.1 46.7
w. CRF 53.1 53.0 49.5 38.5 70.7 58.8 78.6 72.6 72.7
w. Cofe 53.3 52.5 52.2 47.6 72.5 86.1 81.3 78.2 80.3

GRU 36.7 48.8 51.3 43.4 62.8 89.6 78.1 73.6 71.5
w. CRF 56.1 55.5 57.5 39.5 67.4 90.4 80.1 76.6 81.0
w. Cofe 56.4 56.3 57.5 49.7 72.2 92.3 82.1 78.5 83.9

LSTM 35.7 47.9 50.8 39.8 65.2 90.3 78.1 74.0 74.1
w. CRF 55.2 54.6 56.2 45.8 70.3 89.2 81.1 77.7 81.6
w. Cofe 56.6 55.0 56.8 48.7 72.5 91.7 82.2 77.9 82.7

BiLSTM 60.7 57.3 59.6 51.7 73.0 90.8 83.8 79.8 77.5
w. CRF 63.1 58.0 62.9 49.8 73.0 90.1 85.2 81.1 84.2
w. Cofe 65.1 58.6 64.7 54.6 74.4 91.3 87.0 81.4 86.1

BERT 74.8 67.4 70.0 62.4 80.0 92.9 88.2 84.0 84.4
w. CRF 75.6 68.9 72.7 66.1 76.4 92.5 89.3 84.7 88.3
w. Cofe 76.4 69.4 73.2 72.6 80.4 94.1 89.8 85.4 88.7
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