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Abstract

To enhance the reasoning capabilities of off-001
the-shelf Large Language Models (LLMs),002
we introduce a simple, yet general and effec-003
tive prompting method, RE2, i.e., Re-Reading004
the question as input. Unlike most thought-005
eliciting prompting methods, such as Chain-of-006
Thought (CoT), which aim to elicit the reason-007
ing process in the output, RE2 shifts the fo-008
cus to the input by processing questions twice,009
thereby enhancing the understanding process.010
Consequently, RE2 demonstrates strong gen-011
erality and compatibility with most thought-012
eliciting prompting methods, including CoT.013
Crucially, RE2 facilitates a "bidirectional" en-014
coding in unidirectional decoder-only LLMs015
because the first pass could provide global in-016
formation for the second pass. We begin with017
a preliminary empirical study as the founda-018
tion of RE2, illustrating its potential to enable019
"bidirectional" attention mechanisms. We then020
evaluate RE2 on extensive reasoning bench-021
marks across 14 datasets, spanning 112 exper-022
iments, to validate its effectiveness and gener-023
ality. Our findings indicate that, with the ex-024
ception of a few scenarios on vanilla ChatGPT,025
RE2 consistently enhances the reasoning per-026
formance of LLMs through a simple re-reading027
strategy. Further analyses reveal RE2’s adapt-028
ability, showing how it can be effectively inte-029
grated with different LLMs, thought-eliciting030
prompting, and ensemble strategies.031

1 Introduction032

In the ever-evolving landscape of artificial in-033

telligence, large language models (LLMs) have034

emerged as a cornerstone of natural language un-035

derstanding and generation (Brown et al., 2020;036

Touvron et al., 2023a,a; OpenAI, 2023). As these037

LLMs have grown in capability, a pivotal challenge038

has come to the forefront: imbuing them with the039

ability to reason effectively. The capacity to engage040

in sound reasoning is a hallmark of human intelli-041

gence, enabling us to infer, deduce, and solve prob-042

Input
CoT

Input
CoT+RE2

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis 
balls. Each can has 3 tennis balls. How many tennis balls 
does he have now?

A: Let’s think step by step.

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis 
balls. Each can has 3 tennis balls. How many tennis balls 
does he have now?
Read the question again: Roger has 5 tennis balls. He buys 2 
more cans of tennis balls. Each can has 3 tennis balls. How 
many tennis balls does he have now?

A: Let’s think step by step.

Figure 1: Example inputs of CoT prompting versus
CoT prompting with RE2. RE2 is a simple prompting
method that repeats the question as input. Typically,
tokens in the question, such as "tennis balls", cannot
see subsequent tokens in the original setup for LLMs
(the top figure). In contrast, LLMs with RE2 allows
"tennis balls" in the second pass to see the entire ques-
tion containing "How many ...", achieving an effect of a
"bidirectional" understanding (the bottom figure).

lems. In LLMs, this skill is paramount for enhanc- 043

ing their practical utility. Despite their remarkable 044

capabilities, LLMs often struggle with nuanced rea- 045

soning (Blair-Stanek et al., 2023; Arkoudas, 2023), 046

prompting researchers to explore innovative strate- 047

gies to bolster their reasoning prowess (Wei et al., 048

2022b; Gao et al., 2023; Besta et al., 2023). 049

Existing research on reasoning has predomi- 050

nantly concentrated on designing diverse thought- 051

eliciting prompting strategies to elicit reasoning 052

processes in the output phase, such as Chain- 053

of-Thought (CoT) (Wei et al., 2022b), Program- 054

Aided Language Model (PAL) (Gao et al., 2023), 055

etc. (Yao et al., 2023a; Besta et al., 2023; Wang 056

et al., 2023a). In contrast, scant attention has been 057

paid to the understanding of the input phase. In fact, 058

comprehension is the first step before solving the 059

problem, which is crucially important. However, 060
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Figure 2: Illustration of the attention distribution of
each token in the second pass attending to the entire
input in LLaMA-2 using the GSM8K dataset. A darker
cell indicates higher attention. The region within the
dashed upper triangle demonstrates that every token in
the second pass has obvious attention to its subsequent
tokens in the first pass. This suggests that re-reading
in LLMs is promising for achieving a "bidirectional"
understanding of the question.

in the era of generative AI, most LLMs adopt the061

decoder-only LLMs with unidirectional attention,062

like GPT-3 (Brown et al., 2020) and LLaMA (Tou-063

vron et al., 2023b). Compared with encoder-based064

language models that feature bidirectional atten-065

tion (Devlin et al., 2019), the unidirectional atten-066

tion limits every token’s visibility to only previ-067

ous tokens when encoding a question, potentially068

impairing the global understanding of the ques-069

tion (Du et al., 2022) (the top figure in Figure 1).070

Fortunately, many cognitive science studies have re-071

vealed that humans tend to re-read questions during072

learning and problem-solving to enhance the com-073

prehension process (Dowhower, 1987, 1989; Ozek074

and Civelek, 2006). Motivated by this, we also075

conduct a preliminary empirical study for LLaMA-076

2 (Touvron et al., 2023b) by repeating the ques-077

tion two times using the GSM8K dataset (Cobbe078

et al., 2021). Figure 2 shows that LLaMA-2 with079

re-reading is promising to achieve a "bidirectional"080

understanding of the question, and further improve081

the reasoning performance.082

Based on the observation and inspired by the hu-083

man strategy of re-reading, we present a simple yet084

effective and general reasoning prompting strategy,085

RE2, i.e., Re-Reading the question as input (see086

the illustration in Figure 1). Similar to the human087

problem-solving process, where the primary task is088

to comprehend the problem, we place our emphasis089

on designing the prompting strategy on the input090

phase. Thus, RE2 is orthogonal to and compatible091

with most thought-eliciting prompting methods in092

the output phase, such as CoT, PAL, etc. Moreover,093

instead of processing the input in only a single 094

pass, the repetition of questions enables LLMs to 095

allocate more computational resources to input en- 096

coding, akin to "horizontally" increasing the depth 097

of neural networks. Therefore, LLMs with RE2 098

is promising to have a deeper understanding of 099

the question and improve reasoning performance. 100

More interestingly, LLMs with RE2 show potential 101

for a "bidirectional" understanding of questions in 102

the context of unidirectional LLMs. This is be- 103

cause every token in the second pass could also 104

attend to its subsequent tokens in the first pass (see 105

illustration in Figure 1 and Figure 2). 106

To validate the efficacy and generality of RE2, 107

we conducted extensive experiments spanning arith- 108

metic, commonsense, and symbolic reasoning tasks 109

across 14 datasets and 112 experiments. The 110

results show that, with the exception of certain 111

scenarios on vanilla ChatGPT, our RE2 with a 112

simple re-reading strategy consistently enhances 113

the reasoning performance of LLMs. RE2 ex- 114

hibits versatility across various LLMs, such as 115

Text-Davinci-003, ChatGPT, LLaMA-2-13B, and 116

LLaMA-2-70B, spanning both instruction fine- 117

tuning (IFT) and non-IFT models. We also ex- 118

plore RE2 in task settings of zero-shot and few- 119

shot, thought-eliciting prompting methods, and the 120

self-consistency setting, highlighting its generality. 121

2 Methodology 122

2.1 Vanilla Chain-of-Thought for Reasoning 123

We begin with a unified formulation to leverage 124

LLMs with CoT prompting to solve reasoning tasks. 125

In formal, given an input x and a target y, a LLM 126

p with CoT prompting can be formulated as 127

y ∼
∑

z∼ p(z|Cx)

p(y|Cx, z) · p(z|Cx), 128

where Cx = c(cot)(x). (1) 129

In this formulation, Cx denotes the prompted input. 130

c(cot)(·) represents the template with CoT prompt- 131

ing instructions, such as ‘let’s think step by step’. 132

z stands for a latent variable of rationale, and z 133

denotes a sampled rationale in natural language. 134

Consequently, the LLMs can break down complex 135

tasks into more manageable reasoning steps, treat- 136

ing each step as a component of the overall solution 137

chain. We employ CoT as a baseline to solve rea- 138

soning tasks without compromising its generality. 139
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In addition to CoT, our proposed simple RE2 can140

serve as a "plug & play" module adaptable to most141

other prompting methods (§2.3).142

2.2 Re-Reading (RE2) Improves Reasoning143

Drawing inspiration from the human strategy of144

re-reading, we introduce this strategy for LLM rea-145

soning, dubbed RE2, to enhance understanding in146

the input phase. With RE2, the prompting process147

in Eq. 1 can be readily rephrased as:148

y ∼
∑

z∼ p(z|Cx)

p(y|Cx, z) · p(z|Cx),149

where Cx = c(cot)(re2(x)). (2)150

In this formulation, re2(·) is the re-reading opera-151

tion of the input. We don’t seek complex adjust-152

ments for LLMs but aim for a general implementa-153

tion of re2(x) that is as simple as follows:154

RE2 Prompting

Q: {Input Query}
Read the question again: {Input Query}
# Thought-eliciting prompt (e.g.,“Let’s
think step by step") #

155

where ‘{Input Query}‘ is a placeholder for the in-156

put query, x. The left part of this prompting could157

incorporate other thought-eliciting prompts. In-158

tuitively, RE2 offers two advantages to enhance159

the understanding process: (1) it allocates more160

computational resources to the input, and (2) it161

facilitates a "bidirectional" understanding of the162

question, where the first pass provides global infor-163

mation for the second pass.164

2.3 Generality of RE2165

Due to RE2’s simplicity and emphasis on the input166

phase, it can be seamlessly integrated with a wide167

range of LLMs and algorithms, including few-shot168

settings, self-consistency, various thought-eliciting169

prompting strategies, and more. We offer insights170

into the integration of RE2 with other thought-171

eliciting prompting strategies as an illustration.172

Compared with those thought-eliciting prompt-173

ing strategies that focus on the output phase, RE2174

shifts the emphasis towards understanding the in-175

put. Therefore, RE2 exhibits significant compati-176

bility with them, acting as a “plug & play” module.177

This synergy has the potential to further enhance178

the reasoning abilities of LLMs. With a specific179

thought-eliciting prompting, τ , designed to elicit180

thoughts from the LLMs, Eq. (3) is rewritten as: 181

y ∼
∑

z∼ p(z|Cx)

p(y|Cx, z) · p(z|Cx), 182

where Cx = c(τ)(re2(x)). (3) 183

Here, τ denotes various thought-eliciting prompt- 184

ings beyond CoT, such as Plan-and-Solve (Wang 185

et al., 2023a), and Program-Aided Prompt (Gao 186

et al., 2023), etc. We also conducted lots of experi- 187

ments to validate the generality of RE2 in §3.4. 188

3 Experiments 189

3.1 Benchmarks 190

We assess RE2 prompting across three key cat- 191

egories of reasoning benchmarks. Details of all 192

datasets are shown in Appendix A 193

Arithmetic Reasoning We consider the fol- 194

lowing seven arithmetic reasoning benchmarks: 195

the GSM8K benchmark of math word prob- 196

lems (Cobbe et al., 2021), the SVAMP dataset of 197

math word problems with varying structures (Patel 198

et al., 2021), the ASDiv dataset of diverse math 199

word problems (Miao et al., 2020), the AQuA 200

dataset of algebraic word problems (Ling et al., 201

2017), the AddSub (Hosseini et al., 2014) of math 202

word problems on addition and subtraction for third 203

to fifth grader, MultiArith (Roy and Roth, 2015) 204

dataset of math problems with multiple steps, and 205

the SingelEQ (Roy et al., 2015) dataset of elemen- 206

tary math word problems with single operation. 207

Commonsense and Symbolic Reasoning For 208

commonsense reasoning, we use CSQA (Talmor 209

et al., 2019), StrategyQA (Geva et al., 2021), and 210

the ARC (Clark et al., 2018). CSQA dataset con- 211

sists of questions that necessitate various common- 212

sense knowledge. The StrategyQA dataset com- 213

prises questions that demand multi-step reasoning. 214

The ARC dataset (denoted as ARC-t) is divided 215

into two sets: a Challenge Set (denoted as ARC- 216

c), containing questions that both retrieval-based 217

and word co-occurrence algorithms answered in- 218

correctly, and an Easy Set (denoted as ARC-e). We 219

evaluate two symbolic reasoning tasks: date under- 220

standing (Suzgun et al., 2023a) and Coinflip (Wei 221

et al., 2022b). Date understanding is a subset of 222

BigBench datasets (Suzgun et al., 2023a), which 223

have posed challenges for previous fine-tuning ef- 224

forts. Coinflip is a dataset of questions on whether 225

a coin is still heads up after it is flipped or not based 226

on steps given in the questions. 227

3



LLMs Methods GSM SVAMP ASDIV AQUA MultiArith SingleEQ AddSub

davinci-003
Vanilla 19.48 67.60 69.00 28.74 31.33 86.22 89.87
Vanilla+RE2 24.79 ↑ 5.31 70.90 ↑ 3.30 71.20 ↑ 2.20 30.31 ↑ 1.57 42.33 ↑ 11.00 87.20 ↑ 0.98 92.15 ↑ 2.28

CoT 58.98 78.30 77.60 40.55 89.33 92.32 91.39
CoT+RE2 61.64 ↑ 2.68 81.00 ↑ 2.70 78.60 ↑ 1.00 44.49 ↑ 3.94 93.33 ↑ 4.00 93.31 ↑ 0.99 91.65 ↑ 0.26

ChatGPT
Vanilla 77.79 81.50∗ 87.00∗ 63.39∗ 97.83∗ 95.28∗ 92.41∗

Vanilla+RE2 79.45 ↑ 1.66 84.20 ↑ 2.70 88.40 ↑ 1.40 58.27 ↓ 5.12 96.67 ↓ 1.16 94.49 ↓ 0.79 91.65 ↓ 0.76

CoT 78.77 78.70 85.60 55.91 95.50 93.70 88.61
CoT+RE2 80.59 ↑ 1.82 80.00 ↑ 1.30 86.00 ↑ 0.40 59.06 ↑ 3.15 96.50 ↑ 1.00 95.28 ↑ 1.58 89.87 ↑ 1.26

Table 1: Results on arithmetic reasoning benchmarks. ∗ denotes that Vanilla is even superior to CoT prompting.

LLMs Methods Commonsense Symbolic

CSQA StrategyQA ARC-e ARC-c ARC-t Date Coin

davinci-003
Vanilla 74.20∗ 59.74 84.81 72.01 80.58 40.92 49.80
Vanilla+RE2 76.99 ↑ 2.79 59.91 ↑ 0.17 88.22 ↑ 3.41 75.68 ↑ 3.67 84.07 ↑ 3.49 42.01 ↑ 1.09 52.40 ↑ 2.60

CoT 71.66 67.55 85.69 73.21 81.57 46.07 95.60
CoT+RE2 73.05 ↑ 1.39 66.24 ↓ 1.31 87.84 ↑ 2.15 76.02 ↑ 2.81 83.94 ↑ 2.37 52.57 ↑ 6.50 99.60 ↑ 4.00

ChatGPT
Vanilla 76.66∗ 62.36 94.32∗ 85.41∗ 91.37∗ 47.43∗ 52.00
Vanilla+RE2 78.38 ↑ 1.72 66.99 ↑ 4.63 93.81 ↓ 0.51 83.19 ↓ 2.22 90.30 ↓ 1.07 47.97 ↑ 0.54 57.20 ↑ 5.20

CoT 69.94 67.82 93.35 83.53 90.11 43.63 88.80
CoT+RE2 71.66 ↑ 1.72 69.34 ↑ 1.52 93.14 ↓ 0.21 84.47 ↑ 0.94 90.27 ↑ 0.16 47.15 ↑ 3.52 95.20 ↑ 6.40

Table 2: Results on commonsense and symbolic reasoning benchmarks. ∗ denotes that Vanilla is even superior to
CoT prompting.

3.2 Language Models and Implementations228

Baseline Prompting. In our implementation, we229

rigorously evaluate the performance of our RE2230

model on two baseline prompting methods: Vanilla231

and CoT. The Vanilla approach aligns with the232

standard prompting method outlined in (Wei et al.,233

2022b; Kojima et al., 2022), wherein no specific234

prompts are employed to elicit thoughts from235

LLMs. Conversely, the CoT method guides the236

model through a step-by-step thought process.237

RE2 Prompting. We incorporate our RE2 strat-238

egy into these baseline methods to assess its im-239

pact, denoted as Vanilla+RE2 and CoT+RE2. To240

avoid the impact of randomness introduced by the241

demonstrations in a few-shot setting, we mainly242

assess our method in a zero-shot setting, following243

(Chen et al., 2023; Wang et al., 2023a; Du et al.,244

2023). Additionally, for different tasks, we design245

answer-format instructions in prompts to regulate246

the structure of the final answer, facilitating precise247

answer extraction. Detailed information regard-248

ing the baseline prompting, RE2 prompting, and249

answer-format instructions can be found in the pa-250

per’s Appendix B.251

Implementations. Our decoding strategy uses252

greedy decoding with a temperature setting of253

0, thus leading to deterministic outputs. For254

these experiments, we employ two powerful back-255

bones: ChatGPT (gpt-3.5-turbo-0613) (OpenAI, 256

2022) and davinci-003 (text-davinci-003)1 , across 257

all prompting methods, including Vanilla, CoT, 258

Vanilla+RE2, and CoT+RE2. 259

3.3 Evaluation Results 260

Table 1 presents the results on arithmetic reasoning 261

datasets, and Table 2 on commonsense reasoning 262

and symbolic reasoning. In almost all scenarios, 263

LLMs with RE2 achieve consistent improvements 264

across both LLMs (davinci-003 and ChatGPT) and 265

prompting methods (Vanilla and CoT). Specifically, 266

davinci-003 with Vanilla+RE2 shows average im- 267

provements of 3.81, 2.51, and 1.85 in arithmetic, 268

commonsense, and symbolic tasks, respectively. 269

With CoT, davinci-003 generates intermediate rea- 270

soning steps, significantly enhancing the reasoning 271

performance of LLMs. By applying RE2, davinci- 272

003 with CoT+RE2 demonstrates further improve- 273

ment, with average gains of 2.22, 1.23, and 5.25 274

in the same categories, respectively. These results 275

indicate that RE2 can benefit LLMs in directly gen- 276

erating answers and improve the performance of 277

CoT leading to correct answers. 278

When applied to ChatGPT, RE2 exhibits consis- 279

tent improvement on most datasets, except for a 280

slight drop in performance on a few datasets, e.g., 281

1https://platform.openai.com/docs/models/gpt-3-5
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Figure 3: Evaluation results of the times of reading on
GSM benchmark.

AQUA and MultiArith, when using Vanilla+RE2.282

This exception could be due to ChatGPT’s expo-283

sure to these datasets with CoT outputs during in-284

struction fine-tuning (IFT) (Chen et al., 2023). On285

such datasets, ChatGPT with Vanilla still produces286

CoT-like output (see examples in Appendix E) and287

even outperforms ChatGPT with CoT (as indicated288

by the ∗ results in Tables 1 and 2). Chen et al.289

(2023) obtained similar experimental results and290

suggested that this occurs because ChatGPT may291

have been exposed to these task datasets contain-292

ing CoT explanations without explicit prompting.293

Therefore, additional explicit instructions, like CoT294

or RE2, might disrupt this learned pattern in Chat-295

GPT, possibly leading to decreased performance.296

Nonetheless, on some datasets like SVAMP, AS-297

DIV, CSQA, and Date, RE2 still manages to im-298

prove the baseline Vanilla prompting. Moreover, in299

datasets where CoT prompting normally surpasses300

Vanilla prompting, such as GSM, StrategyQA, and301

Coin, RE2 significantly enhances Vanilla prompt-302

ing (↑ 4.63 on StrategyQA and ↑ 5.20 on the Coin303

dataset). Overall, our RE2 method still achieves304

improvements in 71% of the experiments on Chat-305

GPT. More examples from the experiment results306

can be found in Appendix E.307

3.4 Discussions308

Times of Question Reading We delve deeper309

into the impact of the times of question re-reading310

on reasoning performance. Figure 3 illustrates how311

the performance of two distinct LLMs evolves con-312

cerning various times of question re-reading. An313

overarching pattern emerges across all models: per-314

formance improves until the number of re-reads315

reaches 2 or 3, after which it begins to decline with316

further increases in question re-reading times. The317

potential reasons for inferior performance when318

LLMs Methods GSM

ChatGPT

PS 75.59
PS+RE2 76.27

PAL 75.59
PAL + RE2 79.38

davinci-003

PS 55.65
PS+RE2 58.68

PAL 68.61
PAL + RE2 70.20

Table 3: Evaluation results of some thought-eliciting
promptings beyond CoT with RE2.

reading the question multiple times are two-fold: 319

i) overly repeating questions may act as demon- 320

strations to encourage LLMs to repeat the ques- 321

tion rather than generate the answer, and ii) re- 322

peating the question significantly increase the in- 323

consistency of the LLMs between our inference 324

and pretraining/alignment (intuitively in the learn- 325

ing corpora, we usually repeat a question twice to 326

emphasize the key part, rather not more). It’s note- 327

worthy that reading the question two times tends 328

to be optimal for accommodating most scenarios 329

in our experiments, which is why we refer to this 330

practice as “re-reading” in our paper. 331

Compatibility with Thought-Eliciting Prompt 332

Strategies Compared to previous methods at- 333

tempting to elicit thoughts in the output from 334

LLMs, our RE2 emphasizes the understanding of 335

the input. Therefore, we are intrigued to explore 336

whether RE2 is effective with various thought- 337

eliciting prompting strategies other than CoT. To 338

investigate this, we apply RE2 to two other recently 339

introduced prompting methods, namely, Plan-and- 340

Solve (PS) (Wang et al., 2023a) and Program- 341

Aided Language models (PAL) (Gao et al., 2023). 342

The former model devises a plan to divide the en- 343

tire task into smaller subtasks, and then carries out 344

the subtasks according to the plan, while the latter 345

generates programs as the intermediate reasoning 346

steps. We directly apply our RE2 to these two 347

methods by making a simple alteration to the in- 348

put by repeating the question. Table 3 presents 349

the evaluation findings on the GSM benchmark. 350

Our observations reveal a consistent trend, akin to 351

what was observed with chain-of-thought prompt- 352

ing. These results suggest that the effectiveness 353

of our RE2 mechanism generally extends across 354

various prompting methodologies. 355

Compatibility with Few-Shot Prompting It is 356

noteworthy that our proposed re-reading mecha- 357
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LLMs Methods GSM SVAMP ASDIV AQUA MultiArith SingleEQ AddSub

davinci-003
Vanilla 16.98 69.10 70.56 28.34 38.67 83.46 88.86
Vanilla+RE2 19.02 ↑ 2.04 73.60 ↑ 4.50 73.23 ↑ 2.67 27.95 ↓ 0.39 46.00 ↑ 7.33 84.06 ↑ 0.60 89.37 ↑ 0.51

CoT 56.63 78.90 79.96 46.45 96.16 90.94 88.60
CoT+RE2 60.12 ↑ 3.49 79.80 ↑ 0.90 81.21 ↑ 1.25 44.89 ↓ 1.56 96.83 ↑ 0.67 91.14 ↑ 0.20 89.37 ↑ 0.77

Table 4: Evaluation results on arithmetic reasoning benchmarks under few-shot setting.

LLMs Methods GSM SVAMP ASDIV AQUA MultiArith SingleEQ AddSub

Llama-2-13B
Vanilla 5.76 43.90 52.91 22.44 6.33 68.11 66.58
Vanilla+RE2 6.82 ↑ 1.06 47.90 ↑ 4.00 53.15 ↑ 0.24 17.32 ↓ 5.12 6.50 ↑ 0.17 69.68 ↑ 1.57 70.12 ↑ 3.54

CoT 21.99 41.60 45.18 22.83 56.83 58.46 58.99
CoT+RE2 22.37 ↑ 0.38 46.50 ↑ 4.90 48.81 ↑ 3.63 24.80 ↑ 1.97 55.83 ↓ 0.99 66.34 ↑ 7.88 60.76 ↑ 1.77

Llama-2-70B
Vanilla 11.60 56.60 61.31 20.08 24.67 77.17 80.25
Vanilla+RE2 13.50 ↑ 1.90 63.60 ↑ 7.00 64.66 ↑ 3.35 22.05 ↑ 1.97 25.00 ↑ 0.33 80.31 ↑ 3.14 84.05 ↑ 3.80

CoT 49.73 66.90 68.08 37.80 79.83 80.51 74.18
CoT+RE2 56.71 ↑ 6.98 70.40 ↑ 3.50 70.42 ↑ 2.34 38.58 ↑ 0.78 88.83 ↑ 9.00 81.10 ↑ 0.59 69.37 ↓ 4.81

Table 5: Evaluation results of LLAMA-2 on arithmetic reasoning benchmarks

nism is compatible with few-shot prompting. To358

demonstrate this compatibility, we conducted ex-359

periments on arithmetic reasoning tasks using the360

davinci-003 model, employing both Vanilla and361

CoT prompting methods. The few-shot prompt-362

ing strategy and exemplars used align with those363

presented in (Wei et al., 2022b). For both the364

Vanilla+RE2 and CoT+RE2 methods, we applied365

the re-reading mechanism to the exemplars as well.366

The results of these experiments are presented in367

Table 4. We can observe that the inclusion of the368

re-reading mechanism consistently enhances the369

performance of both prompting methods, mirror-370

ing our findings in the zero-shot setting.371

Effect on Non-IFT Models In our primary ex-372

periments, we employed the ChatGPT and davinci-373

003 models, which had undergone IFT training.374

These models, being aligned with human-like be-375

havior, are better equipped to follow instructions376

effectively. Additionally, they may have been ex-377

posed to datasets with CoT prompting during their378

training, making the “re-reading” mechanism po-379

tentially more beneficial in recalling explanations.380

To gauge the broader applicability of our approach381

and to eliminate any IFT-related impacts, we con-382

ducted experiments on non-IFT pretrained models:383

Llama-2-13B and Llama-2-70B (Touvron et al.,384

2023b). Llama-2 is an open-source model pre-385

trained on publicly available data without IFT or386

RLHF fine-tuning. We evaluated Llama-2 on arith-387

metic reasoning tasks under a zero-shot setting,388

following (Kojima et al., 2022). The results are pre-389

sented in Table 5. The results clearly indicate that390

the re-reading mechanism consistently enhances391

LLMs Methods GSM SVAMP

ChatGPT

Vanilla 77.79 81.50
Vanilla+SC 85.52 87.50
Vanilla+RE2 +SC 85.22 87.70

CoT 78.77 78.70
CoT+SC 85.75 84.90
CoT+RE2 +SC 86.88 87.70

Table 6: Evaluation results of re-reading with self-
consistency on GSM benchmark.

the performance of both Vanilla and CoT prompt- 392

ing methods across most tasks when applied to 393

Llama-2 models. This observation underscores the 394

generality of our approach and dispels concerns 395

about potential data leakage from IFT during train- 396

ing. This also underscores the versatility of RE2, 397

which can be effectively employed across various 398

model scales and types, regardless of whether they 399

have undergone IFT training or are non-IFT LLM. 400

Compatibility with Self-consistency Existing 401

research indicates that the chain-of-thought prompt- 402

ing approach can be enhanced by adopting the 403

self-consistency method, which involves aggregat- 404

ing the majority final answer from multiple sam- 405

pled generations. We are also intrigued by the 406

potential for further enhancing the proposed re- 407

reading mechanism using this method. Conse- 408

quently, we conduct experiments testing the inte- 409

gration of RE2 with the self-consistency approach 410

on the GSM benchmark with temperature of 0.7 411

when decoding (Table 6). Our findings demon- 412

strate that self-consistency significantly enhances 413

the performance of both prompting methods. De- 414

spite self-consistency’s aggregation of multiple an- 415
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Figure 4: Left figure: model performance versus com-
plexity of questions. X-axis means the complexity of
questions and Y-axis refers to frequency. The gray hist
means the number of total cases for each complexity.
Right figure: n-gram recall between the generation and
the input question. We take the question and generation
as the reference and hypothesis respectively.

swers, our re-reading mechanism still contributes416

to improvement on most scenarios, indicating its417

compatibility with the self-consistency approach.418

Performance across Different Question Com-419

plexity. We further investigate the impact of input420

question complexity on the reasoning performance421

of both CoT and CoT+RE2 promptings using Chat-422

GPT on GSM8K dataset, as shown in the left part423

of Figure 4. In accordance with (Fu et al., 2022),424

we measure question complexity by counting the425

reasoning steps present in the ground-truth expla-426

nations. Our findings reveal a noticeable trend:427

the performance of all promptings generally dimin-428

ishes as question complexity increases, suggesting429

that the current LLMs still struggle with handling430

intricate queries. Notably, the introduction of re-431

reading enhances performance on various complex-432

ities, including those slightly complex questions.433

This observation underscores the benefits of RE2434

for improving reasoning capabilities over complex435

questions. To further validate the improved under-436

standing ability, we calculate the coverage degree437

(n-gram recall) between the generations and the438

input questions, as illustrated in the right part of439

Figure 4. The results indicate that RE2 increases440

the n-gram (n=1,2,3,4) recall in the output explana-441

tions, underscoring how our method enhances the442

model’s focus on the question during the reasoning443

process.444

The impact of different re-reading instructions445

We further conduct experiments to examine the in-446

fluence of RE2 within the context of CoT prompt-447

Prompt Vanilla CoT

P0
Q: {question}
#Answer format instruction#
A: Let’s think step by step.

77.79 78.77

P1

Q: {question}
Read the question again: {question}
#Answer format instruction#
A: Let’s think step by step.

79.45 80.59

P2

Q: {question}
Q: {question}
#Answer format instruction#
A: Let’s think step by step.

78.09 79.38

P3

Q: {question}
A: Let’s think step by step.
Read the question again: {question}
#Answer format instruction#
A: Let’s think step by step.

79.08 80.36

P4

Q: {question}
A: Let’s think step by step.
Q: {question}
#Answer format instruction#
A: Let’s think step by step.

78.09 79.38

Table 7: Results of different re-reading instructions.

ing. Specifically, we design various instructions for 448

question re-reading using ChatGPT on GSM8K 449

dataset. As depicted in P1 and P2 in Table 7, 450

instruction P1, which includes the phrase “Read 451

the question again:", exhibits superior perfor- 452

mance compared to directly repeating the question 453

twice. These results suggest that providing more 454

detailed re-reading instructions to the LLMs is ad- 455

vantageous. Subsequently, we explore the possibil- 456

ity of introducing re-reading for CoT instructions 457

(i.e. repeating “Let’s think step by step"), 458

as exemplified in P3 and P4. However, we ob- 459

serve that repeating the thinking process two times 460

does not yield any discernible benefits. It’s note- 461

worthy that, in general, question re-reading consis- 462

tently improves reasoning performance compared 463

to the standard CoT prompting without question 464

re-reading (P0). 465

4 Related Work 466

Reasoning with Large Language Models. 467

LLMs represent a significant milestone in the jour- 468

ney towards artificial general intelligence (AGI) 469

(OpenAI, 2023; Touvron et al., 2023b) . Rea- 470

soning ability is particularly crucial on the way 471

towards AGI, where artificial intelligence needs 472

to act or think like human beings (Qiao et al., 473

2023; Huang and Chang, 2023). In the literature 474

on LLMs, performing reasoning tasks via interac- 475

tion in natural language plays a significant role in 476

evaluating an LLM, into which academia and in- 477

dustry have been dedicating many endeavors (Wei 478

et al., 2022a; Suzgun et al., 2023b; Turpin et al., 479

2023). In principle, most works for reasoning with 480
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large language models could fall into the paradigm481

of “Chain-of-Though” (Wei et al., 2022b; Kojima482

et al., 2022), which assists LLMs in fulfilling com-483

plex reasoning tasks by generating intermediate484

steps explicitly. Therefore, most of the endeavors485

are dedicated to improving the basic principle by486

the following aspects: i) the structure of “chain”,487

e.g., tree (Yao et al., 2023a), graph (Yao et al.,488

2023b); ii) the modality of the chain, e.g., pro-489

gram (Gao et al., 2023); iii) the reliability of the490

chain, e.g., self-consistency (Wang et al., 2023c),491

faithful (Lyu et al., 2023), retrieval-based verify-492

ing (He et al., 2023); and iv) decomposition of493

the chain, e.g., least-to-most (Zhou et al., 2023),494

decomposed (Radhakrishnan et al., 2023), plan-to-495

solve (Wang et al., 2023a). In contrast, our simple496

re-reading strategy for LLMs is orthogonal to these497

improvements via a trade-off between the inter-498

mediate steps and the query itself. Besides, our499

re-reading strategy is complementary to many pre-500

vious works by preventing the answer from being501

derived overwhelmingly from the CoT but over-502

looking the original query.503

Re-reading Strategy in Text Understanding. In504

deep learning, the success of performing text-505

understanding tasks (Song et al., 2018; Luo et al.,506

2019a; Yang et al., 2019; Lei et al., 2019) de-507

pends on the heuristics of human reading strategy,508

e.g., pre-reading, re-reading and post-reading (Sari-509

coban, 2002; Toprak and ALMACIOĞLU, 2009;510

Pressley and Afflerbach, 2012; Ozek and Civelek,511

2006; Dowhower, 1989). Specifically, many ef-512

fective algorithms have been crafted around the513

idea of re-reading. Although deep architectures,514

from multi-layer Bi-LSTM (Huang et al., 2015)515

to Transformer-encoder (Vaswani et al., 2017),516

have their mechanisms that provide a form of “re-517

reading”, the notion that simply processing an in-518

put once might not be sufficient for understand-519

ing or generating a complex output has been long-520

standing. Initially, (Sha et al., 2016) and (Sha et al.,521

2017) found that repeated reading mechanisms do522

improve performance on some tasks, e.g., senti-523

ment analysis, semantic relation classification, and524

event extraction. Then, (Liu and Li, 2016) pro-525

pose to mimic the repeated reading strategy and526

present neural networks with multi-level attention,527

which is proven effective in recognizing implicit528

discourse relations. Sequentially, (Zhu et al., 2018)529

propose a multi-glance mechanism, modeling the530

habit of reading behavior, which can benefit a531

wide range of tasks. More recently, (Luo et al., 532

2019b) adopt a network to encode the gist of para- 533

graphs for rough reading and a decision-making 534

policy for careful reading, which can improve ex- 535

tractive summarization. Therefore, it is natural to 536

introduce a re-reading strategy to LLMs since the 537

Transformer-decoder architecture of LLMs, with 538

unidirectional attention mechanisms, hinders the 539

implicit re-reading capability. 540

Knowledge Recall. From the perspective of in- 541

formation seeking, prompting LLMs can be seen as 542

a sort of “knowledge recall” via a parametric fash- 543

ion, where the prompt can be seen as a retrieval 544

query. In contrast to conventional non-parametric 545

retrieval – vector database (Karpukhin et al., 2020; 546

Izacard et al., 2022) for example, the LLM as a 547

neural knowledge model (Bosselut et al., 2019; 548

AlKhamissi et al., 2022) can easily generalize for 549

huge knowledge coverage, contributing to its ef- 550

ficacy in broad applications. In the context of 551

CoT reasoning, (Chen et al., 2023) conjuncture 552

that LLM can be exposed to certain CoTs during 553

training and easily complete reasoning by knowl- 554

edge recall. As such, it is natural to adapt the 555

basic but prevalent query augmentation technique 556

in the term-based retrieval domain (Dai and Callan, 557

2019), which repeats the original query multiple 558

times over the augmented part (Wang et al., 2023b; 559

Shen et al., 2023), into prompting LLMs. 560

5 Conclusion and Future Works 561

This paper introduces RE2, a simple and effec- 562

tive prompting method for LLM reasoning that 563

improves performance by "re-reading" the ques- 564

tion. By shifting focus to the input phase, RE2 op- 565

erates independently from other thought-eliciting 566

promptings. Moreover, it shows promise in fos- 567

tering bidirectional comprehension of questions in 568

decoder-only LLMs. Our comprehensive experi- 569

ments cover a wide range of reasoning benchmarks, 570

diverse LLM types, various task settings, and com- 571

patibility assessments with other prompting meth- 572

ods, validating the efficacy and versatility of RE2. 573

Our findings encourage the research community to 574

prioritize a deeper understanding of input questions, 575

thereby complementing existing thought-eliciting 576

prompting strategies. Future endeavors will aim 577

to explore its versatility in additional contexts be- 578

yond reasoning, including multi-turn dialogue and 579

multi-modal reasoning applications. 580
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6 Limitations581

In this paper, we introduce a simple yet effec-582

tive prompting method for enhancing reasoning in583

LLMs and conduct extensive experiments to vali-584

date its effectiveness. Despite our best efforts, there585

may be still some limitations that remain in our586

study. Our investigation primarily revolves around587

empirical studies with extensive experiments to588

validate RE2, similar to most works in prompt-589

ing research (Zheng et al., 2023; Yin et al., 2023;590

Gao et al., 2023). Future efforts will include more591

theoretical analyses to provide a solid foundation.592

Additionally, RE2 marginally increases the input593

length, potentially leading to a slight reduction in594

efficiency for longer questions during inference.595

Furthermore, our paper concentrates exclusively596

on the impact of RE2 within the reasoning domain.597

Future work will extend the exploration to addi-598

tional contexts, such as multi-turn dialogue and599

multi-modal reasoning.600

7 Ethics601

We conducted experiments on seven math-602

ematical reasoning benchmarks, comprising603

GSM8K (Cobbe et al., 2021), SVAMP (Patel et al.,604

2021), ASDiv (Miao et al., 2020), AQuA (Ling605

et al., 2017), AddSub (Hosseini et al., 2014), Multi-606

Arith (Roy and Roth, 2015), SingelEQ (Roy et al.,607

2015), three commonsense reasoning benchmarks608

(CSQA (Talmor et al., 2019), StrategyQA (Geva609

et al., 2021), and ARC (Clark et al., 2018)), and two610

symbolic benchmarks (Date Understanding (Suz-611

gun et al., 2023a) and Coinflip (Wei et al., 2022b)).612

Among these, GSM8K and SVAMP datasets utilize613

code under the MIT License, while AQuA, Strate-614

gyQA, Date Understanding, Coinflip utilize code615

under the Apache-2.0 license, and ARC utilizes616

code under CC-BY-SA-4.0. The licenses for the617

remaining datasets are unspecified.618

The proposed prompts do not involve the col-619

lection or utilization of personal information per-620

taining to other individuals. Details regarding the621

prompts used in our experiments are provided in622

Appendix §B. Furthermore, it is ensured that the623

prompts utilized in this research do not pose any624

threat to the safety or well-being of others.625
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A Datasets997

Table 8 presents statistics and examples for the998

reasoning benchmarks we considered.999

B Specific Prompting Methods1000

Detailed information regarding various promptings1001

is shown in Table 9 and Table 10. The instructions1002

of answer-format can be found in Table 11.1003

C Attention Analysis1004

Second pass

Second pass CoT Generation

First pass

CoT

Generation

First pass CoT Generation
(a) CoT (b) CoT + RE2

First pass

CoT

Generation

First pass

Figure 5: Attention visualization with and without RE2.
(a) CoT prompting: there is only one pass for the ques-
tion. (b) CoT+RE2 re-reads the question, including first
pass and second pass. The row of matrix represents the
query tokens and the column represents the key tokens.

To gain deeper insights into how RE2 reshapes1005

attention during inference, we visualize the atten-1006

tion distribution by computing the average atten-1007

tion weights across all heads and layers in Llama-2.1008

The results are presented in Figure 5, revealing1009

two key findings: (1) In the block of “Second pass”1010

attending to the “First pass” as shown in (b) for1011

CoT+RE2, we observe explicit attentions in the1012

upper triangle. This observation indicates that to-1013

kens in the second question can focus on the tokens1014

behind the corresponding positions in the first ques-1015

tion. In this way, RE2 enables a “bidirectional”1016

understanding of the question. Notably, with the1017

inclusion of RE2, the generation process maintains1018

a higher attention weight on the question tokens.1019

By calculating the proportion of attention weights1020

assigned to the question tokens during generation,1021

we observe an increase from 0.32 to 0.40 with the1022

utilization of RE2. This finding suggests that the1023

re-reading mechanism enhances the model’s focus1024

on the question during the reasoning process.1025

D Case Study1026

We also conduct a case study to show the effec-1027

tiveness of our proposed re-reading prompting over1028

the chain-of-thought. We choose two examples 1029

from GSM, and the results generated by ChatGPT 1030

are listed in Table 12-13. It is evident that our 1031

method can better align the evidence in the ques- 1032

tion with the corresponding explanation hints. We 1033

can observe that CoT+RE2 tends to highlight the 1034

important evidences in the question before generat- 1035

ing the explanation, for example, “In the morning, 1036

she gives 15 cups of feed, and in the afternoon, 1037

she gives another 25. So ..." in Table 12 and “The 1038

bonus is worth half a month’s salary, which is ..." 1039

in Table 13. This observation is also consistent 1040

with the right figure in Figure 4. 1041

E More Cases 1042

Tables 14-18 provide more examples generated by 1043

ChatGPT with CoT and CoT+RE2. We also pro- 1044

vide several examples generated by davinci-003 1045

and ChatGPT in the Vanilla prompting (e.g. no 1046

instruction) in Tables 19-22. They show that Chat- 1047

GPT with Vanilla directly generates answer in Coin 1048

Filp and Date Understanding dataset (Tables 19- 1049

20), but still generates CoT output in some other 1050

datasets (Tables 21-22). 1051
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Dataset Type N Answer Example

GSM8K Math 1319 Number Josh decides to try flipping a house. He buys a house for $80,000 and then puts
in $50,000 in repairs. This increased the value of the house by 150%. How much
profit did he make?

SVAMP Math 1000 Number After resting they decided to go for a swim. The depth of the water is 15 times
Dean’s height. Dean is 4 feet taller than Ron. If Ron stands at 13 feet. How deep
was the water?

ASDIV Math 2096 Number There are 3300 bananas in Janice’s banana collection. Janice also has 5 crayons.
If the bananas are organized into 75 groups, how big is each group?

AQUA Math 254 Option The original price of an item is discounted 22%. A customer buys the item at
this discounted price using a $20-off coupon. There is no tax on the item, and
this was the only item the customer bought. If the customer paid $1.90 more
than half the original price of the item, what was the original price of the item?
Answer Choices: A)$61, B)$65, C)$67.40, D)$70, E)$78.20.

MultiArith Math 600 Number For the school bake sale Robin made 42 cupcakes. If she sold 22 of them and
then made 39 more, how many cupcakes would she have?

SingleEq Math 508 Number Alyssa spent half of her allowance going to the movies. She washed the family
car and earned 8 dollars. What is her weekly allowance if she ended with 12
dollars ?

AddSub Math 395 Number Mike had 34 peaches at his roadside fruit dish . He went to the orchard and
picked peaches to stock up . There are now 86 peaches . how many did he pick ?

CSQA CS 1221 Option Where would you find magazines along side many other printed works? Answer
Choices: A)doctor, B)bookstore, C)market, D)train station, E)mortuary.

StrategyQA CS 2290 Yes / No Do the anchors on Rede Globo speak Chinese?

ARC-e CS 2376 Option The shape of the moon appears to change regularly during each month. Which
of the following best explains why the shape of the moon appears to change?
Answer Choices: A)The Earth turns on its axis, B)The Moon turns on its axis,
C)The Moon orbits around the Earth, D)Clouds cover the Moon.

ARC-c CS 1172 Option What is a similarity between sound waves and light waves? Answer Choices:
A)Both carry energy, B)Both travel in vacuums, C)Both are caused by vibrations,
D)Both are traveling at the same speed.

Date Understanding Sym. 369 Date Yesterday was April 30, 2021. What is the date today in MM/DD/YYYY?

Coin Flip Sym. 500 Yes / No A coin is heads up. Breanna flips the coin. Trey does not flip the coin. Omar
flips the coin. Patrice does not flip the coin. Is the coin still heads up? Note that
"flip" here means "reverse".

Table 8: Details of reasoning benchmarks. Math: arithmetic reasoning. CS: commonsense reasoning. Sym.:
symbolic reasoning.
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Methods Prompt Content

Vanilla
Q: {question}
#Answer format instruction#
A:

Vanilla+RE2

Q: {question}
Read the question again: {question}
#Answer format instruction#
A:

CoT
Q: {question}
#Answer format instruction#
A: Let’s think step by step.

CoT+RE2

Q: {question}
Read the question again: {question}
#Answer format instruction#
A: Let’s think step by step.

PS

Q: {question}
#Answer format instruction#
A: Let’s first understand the problem and devise a plan to solve the problem.
Then, let’s carry out the plan, solve the problem step by step,
and give the ultimate answer. Please explicitly generate the mentioned process:
[Problem Understanding], [Plan], [Solving/Calculations], [Answer]. in your response.

PS+RE2

Q: {question}
Read the question again: {question}
#Answer format instruction#
A: Let’s first understand the problem and devise a plan to solve the problem.
Then, let’s carry out the plan, solve the problem step by step,
and give the ultimate answer. Please explicitly generate the mentioned process:
[Problem Understanding], [Plan], [Solving/Calculations], [Answer]. in your response.

Table 9: Specific prompts of Vanilla, Vanilla+RE2, CoT, CoT+RE2, PS, and PS+RE2.
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Methods Prompt Content

PAL

#!/bin/python3
import math
import numpy as np
import statistics
import sympy as sp
########### Task Instruction ##############
# You will write python program to solve math problems.
# You will only write code blocks.
# Please generate your code block in ‘def solution()‘ function, and thus it can be
executed by python interpreter. You don’t need to call ‘solution()‘ function because
it will be called by the system.
# The concrete format of ‘solution()‘ is as follows:
# def solution():
# """<question>"""
# <your code>
# result = <your result>
# return result
#########################################
# Q: {question}
# Your defined "solution()" function with comments here.

PAL+RE2

#!/bin/python3
import math
import numpy as np
import statistics
import sympy as sp
########### Task Instruction ##############
# You will write python program to solve math problems.
# You will only write code blocks.
# Please generate your code block in ‘def solution()‘ function, and thus it can be
executed by python interpreter. You don’t need to call ‘solution()‘ function because
it will be called by the system.
# The concrete format of ‘solution()‘ is as follows:
# def solution():
# """<question>"""
# <your code>
# result = <your result>
# return result
#########################################
# Q: {question}
# Read the question again: {question}
# Your defined "solution()" function with comments here.

Table 10: Specific prompts of PAL and PAL+RE2
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Tasks Answer-format Instructions

GSM Your final answer should be a single numerical number, in the form answer ,
at the end of your response.

SVAMP Your final answer should be a single numerical number, in the form answer ,
at the end of your response.

ASDIV Your final answer should be a single numerical number, in the form answer ,
at the end of your response.

AQUA Your answer should be in the form choice . There is only one correct choice.

MultiArith Your final answer should be a single numerical number, in the form answer ,
at the end of your response.

SingleEQ Your final answer should be a single numerical number, in the form answer ,
at the end of your response.

AddSub Your final answer should be a single numerical number, in the form answer ,
at the end of your response.

CommonsenseQA Your answer should be in the form choice . There is only one correct choice.

StrategyQA Your answer should be either yes or no , in the form answer .

ARC Your answer should be in the form choice . There is only one correct choice.

Date Understanding
Your answer should be a date, in the format of MM/DD/Y Y Y Y ,

e.g. 05/01/2022 .

Coin Flip Your answer should be either yes or no , in the form answer .

Table 11: Specific answer-format instruction in each task.
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Q: Every day, Wendi feeds each of her chickens three cups of mixed chicken feed, containing seeds, mealworms and vegetables
to help keep them healthy. She gives the chickens their feed in three separate meals. In the morning, she gives her flock of
chickens 15 cups of feed. In the afternoon, she gives her chickens another 25 cups of feed. How many cups of feed does she
need to give her chickens in the final meal of the day if the size of Wendi’s flock is 20 chickens? (Answer: 20)

CoT
Input:
Q: Every day, Wendi feeds each of her chickens three cups of mixed chicken feed, containing seeds, mealworms and vegetables
to help keep them healthy. She gives the chickens their feed in three separate meals. In the morning, she gives her flock of
chickens 15 cups of feed. In the afternoon, she gives her chickens another 25 cups of feed. How many cups of feed does she
need to give her chickens in the final meal of the day if the size of Wendi’s flock is 20 chickens?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate how much feed Wendi gives her chickens in the morning. She has 20 chickens, and she gives each chicken 3
cups of feed, so in total, she gives them 20 x 3 = 60 cups of feed in the morning.
Next, let’s calculate how much feed Wendi gives her chickens in the afternoon. Again, she has 20 chickens, and she gives each
chicken 3 cups of feed, so in total, she gives them 20 x 3 = 60 cups of feed in the afternoon.
To find out how much feed she needs to give her chickens in the final meal of the day, we need to subtract the total feed given in
the morning and afternoon from the total feed needed for the day. The total feed needed for the day for 20 chickens is 20 x 3 x 3
= 180 cups of feed.
So, the feed needed in the final meal of the day is 180 - 60 - 60 = 60 cups of feed.
Therefore, Wendi needs to give her chickens 60 cups of feed in the final meal of the day.
Answer: 60

CoT+RE2
Input:
Q: Every day, Wendi feeds each of her chickens three cups of mixed chicken feed, containing seeds, mealworms and vegetables
to help keep them healthy. She gives the chickens their feed in three separate meals. In the morning, she gives her flock of
chickens 15 cups of feed. In the afternoon, she gives her chickens another 25 cups of feed. How many cups of feed does she
need to give her chickens in the final meal of the day if the size of Wendi’s flock is 20 chickens?
Read the question again: Every day, Wendi feeds each of her chickens three cups of mixed chicken feed, containing seeds,
mealworms and vegetables to help keep them healthy. She gives the chickens their feed in three separate meals. In the morning,
she gives her flock of chickens 15 cups of feed. In the afternoon, she gives her chickens another 25 cups of feed. How many cups
of feed does she need to give her chickens in the final meal of the day if the size of Wendi’s flock is 20 chickens?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, we need to determine the total amount of feed Wendi gives her chickens in the morning and afternoon. In the morning, she
gives 15 cups of feed, and in the afternoon, she gives another 25 cups. So, the total amount of feed given in the morning and
afternoon is 15 + 25 = 40 cups.
Next, we need to determine the total amount of feed needed for Wendi’s flock of 20 chickens. Since each chicken requires 3 cups
of feed, we multiply 3 by 20 to get 60 cups.
Finally, we subtract the total amount of feed given in the morning and afternoon from the total amount needed. 60 - 40 = 20
Therefore, Wendi needs to give her chickens 20 cups of feed in the final meal of the day.
Answer: 20

Table 12: GSM Example 4 (Complexity=3)
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Q: Tim gets a promotion that offers him a 5% raise on his $20000 a month salary. It also gives him a bonus worth half a month’s
salary. How much money will he make in a year? (Answer: 262500)

CoT
Input:
Q: Tim gets a promotion that offers him a 5% raise on his $20000 a month salary. It also gives him a bonus worth half a month’s
salary. How much money will he make in a year?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate the 5% raise on Tim’s $20000 monthly salary. To do this, we multiply $20000 by 5% (or 0.05):
$20000 * 0.05 = $1000
So, Tim’s raise is $1000 per month.
Next, let’s calculate the bonus worth half a month’s salary. Half of $20000 is $10000, so Tim’s bonus is $10000.
Now, let’s calculate Tim’s total monthly salary after the raise and bonus:
$20000 (original salary) + $1000 (raise) + $10000 (bonus) = $31000
Finally, let’s calculate Tim’s annual salary by multiplying his monthly salary by 12:
$31000 * 12 = $372000
Therefore, Tim will make $372000 in a year. So, the answer is 372000 .

CoT+RE2
Input:
Q: Tim gets a promotion that offers him a 5% raise on his $20000 a month salary. It also gives him a bonus worth half a month’s
salary. How much money will he make in a year?
Read the question again: Tim gets a promotion that offers him a 5% raise on his $20000 a month salary. It also gives him a bonus
worth half a month’s salary. How much money will he make in a year?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate the 5% raise on Tim’s $20000 monthly salary.
The raise amount would be 5% of $20000, which is equal to 0.05 * $20000 = $1000.
So, Tim’s new monthly salary would be $20000 + $1000 = $21000.
Next, let’s calculate the bonus amount. The bonus is worth half a month’s salary, which is equal to 0.5 * $21000 = $10500.
Now, to find out how much money Tim will make in a year, we need to calculate the total salary for 12 months and add the bonus.
Total salary for 12 months = $21000 * 12 = $252000.
So, Tim will make a total of $252000 + $10500 = $262500 in a year.
Therefore, Tim will make 262500 in a year.

Table 13: GSM Example 641 (Complexity=6)
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Q: Colby loves going to the movies and every month his parents give him $150 to spend at the movies. Tickets for Fridays and
Saturdays cost $10. Tickets for any other day cost $7. Popcorn costs $8 and boxes of candy cost $2. It is the last day of the
month and it’s a Friday. He wants to make sure he gets a popcorn and box of candy that night. How many movies can he see if
he already saw 5 movies on a Friday or Saturday, 8 movies on other days, had 2 tubs of popcorn, and four boxes of candy that
month? (Answer: 1)

CoT
Input:
Q: Colby loves going to the movies and every month his parents give him $150 to spend at the movies. Tickets for Fridays and
Saturdays cost $10. Tickets for any other day cost $7. Popcorn costs $8 and boxes of candy cost $2. It is the last day of the
month and it’s a Friday. He wants to make sure he gets a popcorn and box of candy that night. How many movies can he see if
he already saw 5 movies on a Friday or Saturday, 8 movies on other days, had 2 tubs of popcorn, and four boxes of candy that
month?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate the cost of the movies Colby has already seen. He has seen 5 movies on a Friday or Saturday, which cost $10
each, so that is a total of 5 * $10 = $50. He has also seen 8 movies on other days, which cost $7 each, so that is a total of 8 * $7 =
$56. Therefore, the total cost of the movies he has already seen is $50 + $56 = $106.
Next, let’s calculate the cost of the popcorn and candy he wants to buy on the last day of the month. The popcorn costs $8 and
the candy costs $2, so the total cost of the snacks is $8 + $2 = $10.
Now, let’s subtract the cost of the movies Colby has already seen and the cost of the snacks from the $150 his parents gave him.
$150 - $106 - $10 = $34.
Since each movie on a Friday or Saturday costs $10 and Colby has $34 left, he can see a maximum of $34 / $10 = 3 movies on a
Friday or Saturday.
In conclusion, Colby can see a total of 3 + 5 = 8 movies in the month.
8

CoT+RE2
Input:
Q: Colby loves going to the movies and every month his parents give him $150 to spend at the movies. Tickets for Fridays and
Saturdays cost $10. Tickets for any other day cost $7. Popcorn costs $8 and boxes of candy cost $2. It is the last day of the
month and it’s a Friday. He wants to make sure he gets a popcorn and box of candy that night. How many movies can he see if
he already saw 5 movies on a Friday or Saturday, 8 movies on other days, had 2 tubs of popcorn, and four boxes of candy that
month?
Read the question again: Colby loves going to the movies and every month his parents give him $150 to spend at the movies.
Tickets for Fridays and Saturdays cost $10. Tickets for any other day cost $7. Popcorn costs $8 and boxes of candy cost $2. It is
the last day of the month and it’s a Friday. He wants to make sure he gets a popcorn and box of candy that night. How many
movies can he see if he already saw 5 movies on a Friday or Saturday, 8 movies on other days, had 2 tubs of popcorn, and four
boxes of candy that month?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate the total amount Colby has spent so far:
For the 5 movies on Fridays and Saturdays, he spent 5 x $10 = $50. For the 8 movies on other days, he spent 8 x $7 = $56. For
the 2 tubs of popcorn, he spent 2 x $8 = $16. For the 4 boxes of candy, he spent 4 x $2 = $8.
Adding all these expenses together, Colby has spent $50 + $56 + $16 + $8 = $130.
Now, let’s calculate how much money he has left from the $150 his parents gave him:
Colby started with $150 - $130 = $20.
Since it’s the last day of the month and it’s a Friday, he wants to buy a popcorn ($8) and a box of candy ($2). This means he will
spend $8 + $2 = $10.
Therefore, Colby will have $20 - $10 = $10 left.
Now, let’s calculate how many movies he can see with the remaining $10:
Since tickets on Fridays and Saturdays cost $10, and he has $10 left, he can see 1 movie on a Friday or Saturday.
Therefore, Colby can see 1 more movie on the last day of the month.
So, the final answer is 1 .

Table 14: GSM Example 926 (Complexity>=9)
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Q: Mike was a pen pal with 5 people. He stopped being penpals with 2 of them. They each send 2 letters a week that are 5 pages
long. He responds in kind. He can write a page every 6 minutes. How many hours does he spend writing a week? (Answer: 3)

CoT
Input:
Q: Mike was a pen pal with 5 people. He stopped being penpals with 2 of them. They each send 2 letters a week that are 5 pages
long. He responds in kind. He can write a page every 6 minutes. How many hours does he spend writing a week?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate how many letters Mike receives in a week from the 5 pen pals. Each pen pal sends 2 letters per week, so 5
pen pals would send him 5 * 2 = 10 letters in a week.
Next, let’s calculate how many pages Mike needs to write in response to each letter. Each letter is 5 pages long, and Mike
responds in kind, so he would write 5 pages for each letter he receives.
Therefore, Mike needs to write a total of 10 * 5 = 50 pages in a week.
Now, let’s calculate how many minutes it takes for Mike to write one page. We are given that he can write a page in 6 minutes.
Since Mike needs to write 50 pages, it will take him 50 * 6 = 300 minutes to complete all the writing.
Lastly, let’s convert the minutes to hours. There are 60 minutes in an hour, so 300 minutes is equal to 300 / 60 = 5 hours.
Therefore, Mike spends 5 hours writing in a week.
Answer: 5 .

CoT+RE2
Input:
Q: Mike was a pen pal with 5 people. He stopped being penpals with 2 of them. They each send 2 letters a week that are 5 pages
long. He responds in kind. He can write a page every 6 minutes. How many hours does he spend writing a week?
Read the question again: Mike was a pen pal with 5 people. He stopped being penpals with 2 of them. They each send 2 letters a
week that are 5 pages long. He responds in kind. He can write a page every 6 minutes. How many hours does he spend writing a
week?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate the total number of letters that Mike receives in a week. Since he was pen pals with 5 people, and he stopped
being pen pals with 2 of them, he is still receiving letters from 5 - 2 = 3 people.
Each of these 3 people sends 2 letters a week, so the total number of letters that Mike receives in a week is 3 * 2 = 6 letters.
Next, let’s calculate the total number of pages that Mike needs to write in response. Each letter is 5 pages long, so the total
number of pages that Mike needs to write is 6 * 5 = 30 pages.
Since Mike can write a page every 6 minutes, the total time he spends writing in a week is 30 * 6 = 180 minutes.
To convert this to hours, we divide by 60 since there are 60 minutes in an hour. So, Mike spends 180 / 60 = 3 hours writing in a
week.
Therefore, Mike spends 3 hours writing a week.

Table 15: GSM Example 242 (Complexity=6)
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Q: Terri is knitting a sweater with two sleeves, a collar, and a decorative rosette. The body of the sweater takes 900 stitches to
complete, the collar takes a tenth of that number of stitches, and the rosette takes twice as many as the collar. The whole sweater
is an 1800-stitch project. How many stitches does each sleeve take? (Answer: 315)

CoT
Input:
Q: Terri is knitting a sweater with two sleeves, a collar, and a decorative rosette. The body of the sweater takes 900 stitches to
complete, the collar takes a tenth of that number of stitches, and the rosette takes twice as many as the collar. The whole sweater
is an 1800-stitch project. How many stitches does each sleeve take?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, we know that the body of the sweater takes 900 stitches to complete.
Next, we know that the collar takes a tenth of the number of stitches as the body. So, the collar takes 900 stitches / 10 = 90
stitches.
Finally, we know that the rosette takes twice as many stitches as the collar. So, the rosette takes 90 stitches * 2 = 180 stitches.
To find out how many stitches each sleeve takes, we need to subtract the stitches of the body, collar, and rosette from the total
number of stitches in the sweater.
So, each sleeve takes 1800 stitches - 900 stitches (body) - 90 stitches (collar) - 180 stitches (rosette) = 630 stitches.
Therefore, each sleeve takes 630 stitches.

CoT+RE2
Input:
Q: Terri is knitting a sweater with two sleeves, a collar, and a decorative rosette. The body of the sweater takes 900 stitches to
complete, the collar takes a tenth of that number of stitches, and the rosette takes twice as many as the collar. The whole sweater
is an 1800-stitch project. How many stitches does each sleeve take?
Read the question again: Terri is knitting a sweater with two sleeves, a collar, and a decorative rosette. The body of the sweater
takes 900 stitches to complete, the collar takes a tenth of that number of stitches, and the rosette takes twice as many as the collar.
The whole sweater is an 1800-stitch project. How many stitches does each sleeve take?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, we know that the body of the sweater takes 900 stitches to complete.
Next, we are told that the collar takes a tenth of the number of stitches in the body of the sweater. Since the body has 900 stitches,
the collar will have 900 / 10 = 90 stitches.
Finally, we are told that the rosette takes twice as many stitches as the collar. Since the collar has 90 stitches, the rosette will
have 90 * 2 = 180 stitches.
Now, let’s add up all the stitches to find the total number of stitches in the sweater: 900 (body) + 90 (collar) + 180 (rosette) =
1170 stitches.
We are given that the whole sweater is an 1800-stitch project. So, the remaining stitches must be for the sleeves.
1800 (total stitches) - 1170 (stitches accounted for) = 630 stitches for the sleeves.
Since there are two sleeves, each sleeve will have 630 / 2 = 315 stitches.
Therefore, each sleeve takes 315 stitches.

Table 16: GSM Example 273 (Complexity=6)
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Q: Solo has to read 4 pages from his Science textbook, 20 pages from his Social Studies textbook, 7 pages from his History
textbook and 8 pages from his Geography textbook. Solo read 15 pages on Monday. If he has 4 more days to complete all his
reading, how many pages does he need to read, on average, in one day? (Answer: 6)

CoT
Input:
Q: Solo has to read 4 pages from his Science textbook, 20 pages from his Social Studies textbook, 7 pages from his History
textbook and 8 pages from his Geography textbook. Solo read 15 pages on Monday. If he has 4 more days to complete all his
reading, how many pages does he need to read, on average, in one day?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate how many pages Solo has left to read. He needs to read 4 pages from his Science textbook, 20 pages from
his Social Studies textbook, 7 pages from his History textbook, and 8 pages from his Geography textbook.
So, the total number of pages he needs to read is 4 + 20 + 7 + 8 = 39 pages.
Since Solo has 4 more days to complete all his reading, we can divide the total number of pages by the number of days.
Therefore, Solo needs to read an average of 39 pages / 4 days = 9.75 pages per day.
Therefore, Solo needs to read an average of 9.75 pages per day.

CoT+RE2
Input:
Q: Solo has to read 4 pages from his Science textbook, 20 pages from his Social Studies textbook, 7 pages from his History
textbook and 8 pages from his Geography textbook. Solo read 15 pages on Monday. If he has 4 more days to complete all his
reading, how many pages does he need to read, on average, in one day?
Read the question again: Solo has to read 4 pages from his Science textbook, 20 pages from his Social Studies textbook, 7 pages
from his History textbook and 8 pages from his Geography textbook. Solo read 15 pages on Monday. If he has 4 more days to
complete all his reading, how many pages does he need to read, on average, in one day?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A: Let’s think step by step.
Output:
First, let’s calculate the total number of pages Solo needs to read. He needs to read 4 pages from his Science textbook, 20 pages
from his Social Studies textbook, 7 pages from his History textbook, and 8 pages from his Geography textbook. So, the total
number of pages he needs to read is 4 + 20 + 7 + 8 = 39 pages.
Next, let’s calculate the number of pages he has left to read after Monday. He read 15 pages on Monday, so he has 39 - 15 = 24
pages left to read.
Finally, let’s calculate the average number of pages he needs to read per day. He has 4 more days to complete his reading, so he
needs to read 24 / 4 = 6 pages per day.
Therefore, Solo needs to read an average of 6 pages per day.

Table 17: GSM Example 101 (Complexity=6)
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Q: Would a nickel fit inside a koala pouch? (Answer: yes)

CoT
Input:
Q: Would a nickel fit inside a koala pouch?
Your answer should be either yes or no , in the form answer .
A: Let’s think step by step.
Output:
First, let’s consider the size of a nickel. A nickel has a diameter of approximately 21.21 mm and a thickness of approximately
1.95 mm.
Next, let’s consider the size of a koala pouch. A koala pouch is designed to hold a baby koala, also known as a joey. The size of
a koala pouch can vary, but it is generally not large enough to fit objects the size of a nickel.
Therefore, based on the size of a nickel and the size of a koala pouch, it is unlikely that a nickel would fit inside a koala pouch.
No

CoT+RE2
Input:
Q: Would a nickel fit inside a koala pouch?
Read the question again: Would a nickel fit inside a koala pouch?
Your answer should be either yes or no , in the form answer .
A: Let’s think step by step.
Output:
First, let’s consider the size of a nickel. A nickel has a diameter of about 0.835 inches (21.21 mm) and a thickness of about 0.077
inches (1.95 mm).
Next, let’s consider the size of a koala pouch. A koala pouch is designed to hold a baby koala, also known as a joey. The pouch
is stretchy and expands as the joey grows. However, the size of the pouch may vary depending on the age and size of the joey.
Based on the size of a nickel and the stretchiness of a koala pouch, it is possible that a nickel could fit inside a koala pouch.
However, it would depend on the size of the pouch and the position of the joey inside.
So, the answer is yes , a nickel could potentially fit inside a koala pouch.

Table 18: StrategyQA Example 262

Input:
A coin is heads up. Hank does not flip the coin. Janine does not flip the coin. Frankie flips the coin. Isa flips the coin. Is the coin
still heads up? Note that "flip" here means "reverse".
Your answer should be either yes or no , in the form answer .
A:

davinci-003 with Vanilla
Output:
No.

ChatGPT with Vanilla
Output:
No.

Table 19: Coin Flip Example 16. Without explicit instruction, ChatGPT and davinci-003 directly generate the final
answer.

Input:
Yesterday was April 30, 2021. What is the date tomorrow in MM/DD/YYYY?
Your answer should be a date, in the format of MM/DD/Y Y Y Y , e.g. 05/01/2022 .
A:

davinci-003 with Vanilla
Output:
05/01/2021

ChatGPT with Vanilla
Output:
11/13/2019.

Table 20: Date Understanding Example 1. Without explicit instruction, ChatGPT and davinci-003 directly generate
the final answer.
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Input:
Ned had to wash 9 short sleeve shirts and 21 long sleeve shirts before school. If he had only washed 29 of them by the time
school started, how many did he not wash?
Your final answer should be a single numerical number, in the form answer , at the end of your response.
A:

davinci-003 with Vanilla
Output:
He did not wash 20 shirts. 20

ChatGPT with Vanilla
Output:
Ned had to wash a total of 9 + 21 = 30 shirts.He washed 29 shirts, so he did not wash 30 - 29 = «30-29=1»1 shirt. Therefore, he
did not wash 1 shirt.

Table 21: MultiArith Example 9. Without explicit instruction, ChatGPT still can generate the CoT output, but
davinci-003 does not.

Input:
A trader sold an article at a profit of 20% for Rs.360. What is the cost price of the article? Answer Choices: A) 270, B) 300, C)
280, D) 320, E) 315
Your answer should be in the form choice . There is only one correct choice.
A:

davinci-003 with Vanilla
Output:
B

ChatGPT with Vanilla
Output:
Let’s assume the cost price of the article is x. The selling price of the article is given as Rs. 360, which is 120% of the cost
price (100% + 20% profit). So, we can write the equation as: x + 20% of x = 360 Simplifying the equation, we get: 1.2x = 360
Dividing both sides by 1.2, we find: x = 300 Therefore, the cost price of the article is Rs. 300. The correct answer is (B)300 .

Table 22: AQUA Example 4. Without explicit instruction, ChatGPT still can generate the CoT output, but davinci-
003 does not.
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