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Figure 1: Instructed Visual Assembly. Given a visual collection, an input timeline, and an assembly
instruction, our model (called the Timeline Assembler) performs the instructed assembly task and
generates an output timeline with the desired edits. The collection comprises various media elements,
such as video clips or images. The timeline is a sequential arrangement of these elements.

Abstract

The objective of this work is to manipulate visual timelines (e.g., a video) through
natural language instructions, making complex timeline editing tasks accessible to
non-expert or potentially even disabled users. We call this task Instructed visual
assembly. This task is challenging as it requires (i) identifying relevant visual
content in the input timeline as well as retrieving relevant visual content in a given
input (video) collection, (ii) understanding the input natural language instruction,
and (iii) performing the desired edits of the input visual timeline to produce an
output timeline. To address these challenges, we propose the Timeline Assembler,
a generative model trained to perform instructed visual assembly tasks. The contri-
butions of this work are three-fold. First, we develop a large multimodal language
model, which is designed to process visual content, compactly represent timelines
and accurately interpret timeline editing instructions. Second, we introduce a novel
method for automatically generating datasets for visual assembly tasks, enabling
efficient training of our model without the need for human-labeled data. Third, we
validate our approach by creating two novel datasets for image and video assembly,
demonstrating that the Timeline Assembler substantially outperforms established
baseline models, including the recent GPT-4o0, in accurately executing complex
assembly instructions across various real-world inspired scenarios.
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1 Introduction

Imagine returning from a zoo trip and finding a visual timeline, e.g., in the form of a short video,
of highlights automatically generated by your device [33, 9]. While reviewing the timeline, you
notice some shots are misplaced and a memorable moment with that kid petting a goat is missing.
Traditionally, making such modifications would require finding the additional shot in your video
collection as well as potential cumbersome interactions with video editing tools. This may be even
harder for users with small-screen devices or users with disabilities for whom it is hard to interact
with traditional interfaces. A more intuitive approach, illustrated in Figure 1, involves using natural
language to direct edits. The users simply state their desired changes, much like setting a calendar
event by voice. Such a system uses the collection of visual assets, the current timeline, and the
provided instruction to return the refined timeline with the requested edits.

We define this capability as instructed visual assembly, a process that involves the automated editing
of a visual timeline in response to user-provided natural language instructions. To effectively automate
this task, the system requires a comprehensive understanding of three key elements: the instruction
itself, the existing visual timeline, and the collection of visual assets. For instance in Figure 1, if a
user instructs the system to "swap the first two clips and add the shot of the kid with the goat," the
system must first understand the multimodal context by interpreting the wording of the instruction
and relating it to the visual data in the timeline and the collection. The system must then identify the
specific elements to be edited, such as the initial two shots, and retrieve the additional clip of the child
with the goat from the collection. This process involves deep multimodal understanding to determine
not only what the user intends but also how these intentions translate into direct manipulation of
visual content. Despite these challenges, instructed visual assembly can enable intuitive video
creation interfaces for novices, and users with disabilities, mitigating the complexities associated with
mastering traditional video editing tools and interfaces, as well as easing the management of visual
content. Moreover, it can ease the editing of videos on devices with small screens where simple
operations like drag and drop become cumbersome.

This is the first work that explicitly addresses the task of instructed visual assembly. While this task
shares similarities with language-based video editing [ 12, 39], which consists of editing the pixels
of a source video based on language instructions, instructed visual assembly distinctively focuses
on executing instructions to arrange visual elements in a timeline. There are other related tasks in
the video assembly space, such as automatic shot transitioning [38, 37] and B-roll recommendation
[18, 52, 47]. However, these tasks primarily provide creative guidance, diverging from the instructed
visual assembly goal of composing timelines through natural language instructions.

In this paper, we present a method for teaching a generative model, named Timeline Assembler,
to follow assembly instructions and generate timelines with the appropriate edits. The Timeline
Assembler builds on Large Language Models (LLMs) to leverage their remarkable skills in following
instructions [5 1, 49] and interpreting multimodal content [29, 56]. Specifically, we adapt a multimodal
LLM [56] to handle the nuances of instructed visual assembly. This adaptation presents two major
challenges. Firstly, existing multimodal LLLMs are designed to process a single image or video. Thus,
devising a representation for handling visual collections and timelines using LLMs remains an open
challenge. Secondly, as shown by our experiments, existing multimodal LLMs struggle to understand
and execute visual assembly instructions, hinting that further tuning for the assembly task is required.
However, we face the challenge of doing so without human-labeled data, which is hard to acquire at
scale for such specialized tasks.

Our work makes the following contributions to address the challenges above:

(1) We design a multimodal LLLM architecture to process visual collections, encode timelines, and
ingest natural language instructions to generate edited output timelines. Our architecture represents
each image or video clip in the collection with a unique identifier and a visual representation
compatible with the LLM’s input space [29]. Secondly, we encode the timeline using the unique
identifiers of each arranged visual element. Finally, we map the LLM’s output tokens directly back
to a timeline, associating each token to its relevant visual element. This design not only ensures a
compact representation of the visual collection and the timeline, but also facilitates a straightforward
reconstruction of timelines from the model’s output tokens.

(2) We propose a new approach to automatically generate a paired dataset (input/output) for instructed
visual assembly. Our method programmatically creates a collection, input/output timelines, and



assembly instructions from an input visual sequence and task candidates. Using this approach, we
generate data to learn the projection layer and Low-Rank Adapters (LoRA) [15] for effective LLM
performance on assembly tasks. Our training approach is not only human-labels-free but also efficient
and enables a wide range of timeline editing tasks.

(3) We construct two datasets, one for image sequence assembly (of still images) and one for
video assembly, to evaluate instructed visual assembly. On both datasets, our method substantially
outperforms baseline approaches, including powerful LLMs such as GPT3.5, highlighting the benefits
of our approach. Moreover, we show that our model can match or even exceed the performance
of specialized (single-task) assembly models, perform equally well regardless of the length of the
timelines, and execute multiple complex instructions at a time.

2 Related Work

Multimodal LL.Ms as Multi-task Interfaces. Our work shares a similar spirit with recent trends
that use LLM capabilities to perform multiple tasks for different applications [14]. Several methods
have been proposed for image and language tasks [56, 2, 29, 23, 8, 21], video understanding [32,

, 7,45, 30], multimodal understanding [53, 54], recommendation systems [13], and robotics and
motion planning [19, 27, 4, 10, 16]. Our Timeline Assembler distinguishes itself by specializing in
the domain of visual timelines, interpreting natural language to modify sequences of visual data. This
unique application extends the use of LLMs beyond physical tasks to the manipulation of multimedia
content.

Video Assembly. Several computer vision techniques have been proposed for automated video
editing tasks [41, 38, 44, 3,22, 37, 6, 42]. Likewise, multiple works have proposed to tackle video
assembly. Li et al. [26] propose multi-shot vlog assembly, drawing parallels to our approach where
an initial sequence guides subsequent shot selections from a candidate pool. Furthermore, other
works [48, 50, 52, 31] have developed tools that assemble videos from input queries, leveraging
multiple components for an intuitive video creation experience. While these works emphasize on
providing creative guidance, our model introduces a user-guided approach to video assembly, enabling
a novel interface to manipulate and arrange timelines with language instructions.

Instruction Fine-tuning and Aligning with User Intent. Our paper builds on methods that adapt
language models to closely following human instructions [40, 5]. Wei et al.[51] first introduced
instruction-tuning, enhancing the usability and multi-tasking of LLMs. [36] expanded this by
integrating Reinforcement Learning from Human preferences (RLHF). [49] demonstrated that GPT3-
generated instructions could achieve results similar to InstructGPT through self-instruct fine-tuning.
Our work uses similar ideas and tailors instruction fine-tuning for visual assembly tasks. We do so
by automatically gathering novel visual assembly instruction data that serves as training data to our
LoRA [15] fine-tuned multimodal LLM.

3 Timeline Assembler

3.1 Timeline Assembler Architecture

Our goal is to design the Timeline Assembler to integrate visual and textual data to generate output
timelines that precisely align with the given assembly instructions. The Timeline Assembler generates
an edited timeline S from an assembly instruction ¢, an initial timeline .S, and a collection of video
clips C'. With instructions often phrased in multiple ways, ensuring consistent output results poses a
considerable challenge. To tackle these challenge, the Timeline Assembler leverages an instruction-
following Large Language Model (LLM) that reasons over text and visual tokens. Our overall
architecture, illustrated in Figure 2, comprises a set of tokenizers that convert multimodal inputs into
a set of tokens X. These tokens are then passed to an LLM, which returns an output sequence of
tokens X that represent a timeline in the LLM space. Finally, we reconstruct the output timeline S
from Xg. We describe each of these components in detail next.

Collection Tokenizer. Our goal is to represent a collection of visual elements as an array of unique
identifier tokens and visual tokens to enable an LLM to process the visual content in the collection.
Each identifier token serves to distinctly identify the visual elements within the collection, while the
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Figure 2: Timeline Assembler Architecture. We design a multimodal architecture to execute
visual assembly instructions to generate visual timelines. Our model takes as inputs: a collection of
images/videos C, a timeline S, and an assembly instruction g. Each image/video in the collection
is represented with a unique identifier token x;, (color-coded) and a visual token x/, forming the
sequence X . The input timeline is represented with the sequence of tokens X g, which comprises
the list of identifier tokens of the images/videos in the timeline. The assembly instruction is tokenized
into X,. Given the input tokens, the task of the Large Language Model is to generate output timeline

tokens X g, which are reconstructed into the output timeline S.

visual tokens encapsulate the visual information. With this design, the LLM can reference the visual
representations associated with each element in the collection.

LetC = {v',v%, ... v"} denote the visual collection, where v* represents a visual element composed
of an image or v1deo chp The collection tokenizer has two key components a mapping function
H that generates a unique identifier token x;, for each visual element v*; and a visual encoder that
embeds every visual input v to produce a visual token x¢ . The mapping function # obtains a unique
text token x! by assigning a token from a set of previously tokenized integers. In practice, this
mapping function operates as a look-up table that helps to assign (and find) the unique identifier
token of a given visual element. The visual encoder ingests a visual element v* and outputs a visual
token x’ . In practice, a pretrained visual encoder g ingests and extracts visual representations from
the input visual elements, and a projection layer ., (-) maps these visual representations into a visual
token that is aligned with the input space of the LLM [34]. Each visual element v? is then represented
as a tuple (x,x! ) consisting of a unique identifier token and a visual token, respectively, such that
the entire array of collection tokens X¢ = [(x},x1), (x3,%2),.. ., (x},x7)].

Timeline Tokenizer. The goal of the timeline tokenizer is to map a sequence of visual elements
within a timeline to their corresponding identifier tokens, allocated during the collection’s initial
tokenization. By utilizing these pre-existing tokens, the tokenizer avoids the need for re-tokenizing
visual elements as they appear in the timeline. Doing so prevents redundant visual tokenization,
enabling the LLM to handle in practice more extensive collections and longer timelines. As a result,
the visual elements (images or videos) are represented only once to save space. Their corresponding
identifier token acts as a reference (or pointer) to the (typically high-dimensional) visual token.

In detail, let S = {v°1, 052, ..., 05!} denote the input timeline, where v>* denotes the i-th visual
element in the timeline, and [ is the length of the timeline. Using the mapping function H, we
can retrieve the identifier token for each visual element v* and construct the tokenized timeline
Xs = [xg, %02, ..., %3,

Instruction Tokenizer. Given an input instruction text prompt g, the goal of the tokenizer is to
map the sequence of strings/words into a discrete set of p tokens such that: X, = [xé, xﬁ, e ,x{;’]7
where X, is a sequence of tokens that represents the full text prompt g. In practice, we leverage the

byte-level BPE text tokenizer [43] of our large language model.
Finally, the input to the LLM is the union of token sequences X, defined as X = [X¢, X, X,].

Large Language Model. Our goal is to develop a model that can assemble and edit timelines
of visual sequences. The model must be able to understand natural language instructions and a



multimodal context representing a visual collection and the input timeline. To do so, we leverage
multimodal LLMs given their capabilities at managing multiple multimodal tasks [29, 8], reasoning
over long sequences [7, 28], and encapsulating knowledge from a plethora of sources [36, 46].

Therefore, we employ a Large Language Model fy(+), parameterized by 6, to generate an updated
timeline sequence X g in response to an input instruction. The model takes a sequence of previously
defined multi-modal tokens X as input and, at test time, outputs a sequence of identifier tokens
representing the updated timeline’s visual elements: fp(X) — X5 = [x71,x52, ..., x; %], where
Q is the output timeline length, and x;* is the identifier token for the i-th element in the updated
timeline.

Timeline Reconstruction. Given the output tokens X 5, produced by the LLM fy(.), the goal of this

step is to reconstruct the output timeline S. To do so, we map each output token, which in practice are
identifier tokens, to their corresponding visual elements using a reverse mapping operation from H.

3.2 Constructing Visual Assembly Tasks

Our goal is to train the Timeline Assembler to effectively perform various visual assembly tasks.
To facilitate this, we define a suite of atomic operations that act as the foundational elements for
constructing and manipulating visual timelines. These operations are:

e Insert (in): Add an element from the collection to the timeline.

* Remove (rm): Delete an entry from the timeline.

* Replace (rp): Substitute one element in the timeline with another from the collection.
* Swap (sw): Exchange positions of two elements within the timeline.

To reference elements, either in the timeline or the collection, we use two types of cues:

* Positional Cue (p): Refers to an element by its identifier or position in the timeline.

» Semantic Cue (r): Refers to an element through a language-based description of its visual
content.

These operations and cues combine to form eight distinct assembly tasks 7' = t., where ¢ represents
the operations in, rm, rp, sw and c denotes the types of cues p, r . An illustration of each
one of these tasks can be found in Figure AS. To generate training data for these tasks, we apply a
transformation function ¢;, to an initial timeline S®. This function manipulates the timeline to produce
a modified version S*. For example, to train the model for the "remove" operation, we artificially
introduce an additional shot into the timeline. An automatically generated caption explicitly instructs
the model to identify and remove this newly added shot, thus reverting the timeline to its original
form. This direct instruction ensures the model learns the specific task through controlled adjustments.
Each transformation is guided by instruction templates q,, filled with the applicable cues c?, to ensure
the instructions are clear and relevant to the task at hand. We use this procedure to generate data
with multiple lengths, and multiple instructions at a time that combine multiple atomic operations in
one instruction, as we will show later in the experiment Section 4. We explain the data generation
procedure in more detail in Section 3.2 of the supplementary material.

3.3 Training the Timeline Assembler

We illustrate our training procedure in Figure 3. The Timeline Assembler’s model M., ¢ has two
learnable modules: the projection layer h.(-) and the language model fy(-). Since we want to keep
the multitask, instruction-following capabilities of the LLM, fy(-), we keep its weights mostly frozen
except for a lightweight set of learnable Low-Rank Adapters (LoRA) [15].

Our goal is to fine-tune the weights of the projection layer and large language model using our
proxy assembly tasks gathered in the training dataset D. In practice, we optimize the negative
log-likelihood loss (NLL) as cited in Brown et al. (2020) by using the following: Loss(6,v) =
— Zf\il log P(X?|X?; 6, ). where N is the number of samples and P(X?|X?; 6, 7) is the probability
assigned by the model M., ¢ to the correct output sequence Xi given the input X’ formed by the
collection tokens X%, timeline tokens X%, and assembly instruction tokens Xfl for sample 7.
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4 [Experiments

Implementation Details. Our model has four main components as shown in Figure 3: the visual
backbone, the projection layer, the LLM, and the low-rank matrices from LoRA [15]. As shown
in Figure 3, the visual backbone and the LLM are kept frozen throughout the training. We only
train the projection layer and the LoRA parameters. For the visual encoder, we adopt the same
architecture as BLIP-2 [24] with ViT-g/14 from EVA-CLIP [! 1] and a Q-former that outputs 32
tokens per image [24]. We initialize the projection layer with that from MiniGPT-4 [56]. Finally, for
the instruction-following LLM, we use Vicuna [55]. For the visual tasks, we use BLIP-2 Flan TS XL
[24] captions as cues c. We provide additional details in Section E in the supplementary material.

Evaluation Metrics. Our system’s performance is assessed using assembly accuracy, which de-
termines whether a generated timeline exactly matches the corresponding ground-truth timeline. A
true positive is a timeline with all its elements identical to the ground-truth, while a false positive
occurs if any element in the predicted timeline differs from the ground-truth. We calculate the Overall
assembly accuracy by evaluating each instance in the testing datasets and computing the percentage
of correctly predicted samples. Additionally, we report the assembly accuracy for each cue type.

4.1 New Datasets for Instructed Visual Assembly

We present the details of our Instructed Assembly Datasets. For both cases, the size of the collection
is 20 visual assets (images or videos). However, the design is not limited to this number (we show
results with different collection sizes in the supplementary material). For the timeline length, we use
I = 5 for Table 1, and 2 <= [ <= 19 for Section 4.4. Every task implies a single modification to
the timeline. We use two data sources D to create Instruction Visual Assembly Datasets. Both are
described below. To ensure instruction-phrasing generalization, we ensure that the training templates
do not overlap with the validation and testing ones.

Visual Storytelling Assembly Dataset (VIST-A). We use images from [17] as source of image
sequences to form our new Visual Storytelling Assembly dataset. The original dataset in [17],
contains Flickr images linked to each other by annotators, to create visual stories each consisting of 5
images and their captions. We use the procedure explained in Section 1 to generate offline samples
for each one of the assembly tasks. For testing, we create 80 samples per task for a total of 640 visual
storytelling assembly tasks. For training, we create data online.

Video Sequence Assembly Dataset (VID-A). We collect a total of 12, 088 YouTube Shorts [1]. We
use these videos to show the capabilities of the Timeline Assembler for video assembly. We divide
each video into shots and take the center frame as the shot representation. We create all possible
timelines of a video by sampling every possible sequence of n consecutive shots. The visual collection
is formed by the shots of the video and when needed. We construct the Video Sequence Assembly
Dataset (VID-A) by creating 80 samples per task for a total of 640 video assembly tasks for testing.
We create three validations sets using this procedure, one with timeline length of 5 for Section 4.2,



Table 1: Instructed Visual Assembly Results. We compare the Timeline Assembler against multiple
baseline approaches. We include zero-shot results for powerful open-source and private VLMs. We
compare the performance of our Assembler across various model capacities on two novel datasets,
VST and VISTA, reporting assembly accuracy for Overall, Positional, and Semantic (cues). * denotes
adjustment on the original implementation of the models.

Assembly Accuracy(%)
VIST-A (Image-based) VID-A (Video-based)
Positional Semantic ‘ Overall || Positional Semantic ‘ Overall

Zero-shot

MiniGPT-4[56] * 0.0 0.0 0.0 0.0 0.0 0.0
LLaVA-1.5[8] * 5.6 0.0 2.8 4.7 0.3 2.5
GPT-40 72.8 25.0 48.9 72.8 18.8 458
Ours

Timeline Assembler-7B 90.1 58.1 74.1 91.8 41.8 66.8
Timeline Assembler-13B 96.9 66.4 81.6 93.7 47.5 70.6

one with variable timeline lengths for multi-len experiments in Section 4.4, and one with several
instructions and variable timeline lengths for compositional experiments in Section 4.4. For training,
we generate data samples using Algorithm 1 online.

4.2 Instructed Visual Assembly Results

In Table 1, we compare our model with state-of-the-art multimodal models. We observed that both
MiniGPT-4 and LLaVA-1.5 lacked the capacity to manage a vast amount of visual data simultaneously.
Accordingly, we adjusted these models to handle the entire collection at once; for more details on
these adjustments, please refer to the supplementary material C. After modifying both models for our
task, neither showed satisfactory performance in these challenging tasks. We discuss the failure cases
of these two models further in Section C of the supplementary material. We attribute their inadequate
performance primarily to the data and instructions on which they were trained, which significantly
differ from the task of instructed visual assembly.

To establish a stronger baseline, we evaluated the recent GPT-40 and found that this model achieved
very impressive zero-shot performance on both datasets, recording 48.9% on VIST-A and 45.8% on
VID-A. However, when trained specifically for the task, our Timeline Assembler clearly emerged as
the best alternative for instructed visual assembly, outperforming all models in both positional and
semantic tasks. The smaller Timeline Assembler-7B achieves 66.8% on the VID-A dataset. When
scaled up to 13B parameters, the Timeline Assembler improves to 70.6%. Thus, our strategy proves
effective and further enhances the capabilities of LLMs and multimodal LLMs for assembly tasks. For
a detailed breakdown of the results for each task and additional analysis on the low performance of
the baselines, please refer to Table A6 in the supplementary material. Additionally, we implemented
additional baselines to perform instructed visual assembly using text-only language models, leveraging
BLIP-2 [24] and replacing every image with its corresponding caption. Detailed explanations and
results of these additional experiments are presented in Table AS in the supplementary material.

4.3 Analysis of the Timeline Assembler

Impact of Multi-Task Training (Table 2). We compare the Timeline Assembler against specialized
models trained for each one of the assembly tasks. We use a similar training strategy but train 8
individual models, one for each assembly task on the VIST-A dataset. To determine which of the 8
models to use for a given instruction, we propose three approaches:

* Random Selection: selects one of the eight models for a given instruction.

* Oracle Task Classifier: employs an Oracle Task classifier to choose the model.

* GPT-4o Classification: uses GPT-4o to classify the instruction and select the appropriate

model. This classifier achieves an accuracy of 81.6%. Details about the performance of the
GPT-40 Task classifier are provided in the supplementary material.




Table 2: Impact of Multi-Task Training. We present a comparative analysis of our proposed model’s
performance under single-task versus multi-task training paradigms. For the single-task case, we
use one model per assembly task and a Task Classifier to decide which model to use. The Random
and Oracle classifiers serve as lower-bound and upper-bound references for the single-task cases,
respectively. We use GPT-4o to classify every instruction into one of the tasks. Our model (featured
in the last row) is a single model that understands and performs every task and does not need any task
classifier. For each task we report the assembly accuracy (%) on the VIST-A dataset.

Multi  Task Positional Cues Semantic Cues Avg.
Task Classifier | Insert Remove Replace Swap |Insert Remove Replace Swap

Lower-Bound X Random | 10.0 15.0 175 11.3(20.0 175 15.0 163|153
Upper-Bound X Oracle | 99.2 98.8 100.0 98.8 | 71.3 70.0 69.6 26.3|79.2
Single-Task Models| X  GPT-4o | 88.1 97.6 80.0 765|677 70.0 46.1 12.1 |67.3

v N/A 98.8 90.4 854 858|658 66.7 542 45.8|74.1

Timeline Assembler

Table 2 shows the remarkable performance of the Timeline Assembler. It is surpassed by only 5% by
the single-task models in conjunction with the Oracle classifier. This finding highlights the Timeline
Assembler’s strong multi-tasking capabilities. The Timeline Assembler, being a single model that
effectively handles multiple tasks without the need for a task classifier, proves to be highly practical.
These results suggest that incorporating more assembly tasks could further enhance the Timeline
Assembler model’s efficacy.

Impact of Training Scale. We analyze how data size impacts the Timeline Assembler’s learning.
We limit the percentage of VIST-A and VID-A data samples available during training. Since we
create training data on-the-fly, cutting down the number of sequences available during training means
less variability in the data. Therefore, we scale the number of epochs accordingly. Table 3a shows
three sizes for VIST-A and VID-A datasets. We observe that the availability of more data for creating
assembly tasks on-the-fly leads to better performance.

Cross Dataset Analysis. Table 3b presents the results when our model is trained on one dataset and
tested on the other. Our model demonstrates generalizability across datasets. When the Timeline
Assembler is trained on visual stories, it can still learn how to perform video sequence assembly and
vice versa. Complementary to the observations in Table 3a, when merging the two datasets during
training, the Timeline Assembler performs the best across both datasets by gaining a notable 6% on
VIST-A and 8% on VID-A. Thus, the favored approach is to continuously incorporate more data.

Ablation of Learnable Modules. Table 3¢ contrasts our model’s performance with and without its
key components. First, when deactivating LoRA (first row), the Timeline Assembler’s performance
drops by a significant 31%. Second, initializing the projection layer from [56] but freezing it (second
row) instead of finetuning it, substantially lowers the assembly accuracy by 12.5%. Finally, when the
projection layer is trained from scratch (third row), the performance is still competitive, as it only
drops by 4%. These results validate that training both, the projection layer and LoRA adapters, is
crucial in training Timeline Assembler to perform instructed visual assembly tasks.

4.4 Timeline Assembler Capabilities

In this section, we evaluate the Timeline Assembler on more complex tasks inspired by real video
editing applications. We aim at evaluating the Timeline Assembler under two difficult scenarios:
(i) The first scenario consists of handling variable input timeline lengths. This scenario challenges
the Timeline Assembler with varying-length sequences and increasingly harder tasks as the length
increases. (ii) The second scenario challenges the Timeline Assembler to deal with the composition of
instructions specified in a single query. In this task, the model must understand multiple instructions
at once and perform several timeline modifications to successfully resolve the user’s input.

Multi-Length Timeline Assembler. In the previous sections, we evaluated the Timeline Assembler’s
capabilities with fixed input timeline lengths of 5 assets. However, in real-life applications, dealing
with multiple timeline lengths is essential. Therefore, using Algorithm | with the same data source as
VID-A, we construct a test set for multiple-length assembly tasks, which we call multilen-VID-A.



Table 3: Analysis of the Timeline Assembler. (a) studies the impact of varying the training data size.
(b) delves into the model’s generalization by testing its performance when trained on one dataset and
tested on another; ‘mean’ is the average accuracy across both tests. (c) presents an ablation study,
indicating the model’s performance with different variations of the model on VIST-A.

(a) Training scale (b) Cross dataset analysis (c) Learnable module ablation
Training scale VIST-A VID-A Testing VIST-A
10% 17.2 159 Training VIST-A VID-A|mean  w/o LoRA 43.0
50% 719  61.7 VIST-A  74.1 62.2 [68.2  frozen h(-) init. from [56] 61.6
100% 741 622 VID-A 717 668 | 692  h,(-) from scratch 70.5
all 80.0 68.8 | 744 Ours 74.1

At training time, we also create data on-the-fly using Algorithm 1. Figure 4 reports the assembly
accuracy of the assembler trained on multiple lengths against the strongest baseline GPT-40 from
Table 1. We report the average assembly accuracy across all tasks within different ranges of timeline
lengths (detailed per-task results can be found in the supplementary material). We observe a decrease
in GPT-40’s performance as the input timeline length increases to 5 and above, indicating that the
tasks become more difficult. Our Timeline Assembler performs consistently across different lengths.

Compositional Timeline Assembler. Another desirable feature for the assembler is to handle
compositions of assembly instructions. This compositional capability would allow greater flexibility
in the assembler’s functionality. Therefore, we create a test set of compositional semantic assembly
tasks, named Compositional-VID-A. Since semantic tasks are more challenging (as shown in Table 1),
we combine them for our test set, presenting a highly challenging yet practical scenario for the
assembler. Our test set includes combinations of two semantic tasks in a single instruction. Examples
of such instructions can be found in Figures A9 to A12. In Table A8, we present different training
strategies and their impact on assembly accuracy for multilen-VID-A and Compositional-VID-A. We
note that GPT-4o struggles with multiple tasks simultaneously. Notably, the compositional Timeline
Assembler outperforms GPT-40 and manages to perform compositional operations 36.3% of the
time. Interestingly, the best way to train the Timeline Assembler for compositional tasks is to also
incorporate single tasks (“Atomic-Task Training”) during training, as shown in rows 2 (compositional
only) vs. 3 (compositional and atomic) of Table A8. The Compositional Timeline Assembler also
performs well on Multi-len VID-A and VID-A, we report these results in the supplementary material.

[ Multi-Length Timeline Assembler [ GPT-40

® - Table 4: Compositional Timeline Assembler. We
gg" 8 R B show results on compositional tasks. Our Compo-
g"o . sitional Timeline Assembler outperforms GPT-3.5.
_%,40 ol b8.0% 50.0% 9.6% Additionally, we show the benefit of including single-
£ tasks (atomic) during training.
i 0 (2-5) (5-10) (10-15) (15-19)
Input Timeline Length Group Semantic
Figure 4: Multi-Length Timgline Assgm- Model Atog?éng Ogmp. VICD?T?%)
bler. Performance across various timeline
lengths. Unlike GPT-40, which has de- GPT-40 X X 3.8
creasing performance after timeline lengths Timeline Assembler| X v 263
larger than 5, our Timeline Assembler is Timeline Assembler| v/ v 36.3

consistent across different lengths.
S5 Conclusion

We introduce the Timeline Assembler, the first generative model for instructed visual assembly.
We train our model using automatically generated assembly tasks. We validate our approach on
two newly built instruction visual assembly datasets and show that the Timeline Assembler follows
assembly instructions more accurately than competing strong multi-modal large language models.
Looking ahead, we believe the Timeline Assembler is a step towards generative models capable of
complex reasoning (such as timeline editing or long-form story telling) over large collections of
multi-modal assets. We include the limitations of our paper in A.
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Supplementary Material

In the following document, we present the limitations of our work in Section A. Additional details on
how to construct visual assembly tasks in Section 3.2. In Section C, we present additional results as
well as detail explanations of the results presented in the main paper. In Sections D and E present
details on the tokenizers, and implementation details of the models, respectively. Finally, Sections F,
and G present qualitative failure cases and qualitative success cases of the Timeline Assembler.

A Limitations

Our paper’s main limitation is efficiency. Generating timelines autoregressive is costly in high-
capacity GPUs, let alone low-power devices. However, our work can directly benefit from the efforts
of the community to make Language models run faster and more efficiently. Additionally, our
model is only limited to the set of operations we have described. Further directions could work on
incorporating another type of operations of the timeline like pixel editing or even trimming shots.

B Constructing Visual Assembly Tasks

We illustrate our assembly tasks in Figure AS.
We consider 8 types of basic operations as de-
fined in Section 3.2 of the main manuscript.
Each one of the tasks is associated with a corre-
sponding transformation function ¢, and a set —
of instruction templates g;. Such transformation Require: Source Data D
function ¢, is a timeline operation that we use ~Require: Set of tasks T
to get a pair of input and target timelines. For in- Require: Dataset Size N
stance, the remove function ¢,,,, removes one En.sur‘.’:. Dataset_?.?
element from the input timeline S° to get the : }‘nltl.iﬂlze D= {}

. s : for i in range(/V) do
target timeline S°. On the other hand, the set of Initialize Collection C* = {}
instruction templates ¢; are templates that are choose sequence length [
filled up with the given cues ¢*. For instance in Sample sequence S° of size [ from D
Figure A5, one of the removing instructions is Sample task 7, with operation ¢*, cue ¢, in-
“Remove the last shot”. It was created us- struction template g} and transformation ¢;_

Algorithm 1 Creating Visual Assembly Task
Datasets

ARANE A

ing the instruction template ¢,,,, “Remove the 7:  §i= ¢! (5%
{ } shot” and the cue “last”. Using all the §: Fill up instruction template g; using cue ¢’
elements previously introduced, we explain how 9. Fill up Collection C* using D and S

to create an instructed assembly dataset D next. 1(: D=DuU{(5,5,¢,C"}

Creating Visual Assembly Task Datasets (Al- B end for
. . . . : return D
gorithm 1). Starting from an existing Data

Source D comprised of visual sequences, a pre-
defined set of assembly tasks T', with corre- .
sponding transformations ¢,_, and a predefined template instruction ¢;, we sample a timeline S* of

length I’ from D, an assembly operation ¢, a cue ¢, and an instruction template g; corresponding to
the assembly task. We then obtain the output timeline S* using transformation ¢;_. Then, we populate
the template ¢! using the cue ¢*. Finally, we fill in the collection C' with the {? visual elements in S’
and |C| — I* elements from D. We repeat this process IV times to obtain a visual assembly dataset
D ={(S',58%,¢",CY),...,(SN,...}.

C Additional Results

Performance Comparison Using BLIP-2 and Text-only Models. As mentioned before, we perform
instructed visual assembly using text-only language models, by replacing each image in the collection
with their corresponding BLIP2 [24] caption. By doing this, the text-only language models can now
perform visual assembly tasks, seamlessly. Table A5 presents the results of the text-only models.
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Figure AS: Visual Assembly Tasks. The Visual Collection (left) showcases individual visual assets
labeled with their corresponding identifiers. The Input Timeline (bottom left) indicates the initial
state of the timeline, while the Output Timeline (right) displays the edited timeline after applying
the respective editing instructions. Each instructions is described both positionally and semantically,
highlighting the system’s ability to interpret and execute edits based on shot identification and
semantic information. The bold font indicates the assembly operation, while the underlined font
indicates the cue (shot ID or a shot description).
Assembly Accuracy (%)
Positional Cues Semantic Cues

Ins. Rem. Repl Swap‘ Ins. Rem. Repl. Swap | Avg.

2000 1l Positional _ “Remove the last “Replace the shot 16 -, ’ -
- 5 with ID 34 to the shot” with the 58” second and third
1 Y - end of the sequence” shot”
23 N 47
” lh . “Add the shot where - - “Change the girl “Swap the shot
| [ ] Semantic she’s eating ice- De?eté the shot Dt” entering the car with where she’s eating
E { = cream to the end of the girl in het room the one of the girl ice-cream to the end
- g/

08 [ ]

Zero-shot

Vicuna-7B [55] 188 7.5 488 75 25 63 138 50 | 138
Vicuna-13B [55] 25.0 125 388 7.5 88 163 175 38 | 163
GPT-40 60.0 963 638 713 |50.0 975 725 525|705
Fine-tuned Text-Only
Vicuna-7B [55] 179 996 942 983 | 0.0 208 46 11.7 | 434
Vicuna-13B [55] 82.1 100.0 80.0 975 | 46 204 6.3 58 | 49.6

(a) VIST-A
Assembly Accuracy (%)
Positional Cues Semantic Cues

Ins. Rem. Repl. Swap‘ Ins. Rem. Repl. Swap | Avg.

Zero-shot

Vicuna-7B [55] 23.8 100 7.5 113 | 25 100 1.3 3.8 8.8
Vicuna-13B [55] 21.3 11.3 7.5 10.0 | 100 125 7.5 6.3 | 10.8
GPT-40 725 938 600 650 (475 913 713 58.8 | 70.0
Fine-tuned Text-Only
Vicuna-7B [55] 56.3 1000 97.1 913 | 25 246 6.7 8.8 | 484
Vicuna-13B [55] 85.0 100.0 913 983 | 7.5 225 50 104 | 525

(b) VID-A

Table A5: Performance Comparison Using BLIP-2 [24] and Text-only Models. Similar to what we
saw in the main manuscript, GPT-40 surpasses the other baselines by a good margin. However, when
training with out method, the vicuna models become our text-only Timeline Assemblers surpassing
all the other alternatives.

Assembly accuracy per task for Table 1. Additional details on MiniGPT4, LLava, and GPT-40.
In Table A6 we showcase an expanded version of Table 1 of the main paper where we show the
performance breakdown per task.

Additional details on MiniGPT-4, LLava, and GPT-40 As indicated in Tables 1 and A6, MiniGPT-
4 and Llava do not perform adequately on these tasks. These models are inherently at a disadvantage
because they were designed for visual instruction tuning, which typically involves handling one visual
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Assembly Accuracy (%)

Positional Cues

Semantic Cues

Ins. Rem. Repl. Swap | Ins. Rem. Repl. Swap‘AVg.

Zero-shot

MiniGPT-4 [56] 00 00 00 00 |00 00 00 00|00
Llava-1.5 [8] 125 75 25 00 {00 00 09 0.0 |29
GPT-40 60.0 96.3 63.8 71.3 |11.3 30.0 45.0 13.8 |48.9
Ours

Timeline Assembler-7B  98.8 90.4 85.4 85.8 [65.8 66.7 54.2 45.8 |74.1
Timeline Assembler-13B 89.2 99.2 99.2 100.0|54.6 76.7 73.8 60.4 |81.6

(2) VIST-A
Assembly Accuracy (%)

Positional Cues Semantic Cues
Ins. Rem. Repl. Swap|Ins. Rem. Repl. Swap‘Avg.

Zero-shot

MiniGPT-4 [56] 00 00 00 00|00 00 00 00100
Llava-1.5 [8] 88 75 25 00 (00 00 13 00|25
GPT-40 72.5 93.8 60.0 65.0(10.0 21.3 27.5 16.3 |45.8
Ours

Timeline Assembler-7B  75.4 98.8 95.8 97.1 [42.5 55.0 41.7 279 |66.8
Timeline Assembler-13B 89.6 100.0 96.3 99.6 [58.3 67.9 64.6 58.3 |79.3

(b) VID-A
Table A6: Performance Breakdown Per Task (Table 1 Main Paper Supplemental)

instance at a time. Instructed visual assembly, in contrast, requires managing a large collection of at
least 20 images per instruction, making these models unsuitable for the task. However, they were the
closest available open-source models to serve as our baselines.

In the case of MiniGPT-4, when prompted with several images (our collection) and an instructed
assembly task, it tends to produce generic captions for some images in the collection. We will
showcase examples of these failure cases later in the manuscript. One notable advantage of MiniGPT-
4 is the use of Q-former, which reduces the number of tokens needed to represent a single image.
This allowed us to utilize this model without major modifications since our entire task fit within the
context limit of MiniGPT-4. Conversely, for Llava-1.5 [8], a single image is represented by 576
tokens; with a collection of 20 images, the input sequence increases to approximately 11,520 tokens,
far exceeding the original design limitations of LLMs [35]. We attempted to use vanilla Llava-1.5 but
encountered significant context limitations that prevented the model from producing any meaningful
output. We then modified Llava to reduce the token count per image by trying methods such as
averaging all tokens, max pooling, or using the [CLS] token. We determined that using the [CLS]
token was most effective for our task. Despite these efforts, Llava-1.5 was still unable to perform
assembly tasks adequately. Unlike MiniGPT-4, Llava-1.5 attempted to follow instructions and often
produced valid output sequences, yet it struggled to generate correct results.

For GPT-40, we developed a prompting strategy that involved overlaying the identifier ID on each
image in the collection and displaying the images as a high-resolution grid of 5x4. This approach
eliminated the need for overlaying images and text from Algorithm 2 when prompting GPT-4o.
This method was only feasible because GPT-40 can process high-resolution images; attempts with
MiniGPT-4 and Llava-1.5 failed as the resolution was insufficient to display the entire collection with
visible IDs in a mosaic format.

Expanded results of Multilen Assembler. In Table A7, we showcase per-task results of GPT-40
and the Mutilen-Timeline Assembler from Figure 5 in the main manuscript. We report the average
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Table A7: Multilen-VID-A. Extended results of Figure 5 in main paper. We show the results per task
of GPT-40 and the Multilen-Timeline Assembler on the Multilen-VID-A dataset.

Assembly Accuracy (%)
Positional Cues Semantic Cues
Ins. Rem. Repl. Swap|Ins. Rem. Repl. Swap|Avg.
GPT-40 35.0 775 31.3 62.5|88 13.8 125 8.8 |31.3
Timeline Assembler-7B 98.8 96.3 98.8 98.8 |51.3 53.8 48.8 75.0 |77.7

Table A8: Compositional Timeline Assembler results. We showcase the results of the Composi-
tional Timeline Assembler on semantic tasks on VID-A and Multi-len-VID-A.
Assembly Accuracy (%)
Semantic Cues
Insertion Removal Replacement Swap‘Average

VID-A

Timeline Assembler 42.5 55.0 41.7 279| 41.8
Compositional Timeline Assembler 40.00  58.75 42.50  35.00| 44.06
Mutlilen-VID-A
Multilen Timeline Assembler 51.3 53.8 48.8 75.0| 57.2
Compositional Timeline Assembler 48.8 51.2 45.0 40.0| 46.2

across all lengths. As observed in Figure 5 in the main manuscript, the Multilen-Timeline Assembler
outperforms GPT-40 on all assembly tasks.

Compositional Timeline Assembler performance at single tasks. In Table A8, we showcase the
performance of the Compositional Assembler on single tasks. We show results only on semantic cues
since the model was trained on compositions of semantic tasks. Interestingly, the results show that
adding compositional tasks during training improves the average performance on VIST-A. Note that
the Compositional Timeline Assembler was also trained on variable input timeline lengths, so it also
performance relatilevely well on Multilen-VID-A.

Table A9: Impact of Collection Size on the Timeline Assembler trained with Collection Size
20. We show the impact of increasing the Collection Size of a model trained with a Collection Size
equal to 20 (the original model is shown as gray in the row). We evaluate the model by increasing
the Collection Size without training it. We observe the performance degrades when the Collection is
more than double what the model was trained for.

Positional Cues Semantic Cues
Collection Size | Ins. Rem. Repl. Swap | Ins. Rem. Repl. Swap | Avg.
20 98.8 904 854 858 [658 66.7 542 458 |74.1
30 97.5 89.6 84.6 863|563 62.1 43.8 39.2 |69.9
40 86.3 86.7 85.0 854 |36.7 529 342 254 |61.6
50 50.0 66.3 77.9 59.6 |19.2 383 258 142 439
60 42 296 00 175|100 67 00 00 |72
(a) Impact of Collection Size on VIST-A
Positional Cues Semantic Cues
Collection Size | Ins. Rem. Repl. Swap | Ins. Rem. Repl. Swap | Avg.
20 754 98.8 958 97.1 [42.5 55.0 41.7 27.9 |66.8
30 80.4 97.1 933 958 |28.3 492 454 21.3|63.9
40 729 90.8 93.8 88.8 [27.5 40.0 31.7 20.0 |58.2
50 404 50.0 642 533 |13.8 26.7 17.9 142 |35.1
60 129 333 325 396|100 9.6 0.0 13 |16.2

(b) Impact of Collection Size on VID-A
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Performance at different collection sizes. In Table A9, we demonstrate the Timeline Assembler-
7B model’s performance, which was trained with a collection size (|C|) of 20, when tested with
varying |C'|. As expected, a gradual decrease in performance was observed as |C| increases. Notably,
up to |C| = 40, Timeline Assembler maintains reasonable performance despite not being trained for
larger |C|. However, at |C| = 50 and more significantly at |C| = 60, we see a substantial drop in
performance, making the model less effective for the task. This finding could be due to the increased
difficulty in locating a specific item as |C| grows, since the chance of randomly finding an item is
1/|C|. Additionally, the original Llama model’s [46] context size limit may contribute to this effect.
When |C| exceeds 40, the used context approaches 2048 tokens, the Llama’s limit. To mitigate this
issue, we employ RoPE scaling [20] to double the context to 4096 tokens. Despite RoPE scaling’s
relative effectiveness, it does incur some performance degradation as |C| increases, as explained
in [20]. Therefore, we suggest the dramatic performance drop at |C| = 60 is due to both the increased
task complexity and the impact of context scaling. We believe future research in enabling longer
context in LLMs will empower our Timeline Assembler to handle much larger collection sizes.

Comparison with Transcript to Video[52]. We classify assembly instructions using a GPT-40
“task classifier” as described in our Section 4.3 (Table 2). Second, we extract BLIP captions for each
visual asset in the timeline. We then use CLIP text embeddings to find and edit the prompt according
to the assembly instruction. Our re-implementation of TtV, builds on the stronger CLIP backbone
(instead of S3D). When compared ins VIST-A, we observe that TtV underperforms compared to our
model (39.7% vs. 81.6%), likely due to compounding errors introduced by each step of the system.

MiniGPT-4 Failure Mode. We extended MiniGPT-4 to our task by enabling it to accommodate
multiple visual elements as input, as described in Section 3. Despite this adaptation, MiniGPT-4 was
unable to comprehend assembly instructions, resulting in 0% assembly accuracy and often producing
text related to isolated assets in the collection without forming any interpretable output timeline
(please see Figure A6). These results emphasize the novelty/contribution of our work, which lies
in: (i) adapting multimodal LLMs to handle sets (the input collection) and sequences (the input and
output timelines) of visual assets (video clips or images), and in (ii) developing a unique instruction
fine-tuning pipeline that uses automatically generated assembly instructions for training the visual
assembly task.

17



Figure example output.

Instruction: Remove the “second"’ clip and replace it with the clip “showing
a woman pouring water into a bowl of berries""

{ 1: {"clip_id": "4864"},2: {"clip_id": "6085"},
3: {"clip_id": "3651"}, 4: {"clip_id": "7257"},
5: {"clip_id": "7580"}, 6: {"clip_id": "3515"} }

MiniGPT4 Output: ‘“a mushroom™

(a) Output for sample in Fig A12. MiniGPT4 simply generates the phrase ‘a mushroom’,
showing its inability to perform assembly tasks out of the shelf.

Figure example output.

Instruction: Add the clip of the "bird on a tree" in the the "first" position of
the timeline. Then, remove the clip of the "dog rolling in the grass".

{1: {'clip_id ': '0975'},2: {'clip_id ': '7182'},
3: {'clip_id ": '6278'},4: {'clip_id ': '1817'},
5: {'clip_id ': '9096'}}
MiniGPT4 Output: ‘The dog’s on a tree is a "92" in the position of the

timeline. Add the clip of the "dog crawling on grass" in the "first" position

of the timeline, and remove the clip of the "dog crawling on grass" in the
"second" position.’

(b) Output for sample in Fig A9. In this case, MiniGPT4 gives some descriptions related to
the iamge and the instruction, but does not output the updated timeline.

Figure A6: Examples of MiniGPT-4 Outputs. We showcase three examples of MiniGPT4 outputs
for the assembly samples in our dataset. MiniGPT4 yields close to 0% assembly accuracy due to

its inability to understand the assembly tasks. To observe how the Timeline Assembler succesfully
performs the assembly tasks please refer to figures in Section G.



D Input Tokenizer

Visual-Text Inputs. In Section 3 of the main paper, we explained how we manage the visual
elements through a collection that contains all the visual information. This modeling allows us to
manage the timeline as pointers to the visual elements. To clarify how exactly we do this process,
please refer to Figure A7 that shows an example before being tokenized and fed to the LLM. Figure A7
shows the basic structure of the collection containing the fields clip_id and clip. We use these two
fields to store the information of each clip, such that clip_id contains the identifier token x}, for
every clip, and clip contains the visual information x’ ) which stores the visual tokens coming from
the output of the projection layer k.. Algorithm 2 shows how we parse each input to place the visual
token in their corresponding fields in the collection. In a nutshell, Algorithm 2 splits the inputs into
several pieces based on the string “<VisualHere>". For each piece we know that there is a visual
token separating them (given the structure of the collection shown in Figure A7). Thus, we simply
find all the “<VisualHere>" placeholders and replace them with the visual tokens coming the visual
backbone g and the projection layer h.. The rest of the input is simply processed as standard text.

Algorithm 2 Visual-Text Tokenizer Function

Require: collection, prompt
Ensure: prompt is a string
Ensure: collection is a list
Ensure: collection[i] is an Image
prompt_splits < split(prompt, "<VisualHere>")
sequence <— empty list
for i « 0 to length(prompt_splits) — 1 do
prompt_piece = prompt_splits]i]
prompt_piece_emb = llm.embed (prompt_piece)
append(sequence, prompt_piece_emb)
if i < length(prompt_splits) — 1 then
visual_embed = vit.embed(collection]i])
append(sequence, visual_embed)
end if
end for
return sequence

Text-Only Inputs. For text-only baselines, we replace the string “<VisualHere>" with the BLIP-
2 [24] generated caption of the corresponding visual asset, and tokenize the entire input as text. In
this case, Algorithm 2 is not needed.

E Implementation Details

Additional Training Details. In Table A10 we show more training details, including the LoRA [15]
hyper-parameters. Our model trains on 1 GPU A100 for 100k iterations, which is around 16hours of
compute per training. At test time, the model takes around 5 seconds per instruction on the same
hardware.

Assembly Task Classifier with GPT4o0. In the multi-task analysis (Table 2) of the main paper
we used a task-classifier based on GPT-40 to decide which model to use depending on the input
query. We use the input prompt shown in Figure A8 to query GPT-40 and classify into one of
eight tasks, each of the assembly instructions in our testing set. The results of this classifier are
shown in Table A11. We observed that the Semantic Swap task can be challenging to identify,
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Input Example

Collection:

[

{"clip_id ":0935," clip"
{"clip_id":0721," clip":

{"clip_id ":0612," clip ":
{"clip_id ":0899," clip ":

{"clip_id":0327," clip ":

:"<VisualHere >"},
"<VisualHere >"},

"<VisualHere >"},
"<VisualHere >"},

"<VisualHere >"}

Human: You are presented with a collection of images, you have to modify the timeline
accordingly, to complete the instruction you are given.

]

The current timeline is:

{
1: {"clip_id": 0894},
2: {"clip_id": 0374},
3: {"clip_id": 0899},
4: {"clip_id": 0464},
5: {"clip_id": 0665}

}

Instruction: Remove the “second” clip and replace it with the clip “showing a woman
pouring water into a bowl of berries”.

{
1: {"clip_id": 0894},
2: {"clip_id": 0374},
3: {"clip_id": 0899},
4: {"clip_id": 0464},
5: {"clip_id": 0665}
}

Figure A7: Input Example. We show an example of the whole input required to perform assembly
tasks. This input includes the Collection, the Input Timeline, and the Instruction that tells the model
what kind of operation to perform on the Timeline.

which might be one of the reasons why this task is the lowest-performing one across all models.
Table A10: Training Parameters

Configuration Value Table A11: GPT-40 Task-Classifier.
LoRA -1 16
LoRA - « 32 Task Accuracy
LoRA - dropout 0.1 Positional Insertion 88.8%
Optimizer AdamW Positional Removal 98.8%
Optimizer momentum 1, 82 = 0.9,0.999 Positional Replacement 80.0%
Weight decay 0-0575 Positional Swap 77.5%
Base learning rate 6 x 10~ ; Semantic Insertion 95.0%
Wgrmup leam1gg rate 5 x 1076 Semantic Replacement 66.2%
Minimum learning rate 2x10 .

: : Semantic Removal 100.0%
Learning rate schedule cosine decay B
Warm-up iterations VST,VISTA=7TK , 10K Semantic Swap 46.2%

Total iterations VST,VISTA=T70K,100K
Batch size 1
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GPT-4o0 Classifier: Input Prompt

TEMPLATE = You task is to classify an assembly instruction into 8 different categories. There are four different types of operations:
Insert: Inserts an element from the visual collection into the timeline.

Remove: Deletes an element from the timeline.

Replace: Changes an element from the timeline with one from the collection.

Swap: Interchanges two elements from the timeline.

We can refer to the visual elements by:

(a) a semantic reference, which describes the visual appearance of the elements with text, and

(b) ID reference, which specifies the elements to manipulate by their unique ID and position in the timeline.
That said, in total there could be 8 categories, which we provide an example for each below:
positional_insertion: “Append the shot with ID 34 to the end of the sequence”

positional_removal: “Remove the last shot”

positional_replacement: “Replace the shot 16 with shot 58”

positional_swap: “Exchange the second and third shot”

semantic_insertion: “Add the shot where the girl is eating ice-cream to the end of the sequence”
semantic_removal: “Delete the shot of the girl in her room”

semantic_replacement: “Change the shot of the girl entering the car with the one of the girl and the goat”
semantic_swap: “Swap the shot of the girl eating ice-cream with the last shot of the sequence”
IMPORTANT: Just output the query class. DO NOT explain.

Query: “{ }”

Figure AS: Input query for GPT-40 Task Classifier.
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F Failure Modes

We include failure modes of the Timeline Assembler in Figures A9 to A12. We explain each failure
mode in details inside the red boxes. In general, the Timeline Assembler’s failures often occur due to
misinterpretation of instructions (Figures A10,A11,A12), not finding elements in the collection that
match the visual description (Figures A9,A11,A12), or executing only one of the of the two tasks it
was instructed to do (Figures A10, and A11).

G Additional Qualitative Results.

In Figures A9 to A12 we show more qualitative results. We include the collections that we omitted
in the main paper due to space reasons. We can see the Collections along with some examples in
the same order that they appeared in the main paper. We show 3 additional examples that showcase
the Timeline Assembler’s ability to manage timelines and modify them given a wide variety of
instructions.

22



Visual Collection

Assembly Instruction

Input Timeline
Add the clip with a black dog laying on the grass at the

Output Timeline

third position. Then, replace the sixth shot with the one a w' Y g # E E E
showing a person’s hand through the hole of a guitar. L.~ F O : — N § & :

=

; 2 L e 5 £ - — b
Added Replaced E

Our model accurately performs the editing operations. It did so by identifying the desired shots from the collection and position them in
the right place of the timeline.

Assembly Instruction

Input Timeline
Add the clip of the bird on a tree in the first position of

the timeline. Then, remove the clip of the dog rolling on d &
the grass. F

Output Timeline

Added Removed

The model executed a compositional instruction. It correctly added the shot of the bird on a tree but also removed the undesired shot of
the dog rolling on the grass.

Assembly Instruction Input Timeline
Add the shot with a close-up of a guitar being played

by a woman in the last position of the timeline. a » g é g !
= J G N et ” = =

Output Timeline

M L

Added

[ Our model is able to understand cinematographic terms such as “close-up” enabling more creative control at the assembly instructions.

In this example, the model identified the right shot in the collection and append it to the end of the timeline precisely.

]

Assembly Instruction

Input Timeline
Remove from the timeline the shot with a blanket

[« ninl i b=
sitting on the grass. . * .

. NG s ) e =
Output Timeline

o e
L= :

The model struggles when instructions are ambiguous. A common failure case includes when the models returns an unmodified
timeline. This often occurs when there are multiple valid options for the model to execute.

]

Figure A9: Qualitative Results 1. We showcase an extended version of the first example in the main

paper. We showcase its collection and additional examples.
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Visual Collection

Assembly Instruction Input Timeline
Add the clip of a person cutting a toast at the beginning zi'rﬁ "Z"mikp:f@ B‘ ""
of the timeline. 1 & [‘ 2T Sl V |

Output Timeline

FEARFDLAMEEN TS W IS

Added

The Timeline Assembler performs seamlessly well in long timelines. In this example, it was able to prepend a shot of a “person cutting a
toast” even when the input timeline had 17 shots.

Assembly Instruction Input Timeline
e unere s person seing st s e, A AUP R LMBEF TSNV IS
Output Timeline

RPALNREYZ SRS
SrRFALMREEY SN Y

Swapped

Our model successfully swapped the two referenced shots. Despite being multiple candidate shots depicting bread, the model was able
to identify the shot where the bread is being sliced and swapped with the shot of the woman tasting food.

Assembly Instruction Input Timeline

Replace the last shot of the timeline with the one i s A2ARD OF N oW 'y
showing a person putting a toast into a bowl from the zﬂ‘ "‘E m ul‘ m iﬁi m kk’ﬁ “‘V "
collection.

Output Timeline

FARFDLMAEEN TSR NWAS

[ The model did not do any editing operation and returned the unmodified input timeline as output. In this example, the model struggled ]

to find a shot in the collection that matched the provided visual reference.

Assembly Instruction Input Timeline

Swap the shot showing a bowl with sugar with the one l.«'j@ i}]umi@ p&' k&’w B‘ V'1 "

showing a bowl with cocoa powder. Then, remove the
show of the woman tasting food.

Output Timeline
A S 3 e = 4 N ERE . ;- V- v
i A gl ) O N '
BRI e BTN K& e RS )
Removed
The model accurately removed the shot of the woman tasting food. However, it did not swap the sugar and coca powder shots. We
have observed that swapping is one of the most challenging operations for our model.

Figure A10: Qualitative Results 2. We showcase an extended version of the second example in the
main paper. We showcase its collection and additional examples.
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Visual Collection

I“Z o P

Assembly Instruction Input Timeline

Remove the clip using a drill to make a frame. Then T EF 7
include the shot showing a man cleaning a wooden 1 \ e I ¢
bench into the first position of the timeline. P 2 ‘ J— N

Output Timeline

e

Added Removed

The Timeline Assembler executed a complex and compositional instruction. It removed the target shot from the timeline and retrieved
one from the collection inserting it into the first element of the timeline.

Assembly Instruction Input Timeline

Add the shot depicting a person painting wooden at the . <L 7 L
end of the timeline. Then add the clip showing a woman q l‘ \ } 5’ Sy

sitting on a bench at the end of the timeline. J— £}
Output Timeline

Added
L While the model added the shot of “a person painting wooden” it did not execute the full compositional instruction, missing the second ]
part of the instruction.
Assembly Instruction Input Timeline
Swap the following to clips: “a close-up of making T 1 % E li
wooden crate” and “a woman sitting showing her ' | i
converse shoes” »
Output Timeline

Replaced ﬁ

[ The model confused the editing operation and replaced and element from the timeline with one from the collection. While the model ]

did not follow the instruction the suggested edit follow the semantic meaning of the provided visual references.

Assembly Instruction Input Timeline
Remove the clip showing a circular saw from the N~ 'si y r
current timeline. L : A g é[/’ 2
i 3 - N —
Output Timeline
e
A <

Removed

The Timeline Assembler was able to spot the clip depicting “a circular saw” and remove it from the timeline. We have observed that our
model can more easily parse concise visual references.

Figure A11: Qualitative Results 3. We showcase an extended version of the third example in the
main paper. We showcase its collection and additional examples.
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Visual Collection

Assembly Instruction

Take off the shot with a person holding a mushroom
with meat inside from the timeline.

Removed

Input Timeline

Output Timeline

The model identified the right shot displaying @ mushroom with meat inside, removing it accurately from the timeline. This result
highlights the capabilities of the model to understand fine-grained visual references.

Assembly Instruction

Add the shot of a person slicing carrots in the third
position of the timeline.

Input Timeline

a@!g m

Output Timeline

Added

The model retrieved the shot showing “slicing carrots” and generated an output timeline that closely follows the assembly instruction.
Overall, our model exhibits remarkable visual understanding capabilities as well as properly conducting operations on the timeline.

Assembly Instruction

Insert the shot of a person mixing ground meat in a
bowl at the end of the timeline.

Input Timeline

Output Timeline

The model can also perform instructions in a sequential fashion. In this example, we showcase an example where the model
successfully added a target shot from the collection.

Assembly Instruction
Replace the sixth shot with the one showing a person
cutting an upside-down mushroom, also add a clip

showing a person showing a mushroom with meat
inside at the end.

Output Timeline

Input Timeline

Replaced Added

L While the model understood the indicated edited operations it failed to understand the visual content and the inserted shots do not ]

align with the instruction. This often occurs with convoluted prompts with poor punctuation.

Figure A12: Qualitative Results 4. We showcase an extended version of the fourth example in the
main paper. We showcase its collection and additional examples.
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