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Abstract

The recent DeepSeek-R1 release has demonstrated the immense potential of rein-
forcement learning (RL) in enhancing the general reasoning capabilities of large
language models (LLMs). While DeepSeek-R1 and other follow-up work primarily
focus on applying RL to competitive coding and math problems, this paper intro-
duces SWE-RL, the first approach to scale RL-based LLM reasoning for real-world
software engineering. Leveraging a lightweight rule-based reward (e.g., the similar-
ity score between ground-truth and LLM-generated solutions), SWE-RL enables
LLMs to autonomously recover a developer’s reasoning processes and solutions
by learning from extensive open-source software evolution data—the record of
entire software development cycles, including code snapshots, code changes, and
events such as issues and pull requests. Trained on top of Llama 3, our resulting
reasoning model, Llama3-SWE-RL-70B, achieves a 41.0% solve rate on SWE-
bench Verified—a human-verified collection of real-world GitHub issues. To our
knowledge, this is the best performance reported for medium-sized (<100B) LLMs
to date, even comparable to leading proprietary LLMs like GPT-40. Surprisingly,
despite performing RL solely on software evolution data, Llama3-SWE-RL has
even emerged with generalized reasoning skills. For example, it shows improved
results on five out-of-domain tasks, namely, function coding, library use, code
reasoning, mathematics, and general language understanding, whereas a supervised-
finetuning baseline even leads to performance degradation on average. Overall,
SWE-RL opens up a new direction to improve the reasoning capabilities of LLMs
through reinforcement learning on massive software engineering data.

1 Introduction

The application of large language models (LLMs) to software engineering (SE) tasks has received
significant attention, with researchers exploring their potential to automate various complex SE tasks,
such as library-level and complex code generation (Zhuo et al., 2024; Zhao et al., 2024), real-world
bug/issue resolution (Xia and Zhang, 2022; Jimenez et al., 2023; Yang et al., 2024c), and software
testing (Deng et al., 2023; Jain et al., 2024a). Among these tasks, SWE-bench (Jimenez et al., 2023)—
a benchmark for solving real-world software issues—has emerged as a focal point of research efforts,
and researchers have proposed various agentic (Yang et al., 2024b; Wang et al., 2024b; Gauthier,
2024) and pipeline-based (Xia et al., 2024; Orwall, 2024; Zhang et al., 2024) methods to push LLMs’
real-world issue solving capability. However, most current techniques rely on powerful proprietary
LLMs like GPT-40 (OpenAl, 2024a) or Claude-3.5-Sonnet (Anthropic, 2024a), where advancements
are driven more by enhanced prompting strategies than by improvements in the underlying LLM.
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Figure 1: Overview of SWE-RL. We create a seed RL dataset from GitHub PRs, including issue
descriptions, code context, and oracle patches. A policy LLM generates code edits via reasoning.
Rewards are based on the similarity to oracle patches, with penalties for formatting errors. We
optimize the policy using GRPO.

With the release of DeepSeek-R1 (DeepSeek-Al, 2025), reinforcement learning (RL) using rule-
based rewards has become a crucial technique for enhancing the reasoning capabilities of LLMs
across various downstream tasks, including coding (Zeng et al., 2025) and mathematics (Yeo et al.,
2025). However, their effectiveness in SE tasks remains limited (DeepSeek-Al, 2025), and their
substantial total parameter size (671B) poses challenges for researchers attempting to train them. For
mathematics, the reward is generally defined as whether the answer predicted by the LLM can exactly
match the ground truth (DeepSeek-Al, 2025). While in coding, existing RL research typically utilizes
execution feedback (DeepSeek-Al, 2025; Gehring et al., 2025) as the reward signal and is limited
to competitive programming tasks (Li et al., 2022; Jain et al., 2024b), where code is self-contained
and easily executable. This is challenging to apply to real-world SE tasks due to the execution cost
and lack of executable environments (Pan et al., 2024). Meanwhile, previous research (Ma et al.,
2024; Pan et al., 2024; Xie et al., 2025) relied on proprietary teacher models and focused primarily on
supervised fine-tuning (SFT), which, as we show in the paper, is less effective and less generalizable.

To address these limitations, we propose SWE-RL, the first RL. method to improve LLMs on SE
tasks by directly using rule-based rewards and software evolution data—the record of entire software
lifecycle, including all code snapshots, changes, and events like PRs and issues. As shown in
Figure 1, we begin by curating a comprehensive dataset of GitHub pull requests (PRs), which is then
transformed into the seed dataset for RL. Each data item includes an issue, the corresponding code
context, and the oracle patch merged by the PR. During RL, the policy LLM is tasked with solving a
given issue through reasoning and producing the code changes. The code changes are then converted
into a consistent patch format for reward calculation. If the response is incorrectly formatted, the
reward will be —1; otherwise, the reward is a similarity score (between 0 and 1) of the predicted and
the oracle patch calculated by Python’s diff1ib.SequenceMatcher (Ratcliff and Metzener, 1988).
Notably, we provide the complete content of each file in the input prompt, which implicitly teaches
the model to reason about the precise fault locations before suggesting repair edits.

Applying SWE-RL to Llama-3.3-70B-Instruct (Dubey et al., 2024), our model Llama3-SWE-RL-70B
solves 41.0% of the issues in SWE-bench Verified (OpenAl, 2024), a human-verified subset of
SWE-bench, with Agentless Mini, our pipeline-based scaffold built upon Agentless (Xia et al., 2024),
featuring simplifications to match our RL process and enhancements for scaling. This performance is
comparable to leading proprietary LLMs like GPT-40 (OpenAl, 2024a) and state-of-the-art among
medium-sized LLMs with less than 100B total parameters. Our ablation studies demonstrate that
Llama3-SWE-RL-70B significantly outperforms its Llama baseline. Additionally, we developed a
competitive supervised fine-tuning (SFT) model from Llama-3.3-70B-Instruct using synthetic data
generated in the Magicoder (Wei et al., 2024) style to enhance the chain-of-thought (Wei et al., 2022)
process, employing the same seed as SWE-RL. We show that Llama3-SWE-RL-70B, trained with
SWE-RL solely for solving issues, not only surpasses the SFT model in SWE-bench but also excels
in other out-of-domain (OOD) tasks, including function-level coding (Chen et al., 2021; Liu et al.,
2023), practical code generation with library use (Zhuo et al., 2024), code reasoning (Gu et al., 2024),
mathematics (Hendrycks et al., 2021c), and general language understanding (Hendrycks et al., 2021b).



In these OOD tasks, Llama3-SWE-RL-70B even outperforms Llama-3.3-70B-Instruct, whereas the
SFT model results in decreased performance.

In summary, our contributions are as follows:

* We introduce SWE-RL, the first RL approach specifically designed to enhance LLMs for SE tasks
using software evolution data (e.g., PRs) and rule-based rewards.

* We develop Llama3-SWE-RL-70B, trained with SWE-RL on Llama-3.3-70B-Instruct. It achieves
41.0% on SWE-bench Verified, the best performance among medium-sized language models
(<100B) and even comparable to leading proprietary models like GPT-4o.

* We show for the first time that applying RL solely to real-world SE tasks, such as issue solving,
can already enhance an LLM’s general reasoning abilities, enabling it to improve on out-of-domain
tasks like math, code generation, and general language understanding.

2 SWE-RL

To prepare the initial dataset for RL, we extract 273k high-quality PR seeds from the raw PR dataset
we collected from GitHub. These seeds are selected based on specific heuristics. For example, a PR
instance should include at least one linked issue, the issue should describe a bug-fixing request, and
the code changes should involve programming files. For each seed, we extract the issue descriptions
and code context, including all changed files and some relevant but unchanged files. These are
converted to input prompts for the policy LLM. We also take the oracle patch from each seed, which
will be used for reward calculation. More details are explained in Appendix A.

2.1 Reward modeling

[System] A user will ask you to solve a task. You should first draft your thinking process (inner monologue).
Then, generate the solution. Your response format must follow the template below:

<think>

Your thoughts or/and draft, like working through an exercise on scratch paper. Be as casual and as long as you want
until you are confident to generate a correct solution.

</think>

<solution>
Final solution presented to the user.
</solution>

[User] ...here is the issue text: {issue}
...here is the code context: {context}
...generate search/replace edits to fix the issue...

[Assistant]

Figure 2: Prompt template used to train Llama3-SWE-RL with SWE-RL. Given an issue
description and the corresponding code context, the policy LLM needs to generate search/replace
edits (Xia et al., 2024) to fix this issue through reasoning. This is the only subtask we incorporate in
the RL training. During inference, the LLM can generalize to tasks outside the training domain (e.g,
file-level localization and test generation). For conciseness, we exclude certain prompt details, with
the complete prompt template available in Appendix D.

We bootstrap the policy LLM with the prompt template shown in Figure 2. Assuming that the LLM
has generated a rollout o given an issue and its code context, the reward function is defined as follows:

R(0) = {_1» if 0 has wrong format, n

compare(patchpreq, patchg), otherwise.

Here, patchpq is the patch extracted from the LLM generation o if it is correctly formatted, and
patchg: means the oracle patch for this issue.



In the implementation, we use Python’s difflib.SequenceMatcher as the compare function,
which returns a floating point between 0 and 1 indicating the sequence similarity, and adopt Group
Relative Policy Optimization (GRPO) (Shao et al., 2024) for policy optimization.

Given a seed RL dataset Dy Where each item contains (1) issue, the issue description, (2) ctx, the
code context required to solve this issue, including both files to repair and relevant files not intended
for editing, and (3) patchg, which is the oracle patch. The input prompt for each data item is formed
by instantiating the prompt template in Figure 2 with the issue description and code context, which
we denote as ¢ = form-prompt(issue, ctx). The policy LLM 7y tries to solve the issue by generating
code changes through reasoning, and produces multiple outputs o; for each input prompt g given the
group size G. Then, the policy LLM aims to maximize the following GRPO objective:
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e and (3 are hyperparameters, and mg_, and 7. are the old and reference policy. The rewards
ri = R(0;) and advantages A; = © _:tlff(‘:,?(“m; ) are calculated using the normalized rewards

within each group following GRPO. Dyj, denotes the estimated KL-divergence (Schulman, 2020).

Our training approach conditions the model on the complete context of each file, implicitly forcing
it to identify detailed fault locations before generating repair edits. This process inherently teaches
the model both bug diagnosis and repair generation. However, during the evaluation on SWE-bench,
Agentless Mini requires capabilities beyond generating repair edits, such as file-level fault localization,
reproduction test generation, and regression test selection. Remarkably, even without explicit training
on these subtasks, Llama3-SWE-RL can generalize to them through the RL process.

2.2 Aha moments and generalized reasoning capabilities

GitHub issue solving (in domain)

We need to identify where the issue of not preserving
single quotes in TODO comments occurs... In the
ToDoItem class, the description is being extracted...

_type = description.Substring(@, idxDelimiter);.
However, the idxDelimiter is being found using
description.Index0f(":",
StringComparison.InvariantCulture); ...
the issue here.

but that's not

But then I saw it: in the second constructor of
ToDoItem, idxDelimiter = description.Index0f(":",
StringComparison.InvariantCulture);...

I think I've got it now.

But wait, in the ToDoItem constructor, there's this line:

The actual issue is likely due to... And then it hits me...

To solve this problem, we need to create a function
that takes a list of numbers and a delimiter as input...
We can start by checking if the input list is empty....
If the list is not empty...

However, a more Pythonic way to solve this problem
would be to use a list comprehension...

But before that, let's think about the edge cases...

Alternatively, we can use a list comprehension with
the zip function...

But the most straightforward way to solve this
problem is to use a simple loop...

To solve this problem, we first need to find the
x-intercepts of the two given ellipses...

For the first ellipse... For the second ellipse...

Now, let's find the intersection points... Now, let's use
the distance formula...

The length of side AB is... The length of side BC is...
The length of side CD is... The length of side DA is...

Since we want ABCD to be a square, all sides must
have the same length...

Squaring both sides... Expanding and simplifying...
Combining like terms... Multiplying both sides by 36...
Adding 42 to both sides...

Self reflection

Figure 3: Reasoning skills emerged from Llama3-SWE-RL-70B following the application of
SWE-RL. RL helps the model develop reasoning skills like self-reflection, exploring alternatives,
and divide-and-conquer strategies, for both in-domain (e.g., issue-solving) and out-of-domain tasks
(e.g., function implementation and mathematics).

“Aha moments” on software engineering. With the application of SWE-RL, we observe “aha
moments” (DeepSeek-Al, 2025) where Llama3-SWE-RL exhibits emergent reasoning skills. To
our knowledge, this is the first study demonstrating the existence of such aha moments in the realm
of real-world software engineering tasks, confirming the findings of DeepSeek-R1 (DeepSeek-Al,
2025), which mainly focuses on competition coding and math. As shown in Figure 3, through RL,
Llama3-SWE-RL-70B can allocate more thinking time to reflect on its initial assumptions during the
issue-solving process. This behavior emerges naturally from the model’s interaction with RL, rather
than being explicitly programmed.

General reasoning capabilities. Surprisingly, we have identified additional aha moments where
Llama3-SWE-RL acquires general reasoning abilities that are transferrable to various out-of-domain



tasks, such as function-level code generation and mathematics, although RL is applied exclusively to
software issue solving. Figure 3 demonstrates that Llama3-SWE-RL is capable of reasoning through
self-reflection, exploring alternative approaches, and solving complex problems by breaking them
down into smaller subtasks. In §3.5, we demonstrate that Llama3-SWE-RL improves over even more
out-of-domain tasks, including library use, code reasoning, and general language understanding.

3 Evaluation

3.1 Experimental setup

Training configs. Llama3-SWE-RL-70B is trained on top of Llama-3.3-70B-Instruct (Dubey et al.,
2024) using SWE-RL for 1,600 steps with a 16k context window. We use a global batch size of 512,
sampling 16 rollouts from each of the 32 problems in every batch. For every global step, a single
optimization step is performed using Adam (Kingma and Ba, 2017). We train our models on 512
NVIDIA H100 GPUs; a training run takes approximately 32 wall-time hours.

Scaffolding. We have developed Agentless Mini on top of Agentless (Xia et al., 2024) as the
underlying scaffold. Different from Agentless’s multi-step localization, Agentless Mini focuses
solely on file-level localization, delegating detailed reasoning to the repair step by providing the
entire file contents in the input. This enables Llama3-SWE-RL to do more reasoning during SWE-RL
and simplifies the RL process to focus on only one issue-solving task. Despite this simplification,
Llama3-SWE-RL can still seamlessly complete other pipeline steps, benefiting from out-of-domain
generalization through RL. Furthermore, while Agentless only employs one reproduction test per
issue for reranking, Agentless Mini can use multiple reproduction tests, which has proven effective in
our scaling analysis (§3.4). More details about Agentless Mini can be found in Appendix B.

Evaluation setup. We conduct evaluation on SWE-bench Verified (OpenAl, 2024), a subset of
SWE-bench with 500 human-verified problems that can more reliably evaluate Al models’ capability
in solving real-world software issues. In the main evaluation (§3.2), we generate 500 patches for each
problem using a 1.0 temperature, and use the top 30 reproduction tests for execution and reranking.
Ultimately, only the highest-ranked patch for each issue will be submitted for SWE-bench evaluation
to calculate the pass@1 score.

SFT baseline. To understand the advantages of SWE-RL, we also trained an SFT baseline, named
Llama3-SWE-SFT-70B, for experiments in §3.3, §3.4, and §3.5. It is trained on top of Llama-3.3-
70B-Instruct (Dubey et al., 2024) using a mixture of synthetic code editing data, Llama 3 (Dubey
et al., 2024) coding SFT data, and Llama 3 general SFT data. The synthetic data is generated using
an approach inspired by Magicoder (Wei et al., 2024), where high-quality PR data serves as the
seeds for creating chain-of-thoughts and subsequent editing, as well as serving as the oracle for
filtering. Llama-3.3-70B-Instruct is employed for this generation process. In contrast to our RL
model, which only requires a seed PR dataset to trigger the RL loop, the SFT baseline needs synthetic
data generation for chain-of-thoughts and additional data mix to ensure the dataset diversity and
model generalizability. More details are explained in Appendix C.

3.2 Main results

Table 1 presents the pass@1 results on SWE-bench Verified for models that utilize open-source
scaffolds, with models categorized by their size. From the table, we observe that Llama3-SWE-
RL-70B achieves state-of-the-art results among small and medium-sized language models (<100B)
by resolving 41.0% of the issues. Additionally, all other open-source baselines we compare, such
as Lingma-SWE-GPT (Ma et al., 2024), SWE-Gym (Pan et al., 2024), and SWE-Fixer (Xie et al.,
2025), include distilled outputs from GPT-40 or Claude-3.5-Sonnet in the training data. In contrast,
Llama3-SWE-RL is trained solely with publicly available data through our reinforcement learning
technique SWE-RL, without relying on any proprietary LLMs in the pipeline. Llama3-SWE-RL also
sets a new record for Llama-based methods on SWE-bench. Additionally, we show that our RL-ed
model is significantly better than the SFT baseline in this end-to-end setup, indicating that SWE-RL
enhances the general reasoning ability of LLMs to solve issues.



Table 1: Main results on SWE-bench Verified. We include representative methods with open-source
scaffolds. The scores are either collected from the SWE-bench Leaderboard (Jimenez et al., 2024) or
from the corresponding reference.

Model Scaffold SWE-bench Verified Reference

Model closed-source or size > 100B
GPT-40 SWE-agent 23.2 Yang et al. (2024b)
Claude-3.5-Sonnet SWE-agent 33.6 Yang et al. (2024b)
GPT-40 Agentless 38.8 Xiaetal. (2024)
ol-preview Agentless 41.3 OpenAl (2024b)
DeepSeek-V3! Agentless 42.0 DeepSeek-Al (2024)
Claude-3.5-Sonnet AutoCodeRover-v2.0 46.2 Zhang et al. (2024)
Claude-3.5-Sonnet Tools 49.0 Anthropic (2024b)
DeepSeek-R1! Agentless 49.2 DeepSeek-Al (2025)
Claude-3.5-Sonnet Agentless 50.8 Xiaetal. (2024)
Claude-3.5-Sonnet OpenHands 53.0 Wang et al. (2024b)

Model size < 100B

SWE-Llama-13B RAG 1.2 Jimenez et al. (2023)
SWE-Llama-7B RAG 1.4 Jimenez et al. (2023)
Lingma-SWE-GPT-7B  SWE-SynlInfer 18.2 Maet al. (2024)
Lingma-SWE-GPT-72B SWE-SynlInfer 28.8 Maet al. (2024)
SWE-Gym-32B OpenHands 32.0 Panetal. (2024)
SWE-Fixer-72B SWE-Fixer 32.8 Xieetal. (2025)
Llama3-SWE-SFT-70B  Agentless Mini 36.2 This paper
Llama3-SWE-RL-70B Agentless Mini 41.0 This paper

'Open-source Mixture-of-Experts model with 671B total and 37B active parameters

Table 2: Baseline comparison on SWE-bench Verified. In this experiment, we compare the repair-only
performance of baseline LLMs by providing oracle localized files in the input context, without doing
test generation and execution. We use greedy decoding by default, but for Llama-3.3-70B-Instruct,
we include a 20-sample majority voting result at a temperature of 0.6 to improve formatting accuracy.

Model Setting Correct format Repair performance (oracle)
Llama-3.3-70B-Instruct Greedy decoding 12.2% 5.4
Llama-3.3-70B-Instruct Majority voting 44.6% 16.6
Llama3-SWE-SFT-70B Greedy decoding 96.2 % 29.6
Llama3-SWE-RL-70B Greedy decoding 95.6% 34.8

3.3 Baseline comparison

To understand how much SWE-RL improves LLMs in solving sofware issues, we compare Llama3-
SWE-RL with the corresponding Llama-3 and SFT baseline in Table 2, using Agentless Mini as
the underlying scaffold. In this experiment, we also evaluate on SWE-bench Verified but focus on
the models’ repair ability. To achieve this, we provide oracle files in the context and let the model
generate a single repair edit using greedy decoding, without incorporating additional pipeline steps
such as localization and test generation. The table reveals that the base Llama-3.3 model struggles to
produce correctly formatted code edits, even when using a 20-sample majority voting approach, where
outputs with incorrect formats are pre-filtered. With SFT, most code edits generated by the language
model are correctly formatted, and the repair performance shows significant improvement. However,
Llama3-SWE-RL-70B demonstrates even greater enhancement in repair capabilities, although its
format accuracy is slightly lower than that of the SFT version. This indicates that SWE-RL aids the
LLM in better reasoning about issue solving and code editing.



3.4 Scaling analysis with more samples

Agentless Mini supports scaling both the number of repair samples and the number of generated
reproduction tests. The difference in the number of samples may affect the reranking accuracy. In
this section, we evaluate how the final pass@ 1 performance on SWE-bench Verified scales with the
two factors.
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Figure 4: Scaling analysis with more repair samples and more reproduction tests. The figure on
the left illustrates the resolve rate on SWE-bench Verified in relation to the number of repair samples,
while maintaining a constant 30 test samples. Conversely, the figure on the right depicts the resolution
rate as it varies with the number of reproduction test samples, with a fixed 500 repair samples.

Figure 4 shows that increasing both the number of repair samples and test samples enhances per-
formance on SWE-bench. Notably, for repair samples, there is a significant score increase from
33.6 to 40.0 when the sample size is expanded from 20 to 160. However, beyond 160 samples, the
improvement trend begins to plateau, with scores only rising slightly from 40.0 to 41.0 as the sample
size increases to 320 and 500. Although the impact of adding more reproduction test samples is less
obvious, there is still a gradual score improvement from 38.8 to 41.0 as the number of test samples
increases up to 20. There is no difference between 20 and 30 test samples, suggesting a performance
saturation point has been reached.

3.5 Generalizability of RL

Table 3: Generalizability of Llama3-SWE-RL-70B beyond SWE-bench. This table compares
Llama-3.3-70B-Instruct, the SFT variant, and the RL model on five out-of-domain tasks, highlighting
RL improvements and SFT declines. All experiments are done in a consistent setting using zero-shot
greedy decoding. We report the macro average over category accuracy for MMLU and pass@1 for the
others. In MATH, we use simple-evals’s “Answer: ...” prompt format (OpenAl, 2024). However,
only the RL model consistently follows the format requirements, so we also report MATH (lenient)
to relax the constraint to include “\boxed. ..”.

Category

Benchmark Llama-3.3-70B-Instruct Llama3-SWE-SFT-70B Llama3-SWE-RL-70B
Function coding

HumanEval+ 76.2 73.2 79.9
Library use

BigCodeBench-Hard (I) 28.4 25.7 28.4
BigCodeBench-Hard (C) 29.1 24.3 29.1
Code reasoning

CRUXEval-I 60.5 68.4 71.6
CRUXEval-O 61.9 75.1 75.5
Math

MATH (strict) 63.2 54.0 73.7
MATH (Ienient) 70.9 71.7 73.7
General

MMLU 86.49 85.26 86.82




Llama3-SWE-RL is only trained with SWE-RL on issue-solving data. This raises a natural ques-
tion whether such domain-specific training harms the performance on other tasks. To address this,
we conduct an experiment in Table 3, evaluating the LLMs on five out-of-domain benchmarks,
i.e., HumanEval+ (Chen et al., 2021; Liu et al., 2023) for function-level code generation, Big-
CodeBench (Zhuo et al., 2024) for practical code generation with library use, CRUXEval (Gu et al.,
2024) for code execution reasoning, MATH (Hendrycks et al., 2021c) for mathematical reasoning,
and MMLU (Hendrycks et al., 2021b) for general language understanding. We also include the SFT
baseline, which is finetuned on the same Llama-3.3-70B-Instruct model using issue-solving data,
combined with general coding and dialog data.

From the table, it is evident that Llama3-SWE-RL-70B, trained with RL, outperforms both its base
model and the SFT baseline. There are notable improvements in CRUXEval and MATH, where
significant reasoning efforts are required to arrive at the final answer. Through SWE-RL, the model
enhances its reasoning skills and dedicates more thinking effort to solving problems compared to other
baselines. Although trained on a single task, SWE-RL enables the model to generalize its reasoning
capabilities across various domains. In contrast, the SFT version, on average, underperforms relative
to the original model.

Overall, our results suggest for the first time that reinforcement learning on real-world software data
like PRs enables the model to acquire generalized reasoning skills, whereas supervised finetuning
steers the language model towards a specific task distribution, leading to performance declines on
tasks with lower emphasis, even when a meticulously curated data mix is used.

Statistical significance analysis. While small absolute gains (1-2 percentage points) on HumanEval
or CRUXEval are, by themselves, unlikely to be statistically significant, we evaluate across multiple
benchmarks and aggregate evidence, observing improvements that consistently favor RL. With
Eval Arena (Wang et al., 2024a), we indicate that improvements of > 0.8 percentage points on
MMLU, 3 points on CRUXEval, and > 3 points on the full MATH dataset are significant on their
own; taken together, these results achieve significance at the 0.05 level.

3.6 Reward ablation

According to Equation (1), the reward design of SWE-RL allows different instantiations of the
compare function. Throughout the paper, we adopt the sequence similarity between the predicted and
the oracle patch, which is a continuous value from 0 to 1. We denote this type of reward as continuous.
It is natural to compare this continuous reward with a discrete reward, where the compare function
outputs 1 if the predicted and oracle patches exactly match each other, and O otherwise. We trained a
variant of Llama3-SWE-RL with the discrete reward function, using the same training setup as in the
continuous reward case.

0.2

Reward type Correct format Repair (oracle) §

Discrete 94.2% 290 T-os

Continuous 95.6 % 34.8 .
Continuous
Discrete

-1.0

0 200 400 600 800 1000 1200 1400 1600

Training steps
Figure 5: Ablation on SWE-RL’s reward functions and their training dynamics. We compare
SWE-RL using the default continuous reward function against a discrete reward. Repair (oracle)
evaluates the repair-only performance using greedy decoding, with oracle files in the input context.

As shown in Figure 5, while the discrete and continuous reward functions lead to similar format
accuracy, the continuous reward is more effective in enhancing the repair performance. From
the training dynamics, we can see that discrete rewards grow slower than continuous rewards.
Additionally, the average discrete reward remains approximately zero upon the completion of training,
meaning it struggles to obtain patches exactly matching the oracles. This is because real-world
patches are highly diverse and often cannot be easily matched. The continuous reward function



better captures partial correctness and incremental improvements, allowing the model to learn more
nuanced and effective repair strategies.

4 Related work

4.1 Language models for software engineering

Large language models (LLMs), trained with billions to trillions of code tokens, have demonstrated
outstanding performance in a wide range of coding tasks, including code generation (Chen et al., 2021;
Liet al., 2023; Roziere et al., 2023; Guo et al., 2024; Wei et al., 2024; Lozhkov et al., 2024; DeepSeek-
Al et al., 2024), code optimization (Cummins et al., 2024; Liu et al., 2024a), program repair (Xia
and Zhang, 2022; Xia et al., 2023b; Jiang et al., 2023; Wei et al., 2023), and software testing (Xia
et al., 2023a; Deng et al., 2023; Yuan et al., 2023; Schifer et al., 2023; Lemieux et al., 2023). Initially,
researchers primarily focused on single-shot code generation tasks, such as function-level (Chen et al.,
2021; Austin et al., 2021; Hendrycks et al., 2021a; Li et al., 2022; Jain et al., 2024b), class-level (Du
et al., 2023), and repository-level code completion (Ding et al., 2023; Liu et al., 2024b; Zhang et al.,
2023). However, with the rapid development of LLMs, the performance on many popular single-shot
code generation benchmarks like HumanEval (Chen et al., 2021), MBPP (Austin et al., 2021), and
EvalPlus (Liu et al., 2023) has become saturated. Since the development of SWE-bench (Jimenez
et al., 2023), which requires solving real-world GitHub issues, researchers start to work on improving
LLMSs’ real-world issue-solving capability and have designed various scaffolds for SWE-bench. Two
general types are (1) agentic scaffolds (Yang et al., 2024b; Wang et al., 2024b; Gauthier, 2024),
where an LLM drives the decision-making process based on its past actions and observations through
tool-based interaction with the environment; and (2) pipeline-based scaffolds (Xia et al., 2024; Orwall,
2024; Zhang et al., 2024), where an LLM goes through human-defined stages to solve a given issue.
Generally, agentic methods are more general but require strong instruction-following and capable
LLMs to drive the autonomous process, and can be computationally intensive due to multi-round
interactions. In contrast, pipeline-based approaches are more specialized but efficient, with a focus on
LLMs’ pure code editing capability. Therefore, we designed our minimalist pipeline-based scaffold,
Agentless Mini, to focus on the enhancements of Llama3-SWE-RL’s core code editing capabiltiy.

4.2 Training software agents

While existing scaffolds have successfully leveraged proprietary language models to tackle real-world
software engineering tasks, open models typically yield subpar results in these settings. Moreover, the
most effective approach to enhancing real-world software engineering capabilities through training
remains unclear. Recently, researchers have begun exploring the possibility of training open LLMs
specifically for software engineering tasks, aiming to improve performance on benchmarks such
as SWE-bench. For instance, Lingma-SWE-GPT (Ma et al., 2024) introduces 7B and 72B model
variants that build on top of Qwen2.5-Coder-7B (Hui et al., 2024) and Qwen2.5-72B-Instruct (Yang
et al., 2024a), using an iterative development-process-centric approach. SWE-Gym (Pan et al.,
2024) presents the first open training environment for software engineering agents, significantly
improving the performance of Qwen2.5-Coder’s 7B and 32B variants on SWE-bench. More recently,
SWE-Fixer (Xie et al., 2025) finetunes the Qwen2.5 base series, resulting in a 7B code retriever and
a 72B code editor focused on efficient issue resolution, achieving notable best@1 improvements.
Notably, all these works incorporate distilled samples from either GPT-40 or Claude-3.5-Sonnet
in their training data and are built upon Qwen2.5 models. Their training objectives are all based
on supervised finetuning. On the contrary, Llama3-SWE-RL is based on Llama 3 (Dubey et al.,
2024) and trained through reinforcement learning (RL) using SWE-RL. The seed dataset for RL is
sourced exclusively from publicly available repositories, allowing Llama3-SWE-RL to self-improve
its issue-solving capabilities through the RL inscentive. Remarkably, Llama3-SWE-RL achieves the
best performance among these models with a 41.0% solve rate on SWE-bench Verified (OpenAl,
2024), demonstrating for the first time that LLMs can already effectively address real-world issues
through RL on real-world software artifacts.



5 Conclusion

We introduce SWE-RL, the first reinforcement learning (RL) approach to improve language models
(LLMs) on software engineering tasks using software evolution data (e.g., PRs) and rule-based re-
wards. The resulting model, Llama3-SWE-RL-70B, achieves a 41.0% solve rate on SWE-bench Ver-
ified, a human-verified collection of high-quality GitHub issues. This performance is state-of-the-art
among medium-sized models and comparable to many proprietary LLMs such as GPT-40. While
SWE-RL is specifically applied to the issue-solving task, Llama3-SWE-RL has developed generalized
reasoning skills through RL, demonstrating improved performance on out-of-domain tasks such as
code reasoning, mathematics, and general language understanding. Overall, SWE-RL opens a new
direction for enhancing the software engineering capabilities of LLMs through RL.

Limitations. Despite the promising results, our approach has several limitations. First, our reward
implementation compares the sequence similarity between the predicted and oracle patch rather than
their semantic equivalence. This may prevent the policy LLM from exploring alternative, functional
equivalent solutions. Additionally, in Agentless Mini, the localization process is simplified to mapping
repository structures to file paths, which lacks comprehensive context. Moreover, as a pipeline-based
approach, Agentless Mini divides all steps into distinct inference stages. This “external structure”
prevents the model from learning through interaction feedback and hinders its ability to consider the
entire problem holistically.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We listed the core contributions and key results in the last paragraph of the
introduction section (§1).

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made
in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or NA
answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discussed the limitations of our work in §5.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution is
low or images are taken in low lighting. Or a speech-to-text system might not be used
reliably to provide closed captions for online lectures because it fails to handle technical
jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and

how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to address

problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an important
role in developing norms that preserve the integrity of the community. Reviewers will be
specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: Our work studies improving LLMs’ reasoning ability through reinforcement
learning on open software data. Therefore, theoretical results are not applicable here. Instead,
we performed a comprehensive set of evaluations (§3) in an empirical fashion.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if they
appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We detailed our data curation (Appendix A), technique (§2), and experimental
configurations (§3). We also included the reward implementation and evaluation pipeline in
the supplemental material.

Guidelines:

* The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived well
by the reviewers: Making the paper reproducible is important, regardless of whether the
code and data are provided or not.

« If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may be
necessary to either make it possible for others to replicate the model with the same dataset,
or provide access to the model. In general. releasing code and data is often one good
way to accomplish this, but reproducibility can also be provided via detailed instructions
for how to replicate the results, access to a hosted model (e.g., in the case of a large
language model), releasing of a model checkpoint, or other means that are appropriate to
the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how to
reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct the
dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors
are welcome to describe the particular way they provide for reproducibility. In the
case of closed-source models, it may be that access to the model is limited in some
way (e.g., to registered users), but it should be possible for other researchers to have
some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We included the reward implementation and evaluation code in the supplemen-
tal material, along with detailed instructions for using the artifact to ensure transparency
and reproducibility of our results. At this time, we cannot share the training data or training
pipeline due to privacy and proprietary considerations. However, once the necessary reviews
are completed and associated risks are addressed, we will make these resources available.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

¢ The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized ver-
sions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We detailed the configurations and rationales for model training in §3.1.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We acknowledge that we did not include error bars for all evaluations on SWE-
bench. This is because SWE-bench comprises real-world software engineering problems,
and each instance is very expensive to run. Also, we tried to follow the design of SWE-bench
where all accepted submissions are evaluated using a single attempt per example.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall run
with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call
to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error of
the mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably
report a 2-sigma error bar than state that they have a 96% ClI, if the hypothesis of Normality
of errors is not verified.

 For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error
rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We reported our compute configurations in §3.1.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or
cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than
the experiments reported in the paper (e.g., preliminary or failed experiments that didn’t
make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics and believe our work does not
violate the terms.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration
due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our technique is neutral in not implying clear positive or negative impacts on
society.
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Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal impact
or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations (e.g.,
deployment of technologies that could make decisions that unfairly impact specific groups),
privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point
out that an improvement in the quality of generative models could be used to generate
deepfakes for disinformation. On the other hand, it is not needed to point out that a
generic algorithm for optimizing neural networks could enable people to train models that
generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional
or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work does not involve the release of models or datasets that pose a high
risk of misuse, so safeguards are not applicable in this context.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith
effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cited the datasets and models for training, synthetic data generation, and
evaluations, and specified their versions to our best efforts. We also licensed our code in the
supplementary material.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.
* The authors should state which version of the asset is used and, if possible, include a URL.
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14.

15.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of service
of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the package
should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a
dataset.

* For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We clearly described the license of our asset and respected the license of all
derived assets in the supplementary material.

Guidelines:

* The answer NA means that the paper does not release new assets.

 Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

 The paper should discuss whether and how consent was obtained from people whose asset
is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This work does not involve crowdsourcing nor research with human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution
of the paper involves human subjects, then as much detail as possible should be included
in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This work does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

21


paperswithcode.com/datasets

16.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: LLMs are used to fix grammar mistakes and awkward phrasing in writing.
Guidelines:

* The answer NA means that the core method development in this research does not involve
LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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A Raw pull request data curation

GitHub Git clones
— Aggregate and Predict relevant but —_+ [+ "
Roriload decontaminate unchanged files | = | | = | IFliey
GH Archive GitHub events Self-contained PRs PRs with relevant files Raw PR dataset

Figure 6: Overview of SWE-RL’s raw pull request data curation process. The collected git clones
and GitHub events are transformed into self-contained PR instances via decontamination, aggregation,
relevant files prediction, and filtering.

Figure 6 provides a high-level overview of our process for curating the raw PR dataset for Llama3-
SWE-RL. In the following paragraphs, we detail each step of the curation process. During data
processing, we exclude all the repositories used by SWE-bench (Jimenez et al., 2023) to prevent data
contamination.

GitHub events and clones. The goal of this stage is to recover all pull request details that human
developers can inspect on GitHub. To achieve this, we need two sources of information: (1) all events
that occur within a PR and (2) the source code of a repo before the changes introduced by the PR
are merged. We derive all GitHub (GitHub, 2025) events from GHArchive (Grigorik, 2025), which
contains all activity events data from GitHub. Our collection includes all GitHub events from Jan 1,
2015 to Aug 31, 2024.

To obtain source code, since pull requests often occur at different commit stages of a repository, we
optto use git clone to retrieve the entire repository with its commit history, rather than relying on
the GitHub API (GitHub, 2022) to download specific code snapshots. Eventually, we successfully
cloned and processed 4.6M repositories.

PR data aggregation. The collected events and git clones are disparate entities that require further
processing before they can be used for training. At this stage, we focus on each PR individually
and aggregate all pertinent information associated with it. This includes mentioned issues, user
discussions, review comments, initial code contents, and subsequent commits and code changes.

First, we keep only merged PRs and gather all related conversational events for each PR, sorting
them in chronological order. Next, using the base_commit and head_commit hashes of a PR, we
retrieve the contents of all modified files indicated by its patch at the merge base of the two commits.
The reason is that many PRs aim to merge back into the main branch, which may have undergone
changes since the PR was created. By considering the merge base as the actual starting point for a
developer working on the PR, we can more accurately understand the context of the changes. We
save all intermediate commits and code changes made between the merge base and the head commit.
Additionally, we extract the complete patch representing cumulative changes from start to finish.
Finally, we scan each aggregated PR to identify patterns that resemble issues, and associate the
matched issues with the corresponding PR. In the end, we have 24M aggregated PR instances.

Relevant files prediction. Currently, each pull request includes only the code files that have been
modified. In our earlier experiments, we noticed that this approach let LLMs learn a bias: the
model consistently generated edits for every code file presented and was unable to handle noisy
files presented in the context. This issue was also mentioned in the finetuning experiment discussed
in the SWE-bench paper (Jimenez et al., 2023). To mitigate this problem, we prompt Llama-3.1-
70B-Instruct (Dubey et al., 2024) to generate a list of relevant but unmodified files given each PR
description and the changed files, and include the contents of these files in our final dataset.

Data filtering. GitHub PRs can be quite noisy, so we implemented various filtering strategies to
eliminate potentially harmful PRs. In designing these filtering rules, our goal is to maximize the recall
of high-quality PRs while permitting a certain level of noise. First, we remove the bot-generated PRs
whose title, description, or username contains keywords “[bot]”, “dependabot”, “renovate”, “bump”,
or “automerge”. Also, we remove PRs with empty changes or with extremely large number of changes
(e.g., in some PRs, the developer uploaded a directory of data files by mistake). Additionally, we
implemented a more fine-grained set of filters used in CodeLlama (Roziére et al., 2023) to examine
each code change hunk. We then removed any PRs where these filters flagged all code changes.
For example, this can exclude PRs with only lock file changes or version updates. Finally, this
gives us around 11M unique PR instances. Before applying reinforcement learning, we select 273k
high-quality PRs from these raw PRs, as discussed in §2.
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B Agentless Mini

1. Localization and repair
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Figure 7: The Agentless Mini scaffold. The design emphasizes easy decomposition, parallelization,
and scalability.

In addition to a model proficient in code editing, effectively tackling software engineering tasks, such
as those found in SWE-bench (Jimenez et al., 2023), also requires a robust scaffold. Agentless (Xia
et al., 2024) is one of the state-of-the-art scaffolds for SWE-bench at the time of writing. Building
upon Agentless with various simplifications and enhancements, we developed Agentless Mini, a
framework that prioritizes straightforward component decomposition, parallelization, and scalability.
With Agentless Mini, each step’s inference or execution compute can be independently scaled to
enhance SWE-bench performance. In Figure 7, we present a detailed illustration of Agentless Mini’s
working principles. The following paragraphs will elaborate on each step and highlight the differences
from Agentless.

Localization and repair. For localization, we employ a prompting-based approach that enables the
model to predict relevant file paths based on a given issue and the repository’s structure. Unlike
Agentless, which involves two additional detailed steps to identify related elements and files, as well
as a separate embedding model, Agentless Mini simplifies the process. It generates multiple samples
of potentially problematic files from the model and consolidates them into unique sets for repair.

During the repair phase, the LLM is conditioned on the full content of the files to predict search/replace
edits. We generate multiple repair samples from different location sets, ensuring a comprehensive
exploration of the patch search space.

Reproduction tests generation and selection. Agentless samples reproduction tests for patch
selection. Initially, multiple reproduction tests are generated based on an issue description, and one
majority sample is selected after filtering. These tests must have distinct logic to output "Issue
reproduced" and "Issue resolved" when the issue is reproduced or resolved, respectively. They
are filtered based on whether they correctly output "Issue reproduced" when executed in the
original codebase. Agentless Mini enhances this pipeline with two key improvements. First, instead of
relying solely on the issue description, the model retrieves a relevant test file to guide test generation.
Additionally, rather than selecting just one majority sample, Agentless Mini allows for the selection
of multiple top test samples based on voting results. In our evaluation, using more test samples has
proven beneficial for reranking (§3.4).

Regression tests selection. We select regression tests in the same manner as Agentless. Initially,
we gather all passing tests for each issue by executing the code before any modifications. This step
does not require model inference and needs to be performed only once. Subsequently, an additional,
optional inference step is conducted to filter out passing tests that are supposed to fail after the issue
is fixed. The rest of the tests will be marked as regression tests.

Reranking. Agentless Mini utilizes both regression and reproduction tests for reranking. For each
issue, every applied patch is executed against the regression tests. The patches that result in the mini-
mum number of existing test failures are selected. For each issue, we choose the top- N reproduction
tests and run each patch against these tests. If the execution outputs "Issue resolved", we mark
the patch passing this test. We then adopt the dual execution agreement objective from CodeT (Chen
et al., 2023). Specifically, patches P that pass the same set of reproduction tests 7 are denoted as a
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consensus group. Each consensus group is scored using the formula |P| x |7 |2. With this objective,
consensus groups with patches passing more tests receive higher scores. Additionally, groups where
more patches pass the tests are scored higher, although passing more tests is prioritized over having
more patches. Finally, we identify the consensus group with the highest score and select the best
patch from this group using majority voting.

C Synthesizing supervised-finetuning data

@ Select high-quality Synthesize localization | =t | =t Filter using @
seed PRs and code-editing data == ground truth

Raw PRs SFT seeds SFT samples SFT dataset

Figure 8: Synthetic data pipeline for constructing SFT data. We start by collecting high-quality
seed PRs using heuristics, then generate synthetic localization and code-editing samples, and finally
use the ground-truth edited files and patches to filter out incorrect samples.

Figure 8 shows our method of generating synthetic supervised-finetuning (SFT) data. The data
generation pipeline is inspired by Magicoder (Wei et al., 2024), where the OSS-Instruct technique
generates high-quality code instruction data from open-source seed snippets. We apply a similar
methodology to generate both fault localization and code editing data using high-quality PR seeds.

Collecting high-quality seed PRs. To begin with, we extract high-quality PR seeds from the raw
dataset we collected, as detailed in Appendix A. These seeds are chosen based on specific heuristics.
For example, a PR instance should include at least one linked issue, the issue should describe a bug
fix request, and the code changes should involve programming files.

Localization and editing data synthesis. We adopt Llama-3.3-70B-Instruct (Dubey et al., 2024)
for data synthesis. For localization data, we prompt the model with the issue description, repository
structure, and the paths of edited and relevant files as hints. We then ask the model to identify the
relevant files for modification or review by generating a thought process, followed by a prioritized list
of file paths. During filtering, we ensure that the model’s response includes all files that are genuinely
edited in the PR, and these files should be prioritized in the ranking.

Similarly, in terms of code editing, we synthesize code edits for a given issue, in search/replace
format (Xia et al., 2024), by providing the ground-truth PR and patch as guidance to Llama-3.3-70B-
Instruct. During the filtering process, we ensure that all search/replace blocks adhere to the correct
format and that all search paths and blocks can be accurately matched within the input files’ context.

SFT baseline. As discussed in §3.1, we meticulously constructed Llama3-SWE-SFT-70B as a strong
SFT baseline. This SFT baseline is trained on a 16k context window for 2B tokens, where the training
data consists of a mix of the aforementioned synthetic localization and editing data, as well as coding
and general SFT datasets from Llama 3 (Dubey et al., 2024).

D Complete prompt

The following is a complete version of Figure 2:

PROMPT_TEMPLATE = """<|begin_of_text|><|start_header_id|>system<|
end_header_id|>

A user will ask you to solve a task. You should first draft your thinking
process (inner monologue). Then, generate the solution.

Your response format must follow the template below:

<think>

Your thoughts or/and draft, like working through an exercise on scratch
paper. Be as casual and as long as you want until you are confident to
generate a correct solution.

</think>

<solution>
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Final solution presented to the user.
</solution><|eot_id|><|start_header_id|>user<|end_header_id|>

We are currently solving the following issue within our repository. Here is
the issue text:

--- BEGIN ISSUE ---

{problem_statement}

--- END ISSUE ---

Below are some code segments, each from a relevant file. One or more of
these files may contain bugs.

--- BEGIN FILE ---

{content}

--- END FILE ---

Please first localize the bug based on the issue statement, and then
generate *SEARCH/REPLACE#* edits to fix the issue.

Every *SEARCH/REPLACE#* edit must use this format:
. The file path
. The start of search block: <<<<<<< SEARCH
. A contiguous chunk of lines to search for in the existing source code

. The lines to replace into the source code
. The end of the replace block: >>>>>>> REPLACE

U WN -
—]
=
)
Q.
jn
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Q.
s
=]
(0)°]
'_l
.
=]
)
1]
1
1]
1]
1]
1
1

Here is an example:
T Tpython

### mathweb/flask/app.py
<<<<<<< SEARCH

from flask import Flask

import math
from flask import Flask
>>>>>>> REPLACE

Please note that the *SEARCH/REPLACE* edit REQUIRES PROPER INDENTATION. If
you would like to add the line ° print(x)’, you must fully write
that out, with all those spaces before the code!

Wrap each *SEARCH/REPLACE* edit in a code block as shown in the example
above. If you have multiple *SEARCH/REPLACE* edits, use a separate code
block for each one.<|eot_id|><|start_header_id|>assistant<|
end_header_id|>
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