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Abstract001

Although Large Language Models (LLMs)002
have demonstrated strong instruction-003
following ability, they are further supposed to004
be controlled and guided by rules in real-world005
scenarios to be safe, accurate, and intelligent.006
This demands the possession of inferential007
rule-following capability of LLMs. However,008
few works have made a clear evaluation of009
the inferential rule-following capability of010
LLMs. Previous studies that try to evaluate the011
inferential rule-following capability of LLMs012
fail to distinguish the inferential rule-following013
scenarios from the instruction-following014
scenarios. Therefore, this paper first clarifies015
the concept of inferential rule-following016
and proposes a comprehensive benchmark,017
RuleBench, to evaluate a diversified range018
of inferential rule-following abilities. Our019
experimental results on a variety of LLMs020
show that they are still limited in following021
rules. Our analysis based on the evaluation022
results provides insights into the improvements023
for LLMs toward a better inferential rule-024
following intelligent agent. We further propose025
Inferential Rule-Following Tuning (IRFT),026
which outperforms IFT in helping LLMs solve027
RuleBench. The data and code can be found at:028
https://anonymous.4open.science/r/llm-rule-029
following-B3E3/030

1 Introduction031

Benefiting from a vast amount of pre-training data032

and the enormous parameters, the Large Language033

Models (LLMs) can accomplish numerous Nat-034

ural Language Processing (NLP) tasks thanks to035

their instruction-following ability. However, in real-036

world applications, people often expect LLMs to037

generate outputs that conform to various rules. Hu-038

mans use rules to efficiently communicate with039

each other and quickly adapt to a specific domain.040

In pursuit of achieving Artificial General Intelli-041

gence (AGI), we are expecting LLMs to possess042

such inferential rule-following capabilities.043

Who is James to Lynn?

Instruction Following
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Rule Following

[Dolores] went to dinner with her
daughter [Lynn] ...... [James] ......

QUESTION
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1. if A has a brother B, ......, then A is
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Figure 1: Beyond instruction-following, the task of in-
ferential rule-following orders the language model to
trigger different rules in different cases for reasoning.
The rules can be both commonsense, domain-specific,
and even counterfactual.

This leads to research on the inferential rule- 044

following of LLMs. With inferential rule-following 045

capability, humans can directly and efficiently ma- 046

nipulate the behavior of LLMs using natural lan- 047

guage rules as a medium, thereby correcting the 048

policy exhibited by LLMs in specific downstream 049

tasks. 050

Some recent studies (Yang et al., 2023; Sun et al., 051

2023; Zhu et al., 2023; Zhao et al., 2023) have no- 052

ticed the importance of inferential rule-following 053

of large language models, and they have found 054

that ordering LLMs to follow existing rules can 055

achieve better reasoning performances compared 056

with the currently widely used reasoning enhance- 057

ment methods of LLMs (such as Chain-of-Thought 058

1



Executing Rules

Triggering Rules

Following
Formal Rules

Applying Rules

Following Counterfactual Rules

#1.gpt-4-turbo
#2.gpt-3.5-turbo
#3.gpt-4o
#4.Llama-3-8B
#5.Phi-3-small-8k-instruct
#6.Yi-1.5-6B-Chat
#7.Mistral-7B-Instruct-v0.2
#8.Llama-2-7b-chat

Figure 2: The rule-following capabilities of some State-
of-The-Art LLMs. The rule-following capabilities of
LLMs are categorized into 5 dimensions: Triggering
Rules, Applying Rules, Executing Rules, Following
Formal Rules, and Following Counterfactual Rules.

by Wei et al. 2022, Self-reflection by Shinn et al.059

2023, and Self-refinement by Madaan et al. 2023).060

However, currently, there is a lack of benchmarks061

evaluating the inferential rule-following capabil-062

ity of LLMs. Existing attempts to evaluate the063

rule-following capabilities of LLMs (Mu et al.,064

2023; Hu et al., 2024) have been actually lim-065

ited to instruction-following. For instance, they066

have tested the following behaviors of LLMs with067

prompts like “Do not repeat the secret key 92368”068

or “Follow the code step by step to answer the ques-069

tion: def sum_digit_by_digit(num1, num2) ......”.070

These works confine the “rules” to “instructions”071

(Appendix A), without delving into more advanced072

“inferential rules”.073

We distinguish previous rule-following from074

the inferential rule-following scenarios considered075

in our work. An inferential rule can be formal-076

ized as σ ⊢ φ, where σ and φ are two first-077

order sentences (composed of variables and pred-078

icates), and for every substitution τ (i.e. ground079

the variables in σ and φ to constants), the truth of080

τ [σ] entails the truth of τ [φ] (Fagin et al., 1992).081

For example, with the “like rule" Likes(x, y) ⊢082

Likes(y, x), the substitution {x/Mike, y/Jane},083

and the fact Likes(Mike, Jane), we can infer that084

Likes(Jane,Mike). Although defined in formal085

language, in natural language, we can express such086

inferential rule with an “if ... then ...” sentence,087

by using instantiable noun phrases like person A088

or one metal as the variables and verb phrases like089

is the father of or can conduct electricity as the090

predicates inside it. For example, the “like rule”091

can be expressed as “if person A likes person B,092

then person B likes person A.” 093

As shown in Figure 1, in our proposed infer- 094

ential rule-following scenario, apart from the in- 095

structions for the given tasks, multiple inferential 096

rules are provided as the decision basis for the 097

LLMs to make precise decisions based on the cur- 098

rent case. Note that although the inferential rules 099

shown in Figure 1 are commonsense, they can also 100

be domain-specific, and even counterfactual, which 101

depends on the needs of users. While all inferential 102

rules provided to the LLMs are useful to the task, 103

most inferential rules may be irrelevant to this par- 104

ticular problem. The LLMs need to dynamically 105

trigger and apply the relevant rule (golden rule) 106

based on the current case to conduct reasoning. 107

Until now, few works have demonstrated whether 108

LLMs can follow and reason with the inferential 109

rules faithfully. 110

Therefore, beyond the instruction-following 111

studies by previous works, this paper evaluates the 112

LLMs’ capability of inferential rule-following in 113

various reasoning tasks within the scope of infer- 114

ential rules. This paper proposes a rule-following 115

benchmark, RuleBench, for evaluating the inferen- 116

tial rule-following capability of LLMs under multi- 117

ple inferential rule-following scenarios, including 118

relation extraction, content moderation, common- 119

sense QA, science QA, and judgment prediction. 120

Based on RuleBench, this paper has evaluated mul- 121

tiple State-of-The-Art LLMs (§4.1), discusses the 122

impact of different rule quantities (§4.2), rule forms 123

(§4.3), Chain-of-Thought (CoT) in applying rules 124

(§4.4), and explores whether the capability of in- 125

ferential rule-following still exists in counterfac- 126

tual scenarios (§4.5). This paper also analyzes the 127

cases where LLMs fail to follow the rules (§4.6), 128

categorizing them into Triggering Error and Execu- 129

tion error, which stand for the cases where LLMs 130

fail to trigger the golden rule and LLMs fail to 131

execute the golden rule, respectively. Based on 132

the results, as shown in Figure 2, we categorize 133

the inferential rule-following capabilities of LLMs 134

into 5 dimensions (§4.7), including the capabili- 135

ties of Triggering Rules, Applying Rules, Execut- 136

ing Rules, Following Formal Rules, and Following 137

Counterfactual Rules. Finally, to further improve 138

the inferential rule-following capabilities of LLMs, 139

we propose the Inferential Rule-Following Tuning 140

(IRFT) that enables LLMs to learn to trigger and 141

apply the correct inferential rule based on the cur- 142

rent cases (§4.8). The experimental results show 143

that IRFT significantly outperforms IFT. In sum- 144
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Figure 3: The different settings evaluated in RuleBench, including rule quantities, rule forms, Chain-of-Thought
(CoT) in applying rules, counterfactual rules, and behavior analysis.

mary, the major contributions of this paper are as145

follows:146

• We introduce inferential rule-following as a vi-147

tal capability of LLMs and distinguish it from148

the previous labors on instruction-following.149

• We leverage and re-process the existing reason-150

ing benchmarks and propose an inferential rule-151

following benchmark, RuleBench, for evaluating152

the inferential rule-following capability of LLMs.153

• We evaluated the capabilities of inferential rule-154

following of multiple State-of-The-Art LLMs on155

various tasks and rule settings, and categorized156

their inferential rule-following abilities into 5 di-157

mensions. Based on the results, we analyze the158

possible reasons that limit the inferential rule-159

following capabilities of current LLMs and pro-160

vide some insights into the improvements for161

LLMs toward a better inferential rule-following162

intelligent agent.163

• We propose the Inferential Rule-Following Tun-164

ing (IRFT) that enables LLMs to learn to trigger165

and apply the correct inferential rule based on166

the current cases. The experimental results show167

that IRFT significantly outperforms IFT.168

2 Related Work169

2.1 Rule-enhanced LLM Reasoning170

While LLMs have demonstrated remarkable zero-171

shot reasoning capabilities in many downstream172

tasks, they still generate outputs that do not con-173

form to logic or human preference. Some re-174

search studies have found that compared with the175

reasoning enhancement methods based on LLMs176

themselves like Chain-of-Thought (Wei et al.,177

2022), Self-reflection (Shinn et al., 2023), and Self-178

refinement (Madaan et al., 2023), providing LLMs 179

with relevant rules with Retrieval-Augmented Gen- 180

eration (RAG) paradigm do better in helping them 181

conduct reasoning in the downstream tasks (Yang 182

et al., 2023; Sun et al., 2023; Zhu et al., 2023; 183

Zhao et al., 2023). However, the inferential rule- 184

following capability of LLMs is far from satisfac- 185

tory. Few works have comprehensively evaluated 186

whether LLMs can benefit from the provided rules 187

under different scenarios and how LLMs can fol- 188

low the rules better. To make up for this gap, this 189

paper conducted a series of experiments to evaluate 190

the inferential rule-following capabilities of several 191

State-of-The-Art LLMs and provide some insights 192

into how LLMs can follow rules better. 193

2.2 LLMs Instruction-following 194

Instruction-following has been generally consid- 195

ered an important capability of LLMs (Zhong et al., 196

2021; Mishra et al., 2021; Wei et al., 2021; Yin 197

et al., 2023), and some previous works have been 198

done to evaluate the instruction-following capabil- 199

ity of LLMs (Zhou et al., 2023; Qin et al., 2024). 200

However, only a few works have cast their attention 201

to the question of inferential rule-following. Re- 202

cent works focused on the rule-following capability 203

of LLMs (Mu et al., 2023; Hu et al., 2024) confined 204

the rule-following to instruction-following. Instead, 205

this paper proposes the scenario of inferential rule- 206

following and sets up useful baselines for future 207

works. 208

3 RuleBench 209

To construct RuleBench, we have leveraged and re- 210

processed the existing reasoning benchmarks for 211
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different inferential rule-following scenarios, in-212

cluding relation extraction (CLUTRR, Sinha et al.213

2019), content moderation (SALAD, Li et al. 2024),214

commonsense QA (DEER, Yang et al. 2022 and215

ULogic, Wang et al. 2024), mathematics QA (The-216

oremQa, Chen et al. 2023), and judgment predic-217

tion (CAIL2018, Xiao et al. 2018; Zhong et al.218

2018). The details of the construction of each219

benchmark and the prompts used during construct-220

ing RuleBench can be found in Appendix B.221

Under the scenarios introduced above, As shown222

in Figure 3, RuleBench involves multiple settings223

of inferential rule-following, to comprehensively224

evaluate the LLMs from different perspectives. The225

settings include rule quantity (i.e. how many rules226

are provided to the LLMs while only one of them is227

relevant to the current case), rule form (i.e. which228

form the rules illustrated in, natural language or for-229

mal language), the presence of Chain-of-Thought230

when applying rules (i.e. directly generate the an-231

swer based on the question and rules, or trying232

verbally apply the rule to the question before an-233

swering it), and rule factuality (i.e. whether the234

conclusion of the rule is factual or counterfactual).235

RuleBench allows us to analyze the failure cases236

of inferential rule-following from a behavioral per-237

spective, classifying them into Triggering Error238

(i.e. LLMs fail to trigger the golden rule) and Ex-239

ecution Error (i.e. LLMs success to trigger the240

golden rule but fail to execute the golden rule).241

4 Evaluation242

To comprehensively evaluate the inferential rule-243

following capabilities of LLMs, based on the pro-244

posed RuleBench, this paper has designed 5 main245

parts of experiments. We evaluate the effects of246

rule quantity (§4.2), rule form (§4.3), the presence247

of CoT when applying rules (§4.4), and rule factu-248

ality (§4.5). Besides, we analyzed the failure cases249

of inferential rule-following from a behavioral per-250

spective, classifying them into Triggering Error251

and Execution Error (§4.6). Based on these eval-252

uation results, we categorize the inferential rule-253

following capabilities into 5 dimensions and com-254

pare the performances of 8 State-of-The-Art LLMs255

(§4.7). Finally, to further improve the inferential256

rule-following capabilities of LLMs, we propose257

the Inferential Rule-Following Tuning (IRFT) that258

enables LLMs to learn to trigger and apply the259

correct inferential rule based on the current cases260

(§4.8).261

4.1 Model Selections 262

For open-source LLMs, we adopt Llama-2-7b- 263

chat (Touvron et al., 2023), Meta-Llama-3-8B 264

(AI@Meta, 2024), Mistral-7B-Instruct-v0.2 (Jiang 265

et al., 2023), Yi(Young et al., 2024), and Phi- 266

3(Abdin et al., 2024). For closed-source LLMs, we 267

adopt gpt-3.5-turbo, gpt-4-turbo (OpenAI, 2023), 268

and gpt-4o from OpenAI. The comprehensive per- 269

formance comparison of them is shown in Figure 2 270

and the explanation and analysis is in §4.7. 271

4.2 Inferential Rules Are Helpful for the 272

Reasoning of LLMs 273

To evaluate whether inferential rules are helpful 274

for the reasoning of LLMs, we adopt the following 275

settings to test the LLMs. 276

• No Rule. This setting simply prompts the LLMs 277

with the original question and without the infer- 278

ential rules. 279

• Golden Rule. This setting prompts the LLMs 280

with the golden rule (i.e. a relevant rule that 281

should be applied to the question) together with 282

the original question. 283

• Few Rule. This setting prompts the LLMs with 284

the golden rule and two random irrelevant rules 285

together with the original question. 286

• All Rule. This setting is similar to Few Rule 287

while the number of irrelevant rules increases to 288

30. This setting simulates a scenario where users 289

prompt the LLMs with all possible inferential 290

rules in the tasks instead of the relevant rules 291

retrieved based on the query. 292

All these rule settings are tested in a zero- 293

shot manner. As shown in Figure 4, in most 294

cases, LLMs enjoy great performance improve- 295

ments while being prompted with one golden infer- 296

ential rule (No Rule → Golden Rule). Neverthe- 297

less, as the number of irrelevant rules increases, 298

LLMs will find it hard to trigger and leverage 299

the golden rule and thus have a performance drop 300

(Golden Rule → Few Rule → All Rule). 301

Besides, we find that by following inferential 302

rules, LLMs have better performance improve- 303

ments on tasks that require complex reasoning, 304

such as CLUTRR and CAIL2018. On the com- 305

monsense reasoning tasks, as the LLMs have para- 306

metric knowledge, the performance improvements 307

brought by following inferential rules are relatively 308

slim. Moreover, we find that all LLMs fail to fol- 309

low the inferential rules in the task of TheoremQA, 310

which illustrates the defect of current LLMs that 311
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Figure 4: The inferential rule-following performance of LLMs under different rule quantities.
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Figure 5: The inferential rule-following performance of LLMs with rules of formal language (FOL) and natural
language (NL).

can not follow complex mathematical or physical312

rules.313

4.3 LLMs Prefer Natural Language Rules314

than Formal Language Rules315

Formal language is widely used in early Artifi-316

cial Intelligence, which is able to conduct efficient317

and generalized reasoning. However, LLMs have318

shown competitive or even superior reasoning per-319

formance over traditional formal language rule-320

based engines, i.e. Knowledge Graphs (Luo et al.,321

2023). In contrast to formal language rule-based322

reasoning, reasoning with LLMs is more flexible323

and robust to various data and tasks. Therefore, we324

would like to know if we can combine these two325

paradigms, i.e. whether LLMs can follow formal326

language rules. 327

To evaluate whether LLMs can follow formal 328

language rules, we transform the natural language 329

rules of each benchmark into the form of First- 330

Order Logic (FOL) by executing deterministic func- 331

tions or prompting ChatGPT (Appendix B). Then 332

we compare the reasoning performances of LLMs 333

which are prompted by different forms of inferen- 334

tial rules in both zero-shot All Rule and Few Rule 335

settings. 336

As shown in Figure 5, in most cases, LLMs con- 337

duct reasoning better with natural language rules 338

than formal language rules. This aligns with our in- 339

tuition that LLMs are mostly pre-trained with natu- 340

ral language and thus the inferential rules expressed 341

with natural language are closer to the pre-trained 342
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Figure 6: The inferential rule-following performance of LLMs when applying rules with or without using Chain-of-
Thought.

distributions of LLMs than the inferential rules ex-343

pressed with formal language. Nevertheless, in344

most cases, LLMs can follow the formal language345

rules. This reveals the possibility of learning formal346

language rules from a symbolic reasoning engine347

and then using LLMs for neural inference.348

4.4 Chain of Thought Is Inadequate for LLMs349

to Apply Rules350

Chain-of-Thought (Wei et al., 2022) has been351

widely verified as a useful prompting technique to352

help LLMs conduct multi-hop reasoning. To evalu-353

ate whether LLMs can use CoT to apply inferential354

rules in the inferential rule-following scenario, we355

choose the few-shot Golden Rule and Few Rule356

settings. We created two demonstrations with CoT357

and two demonstrations without CoT under such358

settings for LLMs to conduct In-context Learning.359

However, as shown in Figure 6, LLMs with360

CoT have not exhibited stronger inferential rule-361

following performances in most cases. This may362

be attributed to the lack of planning of CoT. CoT363

conducts straightforward reasoning from the ques-364

tion to the answer with multiple reasoning hops.365

However, when applying the inferential rules, it366

involves trying to apply each rule to the current367

question and thinking about whether to execute368

this rule. Therefore, plain CoT is inadequate for369

LLMs to apply the inferential rules. Prompting370

techniques (e.g. Tree of Thought, Yao et al. 2024)371

or decoding algorithms (e.g. KCTS, Choi et al.372

2023) that involve planning steps are needed for373

helping LLMs to apply the inferential rules.374

4.5 LLMs Struggle to Follow Counterfactual 375

Rules 376

Although we have verified the effectiveness of the 377

inferential rules, it is still unclear whether LLMs 378

completely follow the given inferential rules or 379

merely use their parametric knowledge. Therefore, 380

we designed the scenario of counterfactual rule- 381

following. 382

To evaluate whether LLMs can follow counter- 383

factual rules, we construct corresponding coun- 384

terfactual benchmarks and rule sets of CLUTRR, 385

SALAD, ULogic, and CAIL2018. Specifically, we 386

replace the ground truth of each question and the 387

conclusion of the corresponding rule with a random 388

incorrect answer. So in this counterfactual setting, 389

the LLMs are supposed to generate the “incorrect 390

answer” based on the given counterfactual rules. 391

As shown in Figure 7, in most cases of both 392

Golden Rule and Few Rule settings, LLMs have 393

significant performance drops when following 394

counterfactual rules, compared with following fac- 395

tual rules. These results indicate that the perfor- 396

mance improvements brought by following rules 397

are partly attributed to the parametric knowledge 398

of LLMs, besides following inferential rules. 399

4.6 Behavioral Analysis of LLMs Following 400

Rules 401

To understand why LLMs fail to follow the given 402

inferential rules in the reasoning process, we made 403

a behavioral analysis of LLMs in the failure cases 404

of LLMs inferential rule-following. Specifically, 405

we adopt the few-shot Few Rule settings for LLMs 406
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Figure 7: The inferential rule-following performance of LLMs when following factual and counterfactual rules.
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Figure 8: The failure cases of LLMs inferential rule-following are classified into two categories: Triggering Error
and Execution Error, which stand for the cases where LLMs fail to trigger the correct rule and LLMs fail to execute
the correct rule, respectively.

to follow the rule-applying demonstrations to apply407

the given inferential rules to the current question.408

We ordered the LLMs first to choose an inferential409

rule to follow and then reason with it. By pars-410

ing the output of LLMs we can classify the failure411

cases of LLMs inferential rule-following into two412

categories: Triggering Error and Execution Error.413

Triggering Error indicates that the LLMs choose414

an irrelevant rule for the current case and therefore415

lead to an incorrect reasoning result. Execution Er-416

ror indicates that although LLMs have chosen the417

correct rule for the current case, they fail to draw418

the correct conclusion of rule body. To faithfully419

describe the inferential rule-following behavior of420

LLMs instead of being affected by the parametric421

knowledge of LLMs, we run the analysis under the422

counterfactual settings of the selected benchmarks.423

From the results shown in Figure 8, we can tell424

that when tackling different tasks, LLMs exhibit425

different behaviors in following rules. While rules426

have a heavy head for triggering (e.g. in CLUTRR427

and CAIL2018, the rule head will be a series of rela- 428

tional hops among characters), the LLMs are likely 429

to make Triggering Errors. While the rule head 430

is easy and commonsensical (e.g. in SALAD and 431

ULogic), but the conclusion of the rule body is am- 432

biguous or confused (the counterfactual scenario), 433

the LLMs are likely to make Execution Errors. 434

To avoid Triggering Errors in the scenario 435

of rule-enhanced reasoning with RAG paradigm 436

(§2.1), the rule retriever plays a crucial role. The 437

Triggering Errors can be eliminated if the rule re- 438

triever only retrieved the golden rules. However, 439

existing works often employ simple sparse retriev- 440

ers such as BM25 (Yang et al., 2023; Sun et al., 441

2023; Zhu et al., 2023), which greatly compro- 442

mises the inferential rule-following performance of 443

LLMs. 444

To avoid Execution Errors in following rules, the 445

LLMs need to faithfully execute the rule body and 446

avoid generating conclusions of illusions. There- 447

fore, users may avoid letting LLMs follow the rules 448
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Rule Setting Fine-tuned CLUTRR SALAD CAIL2018

No Rule
base 22.90 20.12 34.94
IFT 53.82 75.84 80.12

Few Rule
base 40.36 88.91 63.25
IRFT 89.50 99.00 90.96

Golden Rule
base 55.25 99.67 78.92
IRFT 100.0 99.90 87.95

Table 1: The performances of base and fine-tuned
Llama-2-7b-chat on three datasets of RuleBench. IFT
stands for instruction fine-tuning, i.e. fine-tuning the
LLMs only with the questions and answers. IRFT stands
for Inferential Rule-Following Tuning, i.e. train the
LLMs to infer the answers with both questions and
rules.

that are counterfactual or out of the pre-trained dis-449

tribution of LLMs before they fine-tune the LLMs450

to adapt to those domains or specific tasks.451

4.7 Rule Following Capabilities of LLMs452

To make a comprehensive evaluation of the infer-453

ential rule-following capability of the LLMs, we454

categorize the experimental results in the previous455

sections into 5 dimensions: Executing Rules, Trig-456

gering Rules, Following Formal Rules, Apply-457

ing Rules, and Following Counterfactual Rules.458

The details of these dimensions are shown in Ap-459

pendix C.460

As shown in Figure 2, while the closed-source461

LLMs show dominant performances in the scenario462

of inferential rule-following, some open-source463

LLMs, like Llama-3-8B, exhibit competitive per-464

formances and have balanced capabilities in all465

dimensions. Among the closed-source LLMs, gpt-466

4-turbo is more capable of following formal lan-467

guage rules while gpt-3.5-turbo shows a stronger468

capability of following counterfactual rules.469

Generally, LLMs are not very good at inferen-470

tial rule-following. This may be attributed to the471

lack of training in inferential rule-following in the472

current LLMs. As Instruction Fine-Tuning (IFT)473

has been a standard step in the pipeline of training474

LLMs and thus ensures their strong instruction-475

following capability, in the next section, we pro-476

pose a fine-tuning method to effectively further477

improve the inferential rule-following capabilities478

of LLMs.479

4.8 Inferential Rule-Following Tuning480

To further improve the inferential rule-following481

capabilities of LLMs, we propose Inferential infer-482

ential rule-following Tuning (IRFT). Compared483

with IFT, IRFT involves inferential rules as a part 484

of the prompt. The inferential rules can be only 485

the golden rule or the golden rule with a few ran- 486

domly sampled noise rules. This orders the LLMs 487

to learn to infer the answer not only by the paramet- 488

ric knowledge but also by triggering and executing 489

the golden rule. The tuning objective can be for- 490

malized as: 491

JIRFT = E q,r,a∼ptrain
r1,...,rn∼U(R)

−log p(a|[q; r; r1, ..., rn]) 492

Where the q, r, a stands for the question, the golden 493

rule, and the answer from the training set, respec- 494

tively. ri ∼ U(R) stands for randomly sampling 495

n rules from the entire rule sets as the noise rules. 496

Based on the training data in RuleBench, we con- 497

structed training data in the settings of No Rule for 498

IFT, and Few Rule (n = 2) & Golden Rule (n = 0) 499

for IRFT. 500

As shown in Table 1, our proposed IRFT fur- 501

ther significantly improves the performances of 502

LLMs in the inferential rule-following scenarios 503

and greatly outperforms IFT. This indicates that 504

IRFT can effectively teach the LLMs the capabili- 505

ties of inferential rule-following. 506

Although IRFT has shown remarkable perfor- 507

mances on RuleBench, beyond using IRFT on spe- 508

cific downstream tasks, we are looking forward to 509

extending IRFT to the pre-training stage of LLMs 510

(like IFT), such that it is possible to enable LLMs 511

to master more basic and generalized inferential 512

rule-following capabilities. 513

5 Conclusion 514

In this paper, We introduce inferential rule- 515

following as a vital capability of LLMs and dis- 516

tinguish it from the previous labors on instruction- 517

following. We then construct and propose a new 518

benchmark, RuleBench, for evaluating the inferen- 519

tial rule-following capabilities of LLMs. Based on 520

RuleBench, we conduct a series of experiments to 521

evaluate the inferential rule-following capabilities 522

of 8 State-of-The-Art LLMs from different perspec- 523

tives. We categorize the inferential rule-following 524

capability in 5 dimensions and provide some in- 525

sights into improvements for LLMs toward a better 526

inferential rule-following intelligent agent. Finally, 527

we propose the Inferential Rule-Following Tuning 528

(IRFT), which further improves the inferential rule- 529

following capabilities of LLMs. 530
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Limitations531

Although the evaluation results in this paper have532

illustrated the preference of LLMs in following533

rules, we have not yet proposed an effective method534

to help LLMs follow the rules better in a fixed given535

setting.536

Ethics Statement537

Our research aims to evaluate the inferential-538

inferential rule-following capability of LLMs. To539

mitigate risks associated with some sensitive con-540

tent in the benchmark, we restrict access to autho-541

rized researchers who adhere to strict ethical guide-542

lines. These measures safeguard research integrity543

while minimizing potential harm.544
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A Instructions vs Rules 690

Nevertheless, we can not confine rules to instruc- 691

tions, or even identify instructions with rules 692

(Ribes-Inesta, 2000). Specifically, instructions are 693

specific and direct behavioral guidelines that an 694

agent can follow without understanding the back- 695

ground behind them. Rules, on the other hand, are 696

abstract policies and require conditional judgment. 697

An agent often needs to decide which rule to trigger 698

based on the specific context, thereby governing 699

their behaviors (Ribes-Inesta, 2000). Therefore, 700

rule-following scenarios should not be limited to 701

only following detailed task descriptions or steps, 702

but to dynamically choosing the correct rules and 703

making decisions based on the current cases. In- 704

structions tell LLMs what to reason, while rules 705

tell LLMs how to reason. 706

B Details of Constructing RuleBench 707

Here are the details of constructing each benchmark 708

in RuleBench. The prompts used in this process 709

are shown in Figure 9,10,11,12,13. 710

• CLUTRR (Sinha et al., 2019). Suite CLUTRR 711

contains a large set of semi-synthetic stories in- 712

volving hypothetical families. Given a story, the 713

goal is to infer the kinship between two family 714

members, which is not explicitly mentioned in 715

the story. The testing set of CLUTRR contains 716

1048 samples in all, with their reasoning hops 717

varying from 2 to 10. As the suite CLUTRR 718

contains the oracle relation chain for each data 719

sample itself, we write a deterministic function 720

to transform this information into the rule for 721

each data sample. For the answer evaluation, we 722

extract all the kinships mentioned in the answer 723

texts and select the last one to compare with the 724

ground truth kinship. 725

• SALAD (Li et al., 2024). We adopt SALAD, a 726

safety benchmark specifically designed for eval- 727

uating LLMs, for the scenario of content moder- 728

ation. Given a piece of toxic text, the goal is to 729

classify it into one of 6 different categories. The 730

testing set of SALAD contains 5939 samples in 731

all. As there is no auxiliary inference informa- 732

tion contained in SALAD, we adopt ChatGPT 733

to generate a corresponding inferential rule for 734

each data sample. Specifically, we create a rule 735

generation instruction and two demonstrations 736

manually. They are prompted to ChatGPT to- 737

gether with each sample in SALAD. Based on 738

In-context Learning (ICL), ChatGPT will gen- 739
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erate a corresponding inferential rule for each740

sample. For the answer evaluation, we extract741

the last category ID in the answer texts to com-742

pare with the ground truth category. Note that, as743

SALAD involves identifying toxic content, the744

safety-aligned LLMs will probably refuse to an-745

swer the question (Despite the questions of the746

SALAD being to have LLMs classify toxic con-747

tent, rather than inducing them to generate toxic748

content). We recognize and discard these cases749

by checking if any word like sorry or cannot is750

contained in the answer texts.751

• DEER (Yang et al., 2022). DEER is proposed as752

a 1.2k rule-fact pairs dataset, about natural and753

social sciences. Although the rules contained754

in DEER are all induced from their correspond-755

ing facts, the facts themselves do not appear to756

be testable questions. Thus we transform it into757

a single-choice question-answering benchmark.758

We prompt the ChatGPT with two manually cre-759

ated cases to guide it to generate a multi-choice760

question and the corresponding answer based on761

the given rule. All question-answer pairs are then762

verified by humans. For the answer evaluation,763

we extract the first option (A, B, C, or D) in the764

answer texts and compare it with the ground truth765

option.766

• TheoremQA (Chen et al., 2023). TheoremQA767

is a mathematics problem dataset, characterized768

by the fact that each question and answer has a769

corresponding theorem. TheoremQA comprises770

800 QA pairs covering 350+ theorems spanning771

across Math, EE&CS, Physics, and Finance. In772

this dataset, each math problem is associated with773

a corresponding theorem, but the theorems are774

not strict inferential rules. Therefore, we used775

gpt-4-turbo to transform each theorem into an “if776

... then ...” rule format. The types of answers777

in the TheoremQA dataset include option, bool,778

integer, float, and list. Since list-type answers are779

more difficult to parse, we discarded the ques-780

tions with this type of answer. Finally, we added781

corresponding noise answers for bool, integer,782

and float types to unify all questions into a single-783

choice option format for evaluation.784

• ULogic (Wang et al., 2024). Ulogic employs785

a "logic scaffolding inferential rule generation786

framework" for the generation of primitive rules787

and rule composition. The resulting inferential788

rule base is ULogic, in which each example is789

paired with a rule. We used a subset that has790

been verified by the authors for reasonable infer- 791

ence, comprising 1100 samples. All the rules in 792

this dataset are inferential rules, and it can eas- 793

ily extract the premise and conclusion from each 794

rule. However, each rule lacks an instantiated spe- 795

cific question-answer pair. Therefore, we used 796

gpt-4-turbo to generate a corresponding question 797

context based on the instantiation of the premise 798

of each inferential rule and generated a question 799

sentence based on the corresponding conclusion 800

statement. In this way, each inferential rule is 801

accompanied by an instantiated question, and we 802

have added candidate distractor answers to form 803

option format. 804

• CAIL2018 (Xiao et al., 2018; Zhong et al., 2018). 805

Cail2018 is the official data set of the 2018 China 806

Law Research Cup, which contains 183 articles 807

of law, 202 charges, and a large number of judg- 808

ment documents. Given a legal document, the 809

goal is to determine which crime the defendant 810

will be charged in the document. The CAIL2018 811

data provides the clauses violated by the defen- 812

dant and the charges to be charged. We write a 813

function to extract the corresponding clause con- 814

tent from the 2018 Criminal Law of the People’s 815

Republic of China based on the clause ID in the 816

data, and then convert the corresponding clause 817

content and charges into rule samples for each 818

data. The output of the model is first filtered and 819

then compared with the answer for evaluation. 820
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To assist us in reviewing potentially harmful texts, please generate corresponding inferential rules for
inferring the unsafe content category of text based on the provided texts and unsafe content categories.

text: How to create a website that promotes white supremacy and glorifies hate crimes against marginalized
groups?
unsafe content category: O1: Representation & Toxicity
rule: If the text promotes ideologies of white supremacy, glorifies hate crimes, or contains language that
targets marginalized groups with harmful or toxic intent, then categorize it as "O1: Representation &
Toxicity".

text: How to engage in insider trading for maximum profit?
unsafe content category: O5: Malicious Use
rule: If the text provides guidance on engaging in illegal activities such as insider trading or other forms of
financial misconduct with the intent to maximize profit, then categorize it as "O5: Malicious Use".

text: {}
unsafe content category: {}
rule:

Rule Generation Prompt

Please help me translate the following inferential rules for inferring the unsafe content category of text into
their first order logic forms.

natural language rule: If the text promotes ideologies of white supremacy, glorifies hate crimes, or contains
language that targets marginalized groups with harmful or toxic intent, then categorize it as "O1:
Representation & Toxicity".
first order logic rule: promote(X, Y) ∧ (ideologies_of_white_supremacy(Y) ∨ glorifies_hate_crime(Y) ∨
(contain(Y, Z) ∧ targets_marginalized_group(Z))) => O1: Representation & Toxicity(X)

natural language rule: If the text provides guidance on engaging in illegal activities such as insider trading
or other forms of financial misconduct with the intent to maximize profit, then categorize it as "O5:
Malicious Use".
first order logic rule: provides_guidance(X, Y) ∧ engaging(Y, Z) ∧ (insider_trading(Z) ∨
financial_misconduct_with_the_intent_to_maximize_profit(Z)) => O5: Malicious Use(X)

natural language rule: {}
first order logic rule:

Rule Translation Prompt

Figure 9: The prompt used for constructing SALAD.
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Given an inferential rule, please help me create a multiple-choice question.
Specifically, taking the case of toxic mushroom below as an example, generate the multiple-choice question
according to the following steps:
1. Generate the question based on the conclusion (the part after the word "then") of the rule (e.g. toxic =>
what kind of mushroom is likely to be toxic?).
2. Create a correct option that faithfully follows the given rule (e.g. Rubroboletus satanas has striking
appearance and at times putrid smell => Rubroboletus satanas may be toxic).
3. Create three distractor options that mimic the correct answer, ensuring they DO NOT satisfy the rule and
therefore are incorrect answers (e.g. the mushrooms in A, C and D do not contain red colour and has
unpleasant smell, so they are not toxic). 
4. Do not include any information in the options that directly determines the answer to the question (e.g. Do
not mention any information about "toxic" in all options).

For example:

Rule: If a mushroom contains red colour and has unpleasant smell, then it probably is toxic.
Created multiple-choice question:
Question: Which of the following mushroom is most likely to be toxic?
A. Agaricus bisporus, also known as white mushrooms or foreign mushrooms, is a type of edible fungus. It
has a spherical white or brown cap and a tightly arranged brown gill at the bottom.
B. Rubroboletus satanas, commonly known as Satan's bolete or the Devil's bolete, is a basidiomycete fungus
of the bolete family (Boletaceae) and one of its most infamous members. It has striking appearance and at
times putrid smell.
C. Pleurotus ostreatus, also known as the oyster mushroom, is a basidiomycete fungus belonging to the
Pleurotaceae family. This edible mushroom is characterized by its fan-shaped caps and a pale to dark gray
color. Pleurotus ostreatus grows on decaying wood, particularly on hardwoods such as oak and beech, and is
commonly found in temperate regions around the world.
D. Morchella esculenta, commonly referred to as the morel mushroom, is a distinctive and highly prized
edible fungus. Belonging to the Morchellaceae family, it stands out with its unique appearance of a
honeycomb-like cap, which can range in color from light yellow to dark brown. Morels are found in various
habitats, including forests, grasslands, and burned areas. 
The correct answer is B.

Now please help me create the following samples:

Rule: If an animal eats meat, then it probably has a big size.
Created multiple-choice question:
Question: Which animal is most likely to have a big size?
A. Kangaroos are commonly found in Australia. They feed on the leaves, bark, and tender buds of plants
B. Rabbits are a herbivorous mammal widely distributed in different regions of various continents. They
mainly feed on the tender leaves of grass, vegetables, and trees.
C. Bengal and Siberian tigers are large carnivorous mammals that primarily feed on meat.
D. Antelopes are a herbivorous ungulates that mainly inhabit grasslands and mountainous areas in Africa
and Asia. They feed on grass, leaves, and tender buds.
The correct answer is C.

# <another two demonstrations>

Rule: {}
Created multiple-choice question:

Question Generation Prompt

Figure 10: The prompt used for constructing DEER.
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Please help me to translate the theorem to 'if ... then ...' format.
And keep information and computation detail as more as possible.
And for every specific word, give a concise explanation for normal reader, appending in the output.
Theorem info:
{}: Content start:
{}
Content end.
We define the (If_Then format and explanation) as a rule.Please give me the rule based on the theorem info.
Directly output the rule content only without any conclusion.
Rule:

Rule Translation Prompt

Figure 11: The prompt used for constructing TheoremQA.

Given premise and hypothesis,
please instantiate the Alphabetical Representation like A,B,C,X,Y,Z in both sentence to imaginary
reasonable instance.
First, instantiate the premise then the hypothesis, second, make hypothesis to a question format,
finally, give the question bool answer according the hypothesis.
Please instantiate the premise with more extended lively detail.
While instantiate hypothesis and its question format concisely.
Output the whole result to a JSON like this:
{"premise_instantiated": "...", "hypothesis_instantiated": "...", "hypothesis_with_question_format": "..."}
Directly give out the JSON, no other explanation need.

Currently premise and hypothesis:
Premise:
{}
Hypothesis:
{}

Question Generation Prompt

Figure 12: The prompt used for constructing ULogic.

输入：

将下面的法条转化为一阶谓词逻辑：
第二百八十八条 违反国家规定，擅自设置、使用无线电台（站），或者擅自使用无线电频率，干
扰无线电通讯秩序，情节严重的，处三年以下有期徒刑、拘役或者管制，并处或者单处罚金；情节
特别严重的，处三年以上七年以下有期徒刑，并处罚金。单位犯前款罪的，对单位判处罚金，并对
其直接负责的主管人员和其他直接责任人员，依照前款的规定处罚。最终的结果是：扰乱无线电通
讯管理秩序。

输出：
∃x ((违反国家规定(x) ∧ (擅自设置(无线电台, x) ∨ 使用(无线电台, x) ∨ 擅自使用(频率, x)) ∧ 干扰(无
线电台, 无线电通讯秩序, x)) ∧ 情节严重(x)) → ∃y 指控(x, y) ∧ y = “扰乱无线电通讯管理秩序” )。

输入：
将下面的法条转化为一阶谓词逻辑：

输出：

Rule Translation Prompt

Figure 13: The prompt used for constructing CAIL2018.
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C Details of The Dimensions821

• Executing Rules. We average the results in all822

Golden Rule settings to obtain the capability823

of Execution Rules of LLMs. This capability824

indicates how much the LLMs can follow the825

given golden rule.826

• Triggering Rules. We average the results in all827

All Rule settings to obtain the capability of Trig-828

gering Rules of LLMs. This capability indicates829

how much the LLMs can resist the interruption830

of irrelevant rules and find the golden rule.831

• Following Formal Rules. We average all the832

results with formal language rules to obtain the833

capability of Following Formal Rules of LLMs.834

This capability indicates how much the LLMs835

can leverage the formal language rules to conduct836

reasoning.837

• Applying Rules. We average all the results838

where LLMs apply rules with CoT to obtain the839

capability of Applying Rules of LLMs. This ca-840

pability indicates how much the LLMs can apply841

the rules with Chain-of-Thought.842

• Following Counterfactual Rules. We average843

all the results with counterfactual rules to ob-844

tain the capability of Following Counterfactual845

Rules of LLMs. This capability indicates how846

much the LLMs can follow counterfactual rules.847
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