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Abstract

Biological neural networks are recurrent and transmit information via discrete spikes. How-
ever, neural network theories largely focus on deep feedforward architectures with continu-
ous activations, and it is not clear to what extent these theories are relevant to the analysis
and optimization of recurrent spiking neural networks (SNNs). We propose to study the
geometry of multi-layer recurrent SNNs as piecewise-constant functions, which we visualize
with our new algorithm, SplineCam-SNN. We first study how the parameters of SNNs af-
fect their input-output geometry. In contrast to deep networks with continuous activations,
recurrent (synaptic) weights appear to have a more limited influence on the geometry than
skip connections, leakages, and delays. With these insights, we compare two plasticity
methods: gradient descent aligns input-output geometry around data, while STDP, being
focused on recurrent weights, cannot. Our findings emphasize the importance of skip con-
nections, leakages, and delays for training SNNs, and suggest that these parameters may

be promising targets for future plasticity algorithms.
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1. Introduction

SNN parameters, Figures 4 and 6 illustrate the specific
influence of recurrent weights, and Figures 3 and 7 use
our algorithm, SplineCam-SNN, to observe how plasticity
changes these partitions in deep multi-neuron SNNs.

Two longstanding challenges with neural networks are understanding them and connecting
them to neuroscience. Sometimes, these two aims are aligned (e.g., convolutional networks
(15 2; 3; 4)), but often they are not. For example, much of deep learning theory rests on
a foundation of continuous feedforward networks (5; 6; 7), even though biological neural
networks are recurrent and communicate through binary signals (spikes). In particular,

© 2025 J. Casco-Rodriguez.



CASCO-RODRIGUEZ

spiking neural networks (SNNs) (8; 9; 10; 11; 12; 13), which resemble biological neurons,
are frustrating targets of deep learning theory: there is little consensus about how best to
parameterize or train them, and few works try interpreting them (14; 15; 16). SNNs could
bring human-scale energy efficiency to deep networks and newfound insights to neuroscience
(17; 18; 19; 20), but without a comprehensive theory for SNNs, this remains elusive.

Contributions. We propose a theory of SNNs as piecewise-constant functions: at each
timestep, each neuron partitions the input space into regions where it does or does not
spike. We also extend existing region computation methods (21; 22; 23) to SNNs via a
new algorithm, SplineCam-SNN. With this framework, we reveal how SNN parameters
affect the geometry of these regions: (1) skip connections are required for hidden layers
to draw any new partitions, and (2) leakages, delays, input weights, and even resets can
rotate partition boundaries, while recurrent weights can only shift them. Then we describe
plasticity affecting region geometry: gradient descent aligns region boundaries around input
data (like in continuous networks), while local learning via spike-timing-dependent plasticity
can only shift certain region boundaries based on which regions contain the most data
points. Our findings emphasize the importance of skip connections, leakages, and delays,
and suggest that these parameters are promising targets for future plasticity algorithms.

2. Background and Related Work

2.1. Spiking Neural Networks

Leaky integrate-and-fire networks. Spiking neural networks (SNNs) are biologically
inspired recurrent networks with hidden states that communicate only through binary sig-
nals (spikes). They often employ leaky integrate-and-fire (LIF) dynamics: at time ¢, hidden
states (membrane potentials) u; decay exponentially, with leakage decays A, and receive
weighted inputs W,a; and previous spikes W,.s;_1. Neurons emit spikes s; when u; meets
the firing thresholds ¥; immediately after spiking, neurons’ hidden states are reset to 0:

w=A0(1—s8-1)0u—1 +Wyxy + W,s,_1, s = Heaviside(Re(u;) —9) (1)

We probe a variety of biologically inspired SNN parameters: (a) subthreshold oscillation
(complex A) (24; 25; 26; 27; 28), soft and hard resets (either subtraction by the threshold or
multiplication by 0 after spiking) (29; 30; 31; 32; 33; 34), dendritic delays (weighted input
delays) (10; 35; 19; 36; 37; 38; 26; 39; 40; 41; 42; 43), (d) recurrent weights W, (44; 45; 46; 47),
(e) skip connections between layers (48; 49; 50; 51; 52; 11; 12; 53; 54; 55), and local plasticity
methods like spike-timing-dependent plasticity (STDP) (56; 17; 34; 57; 58).

2.2. Continuous Piecewise-Linear Networks

Definition. Deep networks are cascades of linear and nonlinear functions. For example,
an L-layer feedforward network could be a composition of L layers, where the ¢-th layer has
weights Wy, biases by, a nonlinearity oy, and the form fy(x) = o¢(Wyfr—1(x) + by), where
fo(x) = x. If all the nonlinearities in a network are continuous piecewise-linear (CPWL),
the network is CPWL and thus partitions its input space into a parameter-dependent set
of regions €. Within each region w € €, the network is linear: f(x) = W) T + by(a)-
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Applications. CPWL theories of neural networks (59; 60; 61), have yielded insights into
deep network properties like normalization and adversarial robustness (6; 62; 63; 64). Three
phenomena therein are relevant: (1) weights rotate the boundaries of partitions, while biases
shift them; (2) hidden layers divide existing linear regions by drawing new boundaries; and
(3) training a network orients its partitions around data. Additionally, the linear regions of
CPWL networks can be exactly computed (21; 22; 23), but existing methods do not support
nonlinear recurrent networks or discontinuous activations (i.e., SNNs). A few works have
discussed the piecewise behavior of SNNs, but have done so either via spike timings (with
restrictive assumptions) (65; 66) or in the hidden state space of SNNs (16; 67; 68), while we
show how various factors affect the input-output geometry of SNNs in their input space.

3. Results

3.1. Parameters and Partitions

Partition calculation algorithm. We inspect constant regions of an SNN, portions of
input space! with fixed spike patterns. We calculate them by iterating through each existing
region for each neuron for each timestep. Each region, if applicable, is divided along lines
where hidden states meet spike thresholds. For simple cases, we do this analytically, but
for deep networks, we made an algorithm, SplineCam-SNN (see Appendices B and C).

Leakages and delays rotate partition boundaries; recurrent weights shift them.
Training continuous networks requires fitting their partitions to data: weights rotate bound-
aries, and biases shift them. As for SNNs, Figure 2 reveals that several parameters rotate
boundaries: leakages, delays, input weights, and resets, with the first two being the most di-
rect?. However, partition boundaries from delays and complex leakages are less constrained
than those from real leakages. Meanwhile, Figures 4 and 9 show that recurrent weights
only shifts boundaries (since they transmit binary signals), unlike weights in continuous
networks, which rotate boundaries (Figure 5). These findings imply that recurrent weights
may be less useful than leakages and delays for fitting partitions to data.

1. Our input space is over unrolled sequences, e.g., RT*? for a d-dimensional sequence of T elements.
2. Input weights can rotate partitions, but only by scaling axes of input space rather than directly rotating
any specific boundaries per se. As for resets, only hard ones can rotate boundaries (Figure 2).



CASCO-RODRIGUEZ

Tnitial Train W, Train W,., W, Train W,,, W,, A
Shift some Shift and Shift,
bound- scale all scale, and
aries bound- rotate all
| aries bound-
aries

Figure 3: Future plasticity algorithms should train all parameters. We use
SplineCam-SNN to compare instances of gradient descent in a deep SNN classifying a 2-
timestep toy dataset. Colors denote true class labels (of data points) and the network’s
classification decisions (of input regions). Feedforward weights to hidden layers are always
trained. Recurrent weights shift some, input weights scale all, and leakages rotate some
boundaries. These differences help explain the limited expressivity of plasticity algorithms
like STDP, which at most train input and recurrent weights (Figure 8).

Hidden layers need input skip connections to draw new partitions. In continuous
networks, hidden layers draw new partitions from those of previous layers, but in SNNs,
they cannot, since previous layers’ outputs are constant within each region. Instead, hidden
layers map their own spike patterns to each existing constant region (e.g., assign a decision
to each region in a classification task, like in Figures 3 and 7). However, hidden layers can
draw new partitions if and only if they observe the original input via skip connections.

3.2. Plasticity and Partitions

SNNs align partitions around data. Continuous networks are known to align their
partitions to data during training. We use SplineCam-SNN in Figures 3 and 7 to confirm
that SNNs trained via gradient descent also align their partitions around data. If SNNs align
partitions to data, then they may be compatible with additional findings and techniques
from spline theory concerning batch normalization and adversarial robustness (62; 63; 64).

Local plasticity methods need to train boundary-rotating parameters. Finally,
we compare two popular SNN plasticity algorithms: surrogate gradient descent (global) and
STDP (local). The former rotates and shifts partitions to align with data, while the latter,
focused on recurrent weights, only shifts the boundaries of existing regions based on where
input data is common (Figures 6 and 3). Under the right conditions, this expansion of
data-heavy partitions could improve robustness to perturbations (69; 70), as in continuous
networks (63; 64). However, plasticity algorithms focused on recurrent weights cannot rotate
partition boundaries to align them with data—mnew plasticity algorithms should also train
boundary-rotating parameters like leakages and delays.

4. Conclusions and Future Work

We have introduced a theory of SNNs as piecewise-constant functions, and an algorithm
to visualize them as such. Our findings show the relative importance of skip connections,
leakages, and delays, rather than recurrent weights, and suggests they are lucrative targets
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of future plasticity algorithms (71). While this message is not wholly unique, our perspective
is uniquely based on a geometric theory of SNNs as functions and unites disparate findings
based on gradients or empirical observations (38; 35; 54; 53). Future work could examine
how adaptation (26; 27), initialization (45; 72), normalization (73; 74; 75; 76; 77; 78; 79),
and regularization (80; 30) affect partition geometry.
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Appendix A. Additional figures

Figure 4: Recurrent weights can only shift partition
boundaries. We examine two neurons in a two-timestep Ty,
input plane. If the recurrent weight between them W, = 2
0, their partitions are a simply two variants of Figure 1 T”"’ <0
superimposed. Neuron 0 (red) has a lower threshold and (720 NI NG R W, =0
slower decay (¢ = 0.5,\ = 1) than neuron 1 (J = 1,\ = iW,‘ >0
0.5), so it always spikes first if W, = 0. However, if W,. # 0, 0
then a spike from neuron 0 at time ¢y will shift the threshold T,
for a neuron 1 spike at time t; by W, thus shifting some —05 0 0 2
region boundaries of neuron 1.

Figure 5: Continuous networks rotate
partition boundaries, binary networks
can only shift them. Neuron 0 (black)
feeds neuron 1 (red). The latter draws new
rotated boundaries if neuron 0 is continuous
or new shifted boundaries if it observes inputs
via skip connections and neuron 0 is binary.
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Figure 6: STDP shifts partition boundaries based on where data is concentrated.
Like in Figure 4, we have two neurons, connected via excitatory recurrent weights W,
stimulated at two timesteps. However, now both dimensions of our input space affect both
timesteps: « controls how much neuron 0 (black) is stimulated before neuron 1 (red),
while 8 does the opposite. This projection shows how STDP affects partitions: if training
sequences largely satisfy 8 > «, then neuron 1 frequently spikes before neuron 0, and the
ensuing changes to recurrent weights would expand regions where neuron 1 spikes before
neuron 0. The opposite would happen if training sequences largely satisfied a > f.
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Figure 7: Training aligns partitions around data.
Initial —>  Trained We use SplineCam-SNN on a deep (15 hidden + 1 out-
put neuron, all spiking) SNN randomly initialized and
then trained (via gradient descent) to classify repeated
of MNIST digits over 3 timesteps. Partition geometry
aligns itself to data points (blue and orange are classes
7 and 1, respectively) so that the final layer can assign
classification decisions (instead of drawing new parti-
tions, since there are no skip connections).

© (Class 7 mean

Initial Gradient Descent
2 STDP: Gradient descent:
] o L — Modulating Training all
" B B recurrent parameters shifts
! j weights W, all partitions, and
N shifts some rotates many (via
) partitions. A Wo).
2 2 -2 2

Figure 8: Gradient descent is better at orienting partitions around data than
STDP. We use SplineCam-SNN to compare gradient descent and STDP in a deep SNN
classifying a 2-timestep toy dataset. Gradient descent aligns boundaries around data, while
STDP only shifts some boundaries (here, horizontal and diagonal ones). Colors denote true
class labels (of data points) and the network’s classification decisions (of input regions).

Zero recurrent weights Nonzero recurrent weights
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T N 1.5 4 —
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2.0 =15 -1.0 -0.5 0.0 0.5 1.0 15 2.0 -2.0 =15 -1.0 -0.5 0.0 0.5 10 15 20
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Figure 9: Recurrent weights shift, but do not rotate, partition boundaries. Above
are two observations of a two-timestep five-neuron SNN without (left) and with (right)
recurrent weights. In the former case, the partitions simply correspond to shifted or flipped
versions of the diagram established in Figure 1. This is because the activity of the SNN here
without recurrent weights is simply the simultaneous activity of five different two-timestep
single-input SNNs. However, once we introduce recurrent weights (sampled from a normal
distribution), we can see that the nature of the partitions changes.
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No dendritic delay Dendritic delay: xp, x; both seen at time 1
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Figure 10: Dendritic delays facilitate coincidence processing. Here we have an SNN
of 10 hidden neurons that again observes two inputs, xg and x1, sequentially. Without
dendritic delays, the SNN evidently exhibits complex behavior with respect to the choices
of ¢ and z1. However, with dendritic delays, the SNN views x¢ and 1 both at timestep 1,
and is thus much better able to fire in a response that depends equally on ¢ and z;. Since
the SNN has a static input weight W, that is shared between xy and x1, all lines in the case
with dendritic delay have the same slope, but if the SNN had weighted delays (i.e., different
weights for zp and z1), then the slopes would vary, which would be good for plasticity.

Initial network (264 cycles)

Random direction 2
Random direction 2

T T T Y f T 7
-10.0 =7.5 -5.0 =25 0.0 2.5 5.0 7.5 10.0
Random direction 1 Random direction 1

Figure 11: Initial linear partitions are largely independent of recurrent weights.
Unlike all previous plots, here we observe a 10-timestep 5-neuron SNN that observes a 5-
dimensional input at each timestep. We take a 2D random Gaussian slice of the 5 x 10 = 50-
dimensional input space of the SNN, and observe what happens when we remove the recur-
rent weights from the SNN. Surprisingly, the overall shape of the partitions remains largely

intact, suggesting that the boundaries of linear behavior in SNNs are strongly dependent
on parameters like input weight matrices and leakage decay rates.
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Appendix B. SplineCam-SNN Overview

Goal. The fundamental goal of our algorithm is to take a linear 2D projection from the
input space of a SNN and calculate the boundaries of linear behavior therein, in a similar
fashion as previous works have done for feedforward networks (21; 23) and linear RNNs (22).
The primary challenge in doing so is that in SNNs, outputs are discontinuous, so the parti-
tion boundaries of SNN behavior are also discontinuous—all previous methods have assumed
partition boundaries are continuous (since ReLUs are continuous). All code is available
at https://colab.research.google.com/drive/1kBOu9ho2GD-2uegj9G5Dg63k7G203ZWw
and https://colab.research.google.com/drive/1EOB7-y9ZgyQ7IqJsrtrZnTveWDwaluwb?
usp=sharing.

Conceptual overview. Like previous works, our algorithm begins with a single rect-
angular area comprised of four 2D vertices, and then progressively subdivides this area
according to lines where a single piecewise-linear neuron transitions between two modes of
linear behavior. However, due to the limitations of previous works for SNNs, our algorithm
uses a new method to compute these lines in a given linear region. While a recent algorithm
(23) showed that parallel evaluation of all vertices is massively beneficial for runtime com-
plexity, the discontinuity of SNN activations forces us to perform calculations separately
on each linear region, as done in SplineCam (21; 22). However, SplineCam uses slow CPU
graph cycle discovery operations to divide any given linear region, so we avoid these graph
operations by keeping track of the cycles, or regions, of our overall graph as we are mutating
it. Our algorithm conceptually lies between SplineCam and a recently proposed alternative
(23). Starting from the restriction that the input time series to our given SNN is a linear
function of 2D coordinates, our algorithm conceptually works as follows:

1. Our list of regions (2 starts with a single rectangular linear region of 4 vertices, V.
2. For each timestep t € [0,1,...,T —1]:

(a) For each neuron n € [0,1,..., N —1]:
(b) Qgiq < 2 before adding any new regions from neuron n at time ¢.

i. For each linear region w € Qg4:

A. Compute Wy, ., € RQ,bt,n,w € R, the affine parameters for the n-th
hidden state at time ¢ from any 2D point within w.

B. Using Wiy, w, bt nw, find or calculate the two 2D vertices along the bound-
ary of w where the n-th hidden state at time ¢ equals the threshold
voltage (¢ — 9, = 0).

C. Append any newly created vertices to V.

D. Halve w along the line formed by connecting the two 2D vertices where
Ut pw — Py = 0. Both halves share the new line. w < one half of w,
Q) + ) 4+ the other half of w.

For a detailed explanation of the algorithm, see Appendix C.
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Appendix C. SplineCam-SNN Details
C.1. Calculating the Affine Parameters of a SNN

Goal. Here we compute the affine parameters of the hidden state of neuron n at time
t as a function of any 2D vertex within a given region w. First, before any other part
of our algorithm can run, we must calculate the contribution from any 2D vertex to all
hidden states at all times, in the subthreshold regime. This is necessary because each 2D
vertex represents a different T-timestep D-dimensional time series, which is fed into the
SNN sequentially, but the reset mechanism of SNNs directly modulates how the hidden
state at time ¢ depends on the inputs at previous timesteps.

Impulse responses. We begin by calculating the impulse response of each neuron’s hid-
den state, which are simply exponential functions of time with decay rates A (since neurons
do not communicate with each other unless they spike):

ho(t)=AL V te(0,...,T—1], n€0,...,N —1] (2)

Contribution of a 2D vertex from time t¢;, to time ¢,,;. The hidden state of neuron
n at time 4y is a linear function of its inputs at times [0, ..., toy¢|, but because of the reset
mechanism of SNNs, we need to characterize exactly how the n-th state at t,,; depends
on any single prior time ¢;,. We express this dependence for each neuron as a 2D function
H, (tin, towr) : N2 — R%2  H,(tin,tous) returns a vector describing the weight of any 2D
vertex on the m-th neuron at time t,,; from the input at time t;, prescribed by the 2D
vertex.

Characterizing H, (tin, tour). At any time ¢,,, contribution to the n-th hidden state
from an input at time ¢;, is necessarily proportional to hy,(tou: — tin). However, the input
at time t;, depends on the input time series projection matrix P € RT*P*2__gpecifically,
its entry Py, € RP*2. The D-dimensional input at time ¢, gets fed to the neurons via
W, € RVXP 50 to get the input to neuron n prescribed by a 2D vertex at time t;,, one
need only multiply be the vertex by W, , P, € R% Therefore, the final expression for
Hn(tina tout) is:

Hn(tin; tout) = hn(tout - tin)Wx,nIDtm (3)

In practice, we precompute H,,(tin, tout) as a 4D tensor of shape T'x T x D x 2 for simplicity.

Computing the affine parameters W, , ., b; . We now describe the hidden state of
neuron n at time ¢ as a (region-dependent) linear function of any given 2D vertex (without
using any autodifferentiation). If we ignored spike resets and recurrent spikes, this would
simply be Z’;:O H, (7,t). However, we must account for resets and recurrent spikes. We
do so by iterating through the SNN update equations (Equation 1) for all neurons, up to
time t; along the way, we update Wi ,, ., by n., according to resets and recurrent spikes:

1. Inputs: SNN with parameters W, € RV*N W, ¢ RV*P X ¢ [0,1]V,9 € RY; 2D
linear projection tensor P € RT*DPx2

2. Initialize hidden states, spikes, and affine parameters: u_1 = s_1 = 0, Wy, <
07 bt,n,w +~0
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3. For 7 €[0,1,...,t]:

(a) ur = WP,V + Wys,._; (feedforward and recurrent inputs)
(b) Incorporate leakage and spike resets
i. If hard reset: u; <+ u; + A O (1 — 8;-1) ©® Ur—1
ii. If soft reset: u; < ur + A® (ur—1 — 9 © 8,-1)
(c) sr = Heaviside(u, — ) (spikes)
(d) Winw ¢ Winw + Hy(7,t) (add the contribution onto time ¢ from inputs at
time )
(€) binw  Anbenw + Whns-—1 (exponential moving average of recurrent inputs)
(f) If 7 < t and neuron n spiked (s, = 1), then update W, 4, by o
i. If hard reset: Wi < 0,0t < 0
ii. If soft reset: by < binw — In

4. Return Wiy, w5, bt -

C.2. Dividing an Edge

To divide an input region w with affine parameters W, ., bt n,, we must calculate the line
within w where the n-th neuron has a hidden state equal to 1,, at time t. To do this for a
piecewise-linear function, we need only find or calculate the two points along the boundary
of w where uy o, — ¥, = 0. Given an adjacent pair of vertices (i.e., and edge) (Vi, Vo) where
sign(wsnw — Y¥y) changes between -1 and +1, we seek a such that the linear interpolation
Vo = aVi + (1 — a)V; satisfies preact(Vy) := Vo - Wi o + binw — 9, = 0. The solution
for a is in Equation 8.

Vo Winw+binw — 9, =0 (4)

(@Vi+ (1= a)Va) - Wi+ btnw —9n =0 (5)

a(Vi* Winw +binw —9n) + (1 — ) (Vo Wi + bt —9n) =0 (6)

a - preact ,, (V1) + (1 — a) - preact, ,, ,(V2) =0 (7)
preactt’mw(Vg)

o =
preaCttn,w (‘/2) B preaCttm’w(‘/l)

Without loss of generality, one could absorb —43,, into b; ., to recover similar zero-finding
methods used by previous works with ReLU neurons (23; 21; 22).

C.3. Detailed Algorithm

1. Inputs: SNN with parameters W, € RV*N W, ¢ RV*P X ¢ [0,1]V,9 € RY; 2D
linear projection tensor P € RT>*DPx2

2. Start with an adjacency matrix A € R*** connecting 4 vertices V. € R**?2 in a
2D rectangle centered around 0. €2 is a list representing the cycle basis of A, i.e.,
the regions of linear behavior in our 2D input projection space; at the start, it only
contains one cycle, the 2D rectangle.
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3. For each timestep ¢ € [0,1,...,T — 1]: For each neuron n € [0,1,..., N —1]:

(a) Compute the center (mean vertex) of each linear region (cycle): V, € RI®I*2

(b) Calculate {W} p, w twe, {btnw fweq around each V¢, the affine parameters of each
linear region w for the n-th hidden state at time ¢ as a function of any 2D vertex
within w. Each Wy, o, b nw are 2D and 1D vectors, respectively.

(¢) Qg < Q before adding any new regions from neuron n at time ¢
(d) For each region (cycle) w € Qy4:
i. V,, = all 2D vertices in V that form the boundary of w
i wnw = VoWinw +binw
ili. If —1,+1 are not both in gy, = sign(us . — Pp):
A. continue
iv. View_edge = any vertices in V,, where q; 4, = 0
v. For each adjacent vertex pair (Vi, V2) where g5, changes between —1 and
+1:

A. Calculate o such that (aVi + (1 — a)Vo)Wy o + benw — Uy = 0, from
Equation 8

B. Append the new vertex V,, = (aVi + (1 — a)V2) to V and to Ve _cdge-

C. Update A and €: all instances of the edge (Vi,Va) are replaced by
(‘/ia VO&)7 (VOM ‘/2)

vi. There should be exactly 2 vertices in Vi cdge- Draw a new edge between
them in A.

vii. Halve w along the new edge where w; ., — 19, = 0. Both halves share the
new line. w < one half of w, Q + Q + the other half of w.

4. Return vertices V', adjacency matrix A, and linear regions (cycle basis of A) Q.
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