
Rethinking Prompt Optimizers: From Prompt Merits to Optimization

Anonymous ACL submission

Abstract

Prompt optimization (PO) provides a practical001
way to improve response quality when users002
lack the time or expertise to manually craft ef-003
fective prompts. Existing methods typically004
rely on advanced, large-scale LLMs like GPT-005
4 to generate optimized prompts. However,006
due to limited downward compatibility, ver-007
bose, and instruction-heavy prompts from ad-008
vanced LLMs can overwhelm lightweight in-009
ference models and degrade response quality.010
In this work, we rethink prompt optimization011
through the lens of explicit and interpretable de-012
sign. We first identify a set of model-agnostic013
prompt quality merits and empirically validate014
their effectiveness in enhancing prompt and015
response quality. We then introduce a merit-016
guided prompt optimizer (MePO), which is lo-017
cally deployable and trained on our preference018
dataset built from merit-guided prompts gener-019
ated by a lightweight LLM. Unlike prior work,020
MePO avoids online optimization reliance, re-021
duces cost and privacy concerns, and—by learn-022
ing clear, interpretable merits—generalizes ef-023
fectively to both large-scale and lightweight024
inference models. Experiments demonstrate025
that MePO achieves better results across di-026
verse tasks and model types, offering a scalable027
and robust solution for real-world deployment.028

1 Introduction029

Large language models (LLMs) have achieved im-030

pressive results across many NLP tasks (Achiam031

et al., 2023; Touvron et al., 2023), but their perfor-032

mance remains highly sensitive to prompt phrasing.033

Although careful prompt crafting can improve out-034

put quality, it is often impractical in real-world set-035

tings, where users typically lack the time or exper-036

tise to manually refine prompts. This has sparked037

growing interest in automatic prompt optimization038

(APO) (Liu et al., 2023).039

A dominant APO paradigm is discrete automatic040

prompt optimization, which employs an advanced,041

large-scale LLM1 as the prompt optimization 042

model to optimize prompts. These prompts are 043

then used as inputs to either similarly sized (Xiang 044

et al., 2025; Ye et al., 2024) or smaller (Guo et al., 045

2024) inference models for response generation. 046

One line of work uses API-based models such as 047

GPT-4 for online prompt optimization, typically in- 048

serting a task-specific meta-prompt before or after 049

each query to reduce cost, while leaving the query 050

itself unoptimized (Xiang et al., 2025; Guo et al., 051

2024; Ye et al., 2024). However, this approach 052

requires prior task knowledge, limiting its applica- 053

bility in open-ended, real-world scenarios. Another 054

line explores locally deployable optimizers that op- 055

timize each prompt and are trained independently 056

of specific tasks, though their training data still 057

originates from prompts generated by advanced 058

online LLMs, implicitly treating these outputs as 059

optimal (Lu et al., 2025; Cheng et al., 2024). 060

Despite the differences in deployment strategies, 061

both online and local optimization approaches rely 062

on prompts produced by advanced online LLMs 063

as the gold-standard optimal prompts. This design 064

implicitly assumes downward compatibility: the 065

notion that prompts generated by large-scale LLMs 066

can be effectively interpreted by lightweight in- 067

ference models. However, our empirical analysis 068

challenges this assumption. As shown in Fig. 1(a), 069

prompts crafted by advanced, large-scale LLMs 070

often contain verbose, instruction-heavy content, 071

which may overwhelm lightweight models, caus- 072

ing them to miss the key point or engage in exces- 073

sive reasoning, ultimately leading to incorrect or 074

irrelevant responses. 075

The finding on the limited downward compati- 076

bility of large-scale LLMs raises a crucial question: 077

Can lightweight LLMs themselves serve as effective 078

optimization models? 079

1In this work, we categorize LLMs ranging from GPT-4-
size to 70B as large-scale, while those with fewer than 13B
are denoted as lightweight, following ChunLiu et al. (2024).
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Raw Query

'Of the 20 available cars for rent, 12 are 
automatic cars, 4 are manual cars, and the 
rest are semi-automatic. What percentage 

of the cars are semi-automatic?'

GPT4 Optimized Query

"Given a total of 20 rental cars, with 12 being 
automatics and 4 being manuals, calculate the 

percentage of semi-automatic cars by first determining 
how many cars are semi-automatic. Then, divide the 

number of semi-automatic cars by the total number of 
cars (20) and multiply by 100 to express the result as a 
percentage. Report the percentage of semi-automatic 

cars as a whole number, without decimal places."

LLaMA2-7b-chat-hf

There are 20 cars in total, and 
12 of them are automatic 

(60%). The remaining 8 cars 
are manual (40%). Therefore, 

the percentage of semi-
automatic cars is 20%.

To find the number of semi-
automatic cars, we need to 

count how many cars are not 
automatics. There are 20 - 12 

= 8 non-automatic cars.
So, the number of semi-

automatic cars is 4 / 8 = 50%.

LLaMA2-7b-chat-hf

Tulu2-7b-dpo

The total number of automatic cars is 
12. The total number of manual cars is 

4. The total number of cars that are 
not automatic or manual is 20 - 12 - 4 

= 4. The percentage of the cars that 
are semi-automatic is 4/20 = 0.2. 

#### 20.0'

There are 12 automatic cars and 4 
manual cars, for a total of 12 + 4 = 16 

semi-automatic cars.
The percentage of semi - automatic 

cars is 16 / 20 = 0.8. 0.8 x 100% = 80%.
#### 80

Tulu2-7b-dpo

Basic Prompt
“Here, you'll be given 

sentences from reviews 
about products and 

you'll need to decide if 
it's a positive or a 
negative review.”

“Here, you'll be given 
reviews about 

products and you'll 
need to analyze each 

review and identify if it 
is positive or negative.”

LLaMA-3.2-3B
Optimal Prompt: 

“Analyze the 
sentiment of this 

sentence:”
DS Evaluation: 
Prompt 1 (refers 
to EvoPrompt) is 
clearer and more 

structured, 
specifying the 
task (analyzing 

reviews) and the 
goal (identifying 

sentiment). 

Tulu2-7b-dpo
Optimal Prompt : “Identify the different 
parts of the tweet that convey a positive 

or negative sentiment. Carry out 
sentiment analysis for every sentence to 

decide if it is positive or negative. 
Categorize the tweet according to if it 
has a positive or negative sentiment.”

DS Evaluation: Prompt 2 (EvoPrompt) is 
clearer and more concise, directly 

aligning with the ##Basic Prompt##. 
Prompt 1introduces extra steps (e.g., 
identifying parts of the tweet) that are 
not required for the core task and may 

distract from the primary goal.

EvoPrompt Prompt

20

Golden 
Answer

(a) Prompts optimized by advanced models can trigger incorrect responses
from lightweight inference models. Irrelevant response examples are pro-
vided in Appx. A.1.

Raw Query

'Of the 20 available cars for rent, 12 are 
automatic cars, 4 are manual cars, and the 
rest are semi-automatic. What percentage 

of the cars are semi-automatic?'

GPT4 Optimized Query

"Given a total of 20 rental cars, with 12 being 
automatics and 4 being manuals, calculate the 

percentage of semi-automatic cars by first determining 
how many cars are semi-automatic. Then, divide the 

number of semi-automatic cars by the total number of 
cars (20) and multiply by 100 to express the result as a 
percentage. Report the percentage of semi-automatic 

cars as a whole number, without decimal places."

LLaMA2-7b-chat-hf

There are 20 cars in total, and 
12 of them are automatic 

(60%). The remaining 8 cars 
are manual (40%). Therefore, 

the percentage of semi-
automatic cars is 20%.

To find the number of semi-
automatic cars, we need to 

count how many cars are not 
automatics. There are 20 - 12 

= 8 non-automatic cars.
So, the number of semi-

automatic cars is 4 / 8 = 50%.

LLaMA2-7b-chat-hf

Tulu2-7b-dpo

The total number of automatic cars is 
12. The total number of manual cars is 

4. The total number of cars that are 
not automatic or manual is 20 - 12 - 4 

= 4. The percentage of the cars that 
are semi-automatic is 4/20 = 0.2. 

#### 20.0'

There are 12 automatic cars and 4 
manual cars, for a total of 12 + 4 = 16 

semi-automatic cars.
The percentage of semi - automatic 

cars is 16 / 20 = 0.8. 0.8 x 100% = 80%.
#### 80

Tulu2-7b-dpo

Basic Prompt
“Here, you'll be given 

sentences from reviews 
about products and 

you'll need to decide if 
it's a positive or a 
negative review.”

“Here, you'll be given 
reviews about 

products and you'll 
need to analyze each 

review and identify if it 
is positive or negative.”

LLaMA-3.2-3B
Optimal Prompt: 

“Analyze the 
sentiment of this 

sentence:”
DS Evaluation: 

Prompt 1 (refers to 
EvoPrompt) is 

clearer and more 
structured, 

specifying the task 
and the goal… 

Prompt 2 adds no 
significant 

improvement

Tulu2-7b-dpo
Optimal Prompt : “Identify the different 
parts of the tweet that convey a positive 

or negative sentiment. Carry out 
sentiment analysis for every sentence to 

decide if it is positive or negative. 
Categorize the tweet according to if it 
has a positive or negative sentiment.”

DS Evaluation: Prompt 2 (EvoPrompt) is 
clearer and more concise, directly 

aligning with the ##Basic Prompt##. 
Prompt 1introduces extra steps (e.g., 
identifying parts of the tweet) that are 

not required for the core task. and may 
distract from the primary goal

EvoPrompt Prompt
(GPT3.5)

20

Golden 
Answer

(b) Lightweight LLMs fail under complex optimiza-
tion algorithms, yielding results equal to or worse
than the Basic Prompt.

Basic Prompt
“Here, you'll be 
given sentences 

from reviews about 
products and you'll 

need to decide if 
it's a positive or a 
negative review.”

LLaMA-3.2-3B
Optimal Prompt: “Given a selection of sentences from reviews about 

products, classify each sentence as either a positive or negative review, 
providing a clear and concise explanation for your decision. Ensure that your 
response is grounded in the original text. Provide a structured breakdown of 

your thought process.”
DS Evaluation: Prompt 1 (Optimal) is better because it provides clear 

instructions, emphasizes the need for explanations, and requests a structured 
breakdown of the thought process.

Tulu2-7b-dpo
Optimal Prompt: “You will be provided with sentences from product 

reviews. Your task is to determine if the review is positive or negative.\nRead 
through the content of the review and consider the overall tone and 

language used. Does the reviewer express satisfaction or dissatisfaction 
with the product? Are they using positive or negative words to describe their 

experience?”
DS Evaluation: Prompt 2 (Optimal) is better because it provides more 

detailed guidance on how to evaluate the sentiment of the review.

Clarity of Expectations √
Precision in Request √
Concise CoT Guidance √
Preserve Original Info √

Explicit & Interpretable
Merits Design

(c) Lightweight LLMs perform well as PO models with merit guidance.

Figure 1: Empirical analysis of prompt optimization behavior across model scales and optimization algorithms.
(a) Raw and GPT-4 optimized prompts are drawn from the GSM8K (Cobbe et al., 2021) and Lu et al. (2025). (b)
Basic and EvoPrompt examples, along with the optimization algorithm used, are adapted from Guo et al. (2024). (c)
The optimized prompt is generated using our merit-guided instruction (Fig. 14). We present DeepSeek-R1 (DS)’s
prompt and response evaluations (Results are consistent with GPT-4o). Further details are provided in Appx.A.

Lightweight models are typically not used for080

prompt optimization due to their perceived lim-081

itations in handling complex optimization pro-082

cesses (Wang et al., 2024; Lu et al., 2025), as fur-083

ther illustrated in Fig. 1(b). However, our research084

reveals a promising alternative. We find that these085

models can indeed serve as effective prompt opti-086

mizers when guided by explicit and interpretable087

prompt design merits (Fig. 1(c)). This suggests that,088

with clear, learnable structures, even lightweight089

LLMs can function as capable optimizers, offering090

a cost-efficient and locally deployable alternative091

to online methods, particularly in low-resource or092

privacy-sensitive settings.093

To this end, we propose MePO, a Merit-Guided094

Prompt Optimization model. We begin by con-095

ducting a systematic empirical analysis to iden-096

tify four sets of interpretable prompt merits that097

consistently characterize high-quality prompts, of-098

fering actionable insights into effective prompt099

construction. Guided by these merits, we build100

a prompt optimization preference dataset using101

optimized prompts generated by a lightweight102

LLM—eschewing reliance on advanced online103

LLMs as in prior work—and use it to train an104

end-to-end prompt optimization model. At the105

prompt level, our approach produces precise and106

clear merit guidance that can be generated by107

lightweight prompt optimization models. At the108

response level, our optimized prompts not only 109

enhance the performance of similarly scaled infer- 110

ence models, but also demonstrate strong down- 111

ward and upward compatibility, as the learned 112

prompt merits generalize effectively across both 113

large-scale and lightweight inference models. Be- 114

sides, constructing the dataset using lightweight 115

models greatly reduces API cost and external de- 116

pendencies, enabling scalable, privacy-preserving, 117

and locally deployable prompt optimization. 118

Our main contributions are as follows: 119

1. We identify and formalize a set of interpretable 120

prompt merits that contribute to both high-quality 121

prompts and responses. 122

2. We construct a 40k-scale, merit-guided, prompt 123

optimization preference dataset using lightweight 124

LLMs while maintaining high optimization quality. 125

3. We propose MePO, a lightweight, locally de- 126

ployable prompt optimization model trained on our 127

merit-guided preference dataset. 128

4. Evaluations of MePO at both the prompt and 129

response levels show it matches or exceeds existing 130

discrete APO methods and remains effective across 131

inference models of varying capacities. 132

2 Empirical Analysis: What Merits a 133

Good Prompt? 134

Prior APO frameworks commonly rely on ad- 135

vanced online LLMs (Guo et al., 2024; Yuksek- 136
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gonul et al., 2024; Cheng et al., 2024) to generate137

optimized prompts, directly leveraging the high-138

quality prompt generation capabilities of large-139

scale models (Pan et al., 2023). However, some140

studies raise concerns about the transferability of141

such prompt optimization capabilities to smaller142

models. Wang et al. (2024) caution that PromptA-143

gent is designed to optimize prompts for state-of-144

the-art LLMs, yet these expert-level prompts often145

fail to transfer to smaller models such as GPT-2 or146

LLaMA2-7b, resulting in substantial performance147

degradation. Similarly, Lu et al. (2025) observe148

that small optimizers (13b) fail in difficult prompt149

optimization tasks.150

We argue that these limitations are not solely due151

to the generation capacity of lightweight LLMs, but152

rather to the overly vague or underspecified opti-153

mization instructions used in prior work. Specifi-154

cally, Wang et al. (2024) adopt the prompt “Given155

error feedback, generate a better prompt,” and Lu156

et al. (2025) use “You are an expert in prompt157

optimization.” Both are overly general and lack158

concrete guidance. In contrast, we find that when159

lightweight LLMs are explicitly instructed with de-160

tailed prompt patterns, they can generate effective161

optimized prompts despite their limited capacity162

(Fig. 1(c)). This observation motivates a key ques-163

tion: What merits a good prompt?164

To enable lightweight LLMs as effective prompt165

optimizers, in this section, we analyze response-166

level and prompt-level characteristics to identify167

core merits that contribute to high-quality prompts.168

2.1 Merit Discovery169

Prior studies explore various merits that contribute170

to prompt effectiveness. Wei et al. (2022) pro-171

pose that including Chain-of-Thought (CoT) rea-172

soning in prompts enhances performance, while173

Lampinen et al. (2022) find that Detailed Explana-174

tions improve prompt quality. Bsharat et al. (2023)175

introduce 26 prompting principles, categorized into176

dimensions such as Prompt Structure and Clarity,177

and Specificity and Information. Ye et al. (2024)178

propose three key components for complex rea-179

soning prompts: Detailed Descriptions, Context180

Specification, and Step-by-Step Reasoning.181

Although each of these works contributes valu-182

able insights, they often emphasize different di-183

mensions, resulting in a lack of consensus on what184

constitutes a high-quality prompt. To further ex-185

plore this space, we take an empirical approach to186

uncover the merits of effective prompts through187

comparative evaluation. 188

Empirical Analysis: We randomly select 5000 189

raw questions from the Alpaca dataset (Taori et al., 190

2023) and ask a lightweight LLM2 to rewrite each 191

question five times. We then use the same LLM as 192

the inference model to generate responses for both 193

the raw and rewritten questions. The quality of 194

each response is scored using DeepSeek-R1 (Guo 195

et al., 2025). Interestingly, we observe that even 196

small changes in a prompt—sometimes just a few 197

words—can lead to significant differences in re- 198

sponse scores. This suggests that certain rewrites 199

yield better prompts, which in turn lead to more 200

effective answers. 201

Based on this observation, we identify raw- 202

rewritten prompt pairs and categorize them as: (1) 203

prompts that led to higher-scoring responses, and 204

(2) those that resulted in lower-scoring responses, 205

with a score difference greater than 4 points. We 206

then ask DeepSeek-R1 to identify the merits that 207

make the higher-scoring prompts more effective 208

compared to the lower-scoring ones. 209
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Figure 2: Key merits of high-performing prompts ex-
tracted from DeepSeek-R1 evaluations.

Fig. 2 shows the top 10 merits most frequently as- 210

sociated with high-scoring prompts. Among them, 211

several merits exhibit notably higher frequencies, 212

revealing that high-quality prompts consistently re- 213

flect a set of core merits that can be effectively 214

generated by lightweight LLMs. Motivated by this 215

finding and prior insights, we propose the following 216

design merits to guide the construction of optimal 217

prompts: 218

• Clarity: The optimal prompt should set clear, 219

unambiguous expectations for the responder to en- 220

able a thorough and accurate reply. 221

• Precision: Use more precise and purposeful 222

language, especially when referring to selecting 223

words or concepts without a fixed pattern. 224

• Concise Chain-of-Thought: Include brief yet 225

contextually rich reasoning or structural cues to 226

2https://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

3

https://huggingface.co/Qwen/Qwen2.5-7B-Instruct
https://huggingface.co/Qwen/Qwen2.5-7B-Instruct


guide the responder’s thought process, while re-227

maining focused and concise.228

• Preserve Original Information: Focus on the229

original prompt, ensuring no information or intent230

is lost or omitted in the transformation.231

Guided by the discovered merits, we optimize232

the prompts into their merit-guided versions using233

a lightweight LLM under the instruction in Fig.14.234

Response-Level Evaluation: To assess whether235

merit-guided prompts improve response quality, we236

compare responses generated from merit-guided237

prompts against those from raw prompts across two238

datasets (2,000 samples each), with scores assigned239

by DeepSeek-R1.240

• Alpaca Dataset (30k)3: Raw responses are241

generated by text-davinci-003242

• BPO Dataset (13.9k)4: Raw responses are243

sourced from human-preferred answers.244

6.8% 89.9%

51.8%42.7% 5.5%

3.3%Alpaca

BPO

Win Tie Lose

Figure 3: Response-level win rate comparison. ‘Win’
indicates that the merit-guided prompt’s response re-
ceived a higher score than that from the raw prompt.

As shown in Fig. 3, prompts optimized using245

our designed merits—despite being applied to a246

lightweight model—can match or even outperform247

GPT-3.5-generated responses (Alpaca) and signifi-248

cantly beat human-preferred responses (BPO).249

Prompt-Level Evaluation: To move beyond re-250

sponse quality and directly assess prompt qual-251

ity—a dimension largely overlooked in prior252

work—we randomly interleaved optimized and253

raw prompts and asked DeepSeek-R1 to evaluate254

them in isolation (i.e., without seeing the gener-255

ated responses). Across 2000 prompt comparisons256

per dataset, optimized prompts were preferred in257

95.75% of cases on BPO and 97.9% on Alpaca.258

These results reinforce the effectiveness of our pro-259

posed prompt merits and demonstrate that prompt260

quality can be reliably evaluated independently of261

generated outputs.262

Summary: Our evaluations demonstrate that op-263

timized prompts grounded in our proposed inter-264

pretable merits not only yield stronger responses265

but also exhibit higher prompt quality. More-266

3https://huggingface.co/datasets/tatsu-lab/
alpaca

4https://huggingface.co/datasets/THUDM/BPO

over, the results show that effective prompt op- 267

timization is not exclusive to advanced, large-scale 268

LLMs such as GPT-4. With merit-based guidance, 269

lightweight LLMs can also serve as capable prompt 270

optimizers, offering scalable and privacy-friendly 271

alternatives for real-world deployment. 272

The detailed implementation of merit discovery 273

process is provided in Appx.B. 274

3 Method: From Merits to Optimizer 275

To incorporate the proposed merits into the APO 276

pipeline, we apply them at the optimization stage 277

as supervision signals for preference learning5. 278

Our objective is to end-to-end optimize arbi- 279

trary input prompts Psilver into refined prompts 280

Pgolden, enabling inference models to generate 281

higher-quality responses. To achieve this, we in- 282

troduce MePO, a lightweight LLM-based prompt 283

optimization model designed for local deployment. 284

MePO is trained under a preference learning frame- 285

work, supervised by our proposed dataset, where 286

prompts are constructed according to the merits 287

identified in Sec.2. An overview of MePO is shown 288

in Fig.4. 289

3.1 Constructing the Merit-Aligned Prompt 290

Preference Dataset 291

To train MePO, we construct an API-free Prompt 292

Optimization Preference (POP) dataset grounded 293

in our discovered merits. Following Cheng et al. 294

(2024); Lu et al. (2025), we adopt Alpaca and BPO 295

as our base datasets. The instruction field in 296

Alpaca and the prompt field in BPO are treated as 297

raw prompts Psilver, which are then refined by a 298

lightweight LLM Mref
2 using the defined merits to 299

generate Pgolden, eliminating dependence on online 300

LLM optimization. 301

We then use Mref to generate responses R̂golden 302

from each optimized prompt Pgolden, and retrieve 303

the corresponding raw responses R̂silver from Al- 304

paca’s output and BPO’s bad_res. Each response 305

is then evaluated by DeepSeek-R1, and we retain 306

only those pairs that satisfy two criteria: (1) R̂golden 307

receives a higher evaluation score than R̂silver, and 308

(2) the score of R̂golden exceeds 86. The retained 309

5Alternatively, the merits could be used in conjunction
with response feedback to iteratively guide the optimization
process through the inference model. In this work, we focus
on the optimization stage and leave integration with inference
feedback for future exploration.

6According to our scoring rubric in Fig. 13, responses with
scores above 8 are considered accurate and well-aligned with
the prompt.
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Effective Merits Identification

Clarity 
Precision
Concise Chain-of-Thought
Preserve Original Information

Optimized Prompts Construction
'Give three tips for staying healthy.'

'Provide three specific, actionable tips for maintaining overall health, clearly 
explaining how each tip contributes to well-being.'

Merit-Guided Instruction

Optimize

Prompt Optimization Training

Merit-Guided Prompt 
Preference Dataset

Prompt Preference 
Learning

Locally Deployment:

User Query Optimized Query

Experiment Study:

Figure 4: Overall stages of merit-guided prompt optimization (MePO).

samples are relabeled as Rgolden and Rsilver, form-310

ing a structured 4-tuple used in training:311

(Psilver, Pgolden, Rsilver, Rgolden).312

Since Alpaca and BPO contain relatively313

well-formed prompts—either produced by314

text-davinci-003 or curated by humans—we315

further simulate real-world usage by randomly316

selecting 10% of Psilver and intentionally degrading317

them using a base model. These lower-quality318

prompts better reflect common user inputs and are319

paired with their corresponding Pgolden to enhance320

data diversity.321

Prompt Source Statistics Alpaca BPO

Category Naive Degraded Naive Degraded

# 4-Tuples 25,526 3,000 10,225 1,400
Total samples: 40,151

Validation (Win Rate) GPT-4o (5k) DeepSeek-R1 (40k)

Response Win Rate 94.82% 100.00%
Prompt Win Rate 97.68% 97.62%

Table 1: Overview of our POP dataset. The top section
reports the number of prompt–response 4-tuples derived
from Alpaca and BPO. The bottom section shows vali-
dation results from DeepSeek-R1 and GPT-4o, with win
rate denoting the proportion where Rgolden or Pgolden
outperforms its silver counterpart.

After filtering and aggregation, the final POP322

dataset comprises 40k samples. Table 1 summa-323

rizes the dataset composition and presents qual-324

ity validation scores from both DeepSeek-R1 and325

GPT-4o, showing consistently strong preference326

for the optimized prompts across both response-327

and prompt-level evaluations.328

3.2 Training the Merit-Guided Prompt329

Optimizer330

To guide the model toward generating more pre-331

ferred prompts, we train the optimizer using332

the Direct Preference Optimization (DPO) frame-333

work (Rafailov et al., 2023). The objective is to334

learn a prompt optimizer that prefers merit-guided 335

prompts yielding higher-quality responses. 336

In our setup, each training instance includes a 337

chosen prompt Pgolden that yields a higher-quality 338

response and a rejected prompt Psilver with a lower- 339

quality response. 340

The DPO objective is formulated as: 341

LDPO(Mo;Mref) = −E(x,c,r)∼D [log σ (β ·∆)] 342

343

∆ = log
Mo(c | x)
Mref(c | x)

− log
Mo(r | x)
Mref(r | x)

344

whereMref serves as the reference model and Mo 345

is the optimization model (Mref with adapters). 346

Further implementation details on dataset con- 347

struction and optimizer training are in Appx.C. 348

4 Experiments 349

We evaluate the effectiveness of MePO from the 350

following perspectives: (1) Comparison with SOTA 351

local prompt optimizers (Sec. 4.2); (2) Ablation 352

study with training-free prompting (Sec. 4.3); (3) 353

Upward compatibility in larger inference models 354

(Sec. 4.4); (4) Comparison with online-based meta- 355

prompts (Sec. 4.5) and (5) Effectiveness analysis 356

of optimized prompts (Sec. 4.6). 357

4.1 Setups 358

MePO is trained using Qwen2.5-7B-Instruct2, se- 359

lected for its strong generation ability among simi- 360

larly sized models (Qwen et al., 2025). This choice 361

ensures that the optimizer is built on a lightweight 362

LLM that maximizes performance within its size 363

class—allowing efficient deployment without sac- 364

rificing generation quality. 365

Datasets We evaluate our method on five bench- 366

mark datasets: ARC-Easy, ARC-Challenge (Clark 367

et al., 2018), GSM8K (Cobbe et al., 2021), 368

BigBench-Hard (BBH) (Suzgun et al., 2023), and 369

PiQA (Bisk et al., 2020). Following Lu et al. 370
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Inference Model Optimizer ARC-Easy ARC-Challenge GSM8K BBH PiQA Avg.

Qwen2-7b

- 80.68 65.19 76.88 49.34 80.20 70.46
Inference Model 81.22 66.21 79.01 52.68 81.34 72.09

BPO 80.89 66.38 77.38 53.07 82.64 72.07
FIPO 82.37 67.49 82.71 52.74 82.48 73.56
MePO 83.33 68.52 83.12 54.35 83.46 74.56

Tulu2-7b-dpo

- 45.37 26.54 30.63 35.67 70.02 41.65
Inference Model 46.40 29.35 32.93 38.27 70.78 43.55

BPO 47.98 31.57 32.08 39.33 71.60 44.51
FIPO 50.55 36.95 33.66 39.56 72.63 46.67
MePO 55.05 38.14 35.18 43.25 73.60 49.04

LLaMA2-7b-chat-hf

- 35.40 29.27 15.06 34.17 49.95 32.77
Inference Model 36.74 29.52 16.27 36.65 51.41 34.12

BPO 38.30 30.89 19.85 39.60 52.56 36.24
FIPO 36.24 29.44 17.03 39.14 51.58 34.69
MePO 39.86 31.74 25.25 41.97 55.33 38.83

LLaMA3-8b-instruct

- 46.72 41.31 55.04 38.76 65.56 49.48
Inference Model 52.02 42.32 57.87 40.97 67.19 52.07

BPO 50.88 44.37 58.39 42.68 71.81 53.63
FIPO 49.12 44.97 56.81 42.66 75.56 53.82
MePO 55.01 51.88 59.59 45.52 76.66 57.73

Table 2: Performance comparison of prompt optimization methods across multiple datasets and inference models.
‘-’ denotes the original unoptimized prompt. ‘Inference Model’ refers to using the inference model itself as the
optimizer (based on the instruction format in Fig. 11). Detailed BBH task-level results are provided in Appx.D.3.

(2025), we adopt 3-shot for GSM8K, BBH, and371

PiQA, and zero-shot for ARC, with instructions for372

answer extraction. Prompt optimization is applied373

only to test query, while others remain unchanged.374

Baselines We compare MePO with two state-375

of-the-art local prompt optimization models:376

BPO (Cheng et al., 2024) and FIPO (Lu et al.,377

2025). We evaluate optimizers’ performance across378

three inference model families: Qwen (Yang et al.,379

2024), Tulu (Ivison et al., 2023) and LLaMA (Tou-380

vron et al., 2023). We also use the inference model381

itself as an optimization baseline, motivated by the382

inherent alignment between a model and its own383

preferences, as leveraging an LLM’s natural capa-384

bility to refine prompts for itself better reflects its385

aligned outputs (Xiang et al., 2025).386

Additional implementation details and dataset387

descriptions are provided in Appx.D.388

4.2 Main Results389

We present the performance of each optimizer, in-390

cluding our proposed MePO, on different inference391

models across five datasets. The results, summa-392

rized in Table 2, lead to the following conclusions:393

Efficacy MePO consistently outperforms all base-394

lines across datasets and task models, with average395

accuracy gains of 1% on Qwen2-7B, 2.37% on396

Tulu2-7B, 2.59% on LLaMA2-7B, and 3.91% on397

LLaMA3-8B. Notable improvements are observed398

on ARC-Challenge with LLaMA3-8B (+6.91%),399

GSM8K with LLaMA2-7B (+5.4%), and ARC- 400

Easy and BBH with Tulu2-7B (+4.5%, +3.69%). 401

Robustness Inference models often perform bet- 402

ter when the optimizer shares the same architec- 403

ture, reflecting alignment with model-specific pref- 404

erences. For example, in the BPO–FIPO compar- 405

ison, BPO (based on LLaMA2) performs better 406

when responding with LLaMA2-7B, while FIPO 407

(based on Tulu2) excels with Tulu2-7B. However, 408

both optimizers show misalignment on models like 409

LLaMA3 and Qwen2. On ARC-Easy, inference 410

model optimization outperforms BPO (+1.14% 411

with LLaMA3, +0.33% with Qwen2) and FIPO 412

(+2.90% with LLaMA3). Similarly, on GSM8K, 413

the inference model surpasses BPO (+1.63% with 414

Qwen2) and FIPO (+1.06% with LLaMA3). In 415

contrast, MePO consistently outperforms inference 416

model optimization across all datasets, indicating 417

that its learned prompt merits are broadly inter- 418

pretable across architectures, demonstrating both 419

robustness and strong generalization capability. 420

Downward Compatibility FIPO shows perfor- 421

mance degradation compared to the inference 422

model optimizer on LLaMA2-7b (-0.5% on ARC- 423

Easy, -0.08% on ARC-Challenge) and LLaMA3- 424

8b (-1.06% on GSM8K, -2.9% on ARC-Easy). 425

As FIPO is a 70b optimizer trained on prompts 426

optimized by GPT-4, its outputs may be too 427

complex for smaller inference models to inter- 428

pret—indicating a lack of downward compatibility. 429
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Task Model Optimizer ARC-Easy ARC-Challenge GSM8K BBH PiQA Avg.

Qwen2-7b
Training Free 82.79 68.17 81.52 52.93 82.32 73.55

PattoPO 83.33 68.52 83.12 54.35 83.46 74.56

Tulu2-7b-dpo
Training Free 49.58 34.30 32.93 40.96 72.60 46.22

PattoPO 55.05 38.14 35.18 43.25 73.60 49.04

LLaMA2-7b-chat-hf
Training Free 36.91 30.55 20.91 39.88 53.10 36.27

PattoPO 39.86 31.74 25.25 41.97 55.33 38.83

LLaMA3-8b-instruct
Training Free 52.36 50.77 58.25 42.80 71.69 55.17

PattoPO 55.01 51.88 59.59 45.52 76.66 57.73

Table 3: Comparison between training-free merit-guided prompts and MePO. Detailed BBH results are in Appx.D.3.

In contrast, MePO, while built upon a relatively430

strong base model compared to LLaMA2-7b and431

LLaMA3-8b (Qwen et al., 2025), maintains strong432

downward compatibility, consistently achieves bet-433

ter performance. More analyses on smaller infer-434

ence models are in Appx.D.1.435

4.3 Ablation Study: Training-Free436

Comparison437

As shown in Table 1, we retain 25.5k Alpaca and438

10k BPO samples by discarding cases where merit-439

guided prompts fail to outperform their raw coun-440

terparts. This ensures MePO is trained only on reli-441

ably successful examples, promoting robust learn-442

ing of merit application.443

To isolate the effect of learning, we compare444

MePO with a training-free baseline where the infer-445

ence model itself rewrites raw prompts using static446

merit-guided templates (Fig. 14), and then gener-447

ates responses from the rewritten prompts. This448

comparison tests whether learning to apply merits449

is more effective than applying them heuristically.450

As shown in Table 3, MePO consistently outper-451

forms the training-free approach across all datasets452

and model backbones. Notably, average accuracy453

improves by 2.38% on Tulu2 and over 2.59% on454

LLaMA2 and 3, demonstrating the value of end-to-455

end optimization over training-free prompting.456

4.4 Case Study: Upward Compatibility457

To evaluate MePO’s upward compatibility, we ex-458

amine whether its optimized prompts improve re-459

sponse quality in large-scale inference models.460

As shown in Table 4, applying MePO prompts461

to larger inference LLMs consistently matches or462

improves performance across all datasets. These463

results demonstrate that MePO, despite being464

lightweight, produces clear and concise reasoning465

guidance that large-scale LLMs can effectively in-466

terpret, highlighting its strong upward compatibil-467

ity and potential for general applicability.468

LLaMA2-13b
-chat-hf

Llama-3.3-70B
-Instruct

Tulu2-70b
-dpo

- MePO - MePO - MePO
ARC-Easy 49.83 55.93 95.03 92.34 80.47 85.23

ARC-Challenge 45.05 52.73 92.24 91.04 58.87 60.49
GSM8K 28.73 35.97 91.74 92.49 61.41 64.67

BBH 39.49 46.74 66.25 68.25 51.63 53.07
PiQA 56.13 60.99 87.87 89.93 77.75 80.14

Table 4: Response evaluation of MePO prompts in larger
LLMs. Detailed BBH results are in Table 9 and 14.

4.5 Case Study: Meta-Prompt Comparison 469

To further validate MePO’s effectiveness, we com- 470

pare it on GSM8K with three online-based meth- 471

ods: APO (Pryzant et al., 2023), APE (Zhou et al., 472

2022), and PE2 (Ye et al., 2024). These methods en- 473

hance reasoning by appending an optimized meta- 474

prompt after the query, keeping the original query 475

unchanged while MePO directly optimizes each 476

query. As shown in Table 5, MePO outperforms 477

all baselines, indicating that per-query merit-driven 478

optimization is more effective than applying a fixed 479

meta-prompt across diverse inputs. 480

Optimizer Tulu2-7b-dpo LLaMA2-7b-chat-hf
APO 29.19 22.97

Iterative APE 29.72 20.92
PE2 32.15 22.37

MePO 35.18 25.25

Table 5: Comparison between meta-prompts and MePO.
Details of the applied prompts are in Appx.D.2.

4.6 Case Study: Interpretability of MePO 481

To understand the effectiveness of MePO’s opti- 482

mized prompts, we conduct a qualitative analysis 483

on samples from the GSM8K dataset. 484

Example 1 485

Raw: Carla is downloading a 200 GB file. Nor- 486

mally she can download 2 GB/minute, but 40% of 487

the way through the download, Windows forces a 488

restart to install updates, which takes 20 minutes. 489

Then Carla has to restart the download from the 490
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beginning. How load does it take to download the491

file?492

MePO: Carla is attempting to download a 200 GB493

file at a rate of 2 GB per minute. At 40% comple-494

tion, her download is interrupted for 20 minutes to495

allow for a Windows update installation. After this496

interruption, she must restart the entire download497

from the beginning. Calculate the total time re-498

quired to complete the file download, including the499

initial download time, the update interruption,500

and the subsequent restart.501

Observation: The optimized prompt offers clearer502

structure and explicitly outlines the three compo-503

nents required for correct reasoning. This clarity504

facilitates more accurate downstream responses.505

Example 2506

Raw: Shiela bought five cell phones for $150 each507

for a 3-month installment. A 2% interest will be508

charged for each unit. How much will Shiela pay509

each month for 3 months?510

MePO: Shiela purchased five cell phones at $150511

each, with a 3-month installment plan that includes512

a 2% total interest rate on each phone. Calculate513

the total monthly payment Shiela will make over514

the 3-month period, considering the interest applied515

to each phone separately.516

Observation: The raw prompt is ambiguous—it’s517

unclear whether the 2% interest is monthly or to-518

tal. The MePO version resolves this ambiguity by519

clearly specifying a 2% total interest rate, enabling520

the model to reason correctly.521

These examples illustrate how MePO’s opti-522

mized prompts reflect our defined merits—clarity,523

precision, and concise CoT guidance—to reduce524

ambiguity and improve task performance.525

5 Related Work526

Automatic Prompt Optimization (APO) provides527

a practical alternative to fine-tuning by optimizing528

prompts (Yang et al.; Zhu et al., 2023). Beyond529

exploration-based methods search over predefined530

prompt pools (Ma et al., 2023; Shi et al.), recent531

works favor discrete exploitation-based methods532

that directly generate or revise prompts without533

relying on the quality of initial pools, making them534

more flexible and better suited for generative tasks535

beyond fixed-answer classification.536

Online-Based Discrete APO Several works per-537

form discrete prompt optimization using high-538

capacity, API-based LLMs as optimization models.539

For example, Zhou et al. (2022) use InstructGPT;540

Wang et al. (2024); Guo et al. (2024); Pryzant et al. 541

(2023) rely on GPT-3.5; Xiang et al. (2025) adopt 542

Claude 3.5; and Yuksekgonul et al. (2024) utilize 543

GPT-4o. While effective, these approaches depend 544

on proprietary APIs, introducing practical concerns 545

around cost, inference latency, and privacy risks. 546

Local Discrete APO Locally trainable prompt 547

optimizers have been explored for general use. 548

FIPO (Lu et al., 2025) trains a Tulu2-based model 549

using a GPT-3.5/4-generated preference dataset. 550

BPO (Cheng et al., 2024) uses a LLaMA-based 551

optimizer trained on ChatGPT-optimal prompts. 552

MAPO (Chen et al., 2023) adopts a model-adaptive 553

strategy with GPT-3.5-generated prompts but re- 554

quires a separate warm-up set per task, limiting 555

generalization. In contrast, our model uses merit- 556

guided prompts from a lightweight LLM, achieving 557

strong performance without API reliance. 558

Prompt Merits Exploration To improve prompt 559

quality, Arora et al. show that prompts in open- 560

ended QA formats outperform restrictive ones. Wei 561

et al. (2022) introduce intermediate reasoning steps 562

in prompts. Zhou et al. (2023) propose decom- 563

posing prompts into simpler subcomponents. Be- 564

sides, several studies provide design principles 565

for prompt optimization (Bsharat et al., 2023; Ye 566

et al., 2024). However, these merits are largely 567

proposed heuristically and validated through down- 568

stream experiments, leading to inconsistencies in 569

perspective. In contrast, we derive prompt merits 570

by prompt–response empirical analysis, grounding 571

them in measurable improvements. 572

6 Conclusion 573

In this work, we introduce MePO, a lightweight, 574

locally deployable prompt optimization model 575

trained under a merit-guided preference frame- 576

work. Empirical analyses are conducted to discover 577

prompt merits—clarity, precision, and concise 578

chain-of-thought—that contribute to high-quality 579

prompts, resulting in a prompt preference dataset 580

proposed using the lightweight LLMs. Experi- 581

mental results show that MePO not only generates 582

structurally clear and precise prompts, but also ex- 583

hibits strong downward and upward compatibility, 584

maintaining robust performance across variously 585

scaled inference models. Our findings demonstrate 586

that, with well-defined optimization merits, even 587

lightweight LLMs can serve as effective prompt 588

optimizers—enabling scalable, cost-efficient, and 589

privacy-friendly deployment in real-world settings. 590
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7 Limitations591

While MePO demonstrates strong performance592

across diverse tasks and model scales, several limi-593

tations remain: (1) Lack of Interactive Feedback:594

MePO currently operates as a one-shot prompt opti-595

mizer, without incorporating iterative signals from596

users or inference model feedback. In real-world597

deployments, both user interactions and model re-598

sponses can provide valuable guidance for contin-599

ual prompt refinement. Integrating MePO into an600

interactive, feedback-driven optimization loop re-601

mains a promising direction for future work. (2)602

Limited Model Adaptation: Although MePO ex-603

hibits robustness across different inference mod-604

els, further gains may be possible by aligning the605

base architectures of the optimization and infer-606

ence models. While our results show that MePO607

performs well even under architectural mismatch,608

explicitly training model-adaptive optimizers could609

improve performance by leveraging shared internal610

representations.611
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A Empirical Study: Prompt Optimization828

Across Model Scales829

A.1 Evaluating GPT-4 Optimized Prompts on830

Smaller Inference Models831

To evaluate the downward compatibility of large-832

scale optimization models with lightweight infer-833

ence models, beyond the results shown in Fig. 1(a),834

we conduct additional experiments that yield irrele-835

vant responses.836

We adopt the optimized prompts from Lu et al.837

(2025), which are derived from a GPT-4 optimiza-838

tion dataset and used to train a Tulu2-70B-DPO839

model. We then evaluate the effectiveness of these840

prompts on smaller inference models (LLaMA2-841

7B and Tulu2-7B-DPO) by generating responses842

and scoring them with DeepSeek-R1 (see Fig. 13843

for scoring setup).844

LLaMA2-7B-chat-hf Response:845

"Sure, here’s a traditional haiku about the ocean:846

Waves roll in, peaceful847

Soothing sounds, endless blue848

Lullaby of sea849

In this haiku, I wanted to capture the peaceful and850

soothing quality of ocean waves, much like a lul-851

laby. The image of waves rolling in and out of852

the shore is a common one in haiku poetry, and853

I wanted to emphasize the sense of endlessness854

and tranquility that it evokes. The use of the word855

‘peaceful’ in the first line sets the tone for the rest856

of the poem, and the image of ‘endless blue’ in the857

second line conveys the vastness and depth of the858

ocean. The final line, ‘Lullaby of sea,’ adds a sense859

of melody and rhythm to the poem, which is fitting860

given the soothing nature of ocean waves."861

DeepSeek-R1 Evaluation: The response does not 862

include irrelevant content, but the additional ex- 863

planatory text is somewhat unnecessary for the 864

task. 865

Tulu2-7B-DPO Response: 866

"Haiku is a traditional form of Japanese poetry that 867

consists of three lines with a syllable pattern of 5- 868

7-5. It is a concise and evocative form that aims 869

to capture a moment or emotion in a few words. A 870

lullaby, on the other hand, is a song that is typi- 871

cally sung to put children to sleep. It often has a 872

soothing and calming melody, and the lyrics are 873

usually simple and repetitive.Here’s my traditional 874

haiku about the ocean: 875

Gentle ocean waves 876

Crash upon the shore in peace 877

Lullaby of the sea 878

In this haiku, I’ve captured the peaceful and sooth- 879

ing quality of ocean waves, as they gently crash 880

upon the shore. The repetition of the "ocean waves" 881

phrase in the first and third lines creates a sense 882

of continuity, emphasizing the endless cycle of the 883

ocean’s" 884

DeepSeek-R1 Evaluation: High accuracy in the 885

haiku itself but a minor deduction for the slightly 886

off-topic preface. 887

These examples show that prompts crafted by 888

powerful optimization models may not be directly 889

interpretable by smaller models due to verbosity or 890

overly rich CoT structure, leading to unnecessary 891

or off-topic outputs. 892

A.2 Evaluating Lightweight LLMs with 893

Complex Optimization Algorithms 894

We evaluate whether lightweight LLMs can follow 895

optimization instructions designed for advanced, 896

large-scale models. Specifically, we adopt the 897

Differential Evolution (DE) algorithm from Guo 898

et al. (2024), which uses EvoPrompt instructions 899

to guide prompt generation. We provide both the 900

EvoPrompt prompt and the DE-generated optimal 901

prompt as input to lightweight LLMs, and compare 902

their quality using DeepSeek-R1 (see Fig. 5). 903

As shown in Fig. 1(b), DeepSeek-R1 evalua- 904

tions report that the EvoPrompt prompt is “clearer 905

and more structured,” directly aligning with the 906

task, while the prompt generated by the lightweight 907

LLM “introduces unnecessary steps that may dis- 908

tract from the core goal.” These results indicate 909

that GPT-3.5, as used in EvoPrompt, produces 910

higher-quality prompts than those generated by 911

LLaMA-3.2-3B or Tulu2-7b-dpo under the same al- 912
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gorithm—suggesting that lightweight LLMs strug-913

gle to serve as effective optimizers when guided by914

complex optimization instructions.915

Evaluating Merits-Guided Prompt Optimiza-916

tion with Lightweight LLMs. We further test917

whether lightweight LLMs can act as effective918

optimization models when guided by clear, inter-919

pretable merits. Using the Basic Prompt from Guo920

et al. (2024), we apply our proposed merit-based921

instruction (see Fig. 14) to generate optimized922

prompts. We then evaluate the difference between923

Basic and Optimized Prompts using DeepSeek-R1924

with the pairwise setup shown in Fig. 9. The same925

evaluation is conducted with GPT-4o under the926

same setup, and it produces consistent results, con-927

firming that the merit-guided prompts generated by928

lightweight LLMs outperform the Basic Prompt in929

quality.930

These studies collectively show that lightweight931

LLMs struggle with vague or complex optimization932

instructions but can perform competitively when933

provided with structured, merit-aligned guidance.934

B Identifying Effective Prompt Merits via935

Comparative Evaluation936

To systematically analyze effective prompt charac-937

teristics, we conduct comparative evaluations. All938

experiments are implemented using the lightweight939

LLM Mref (Qwen2.5-7B-Instruct), which serves as:940

(1) the merit-guided prompt optimization model,941

(2) the inference model, and (3) the prompt rewrit-942

ing model. Below are the details for each evalua-943

tion step.944

Prompt Rewriting. We begin by using a rewrit-945

ing prompt (shown in Fig. 6) to generate multiple946

reformulations of each raw question. Specifically,947

five rewritten versions are produced for each input948

prompt to preserve diversity. Below is an exam-949

ple from the Alpaca dataset, where the raw prompt950

results in an incorrect response, while Rewrite 1951

and Rewrite 2 yield correct answers under the same952

inference model:953

Raw: What does DNA stand for?954

Rewrite 1: Can you tell me what the acronym955

DNA represents?956

Rewrite 2: What is the full form of DNA?957

Prompt Effectiveness Evaluation. To evaluate958

prompt quality at the prompt level (i.e., indepen-959

dent of response content), we design a comparison960

prompt that asks DeepSeek-R1 to assess which961

of the two prompt variants is better and explain 962

why, as illustrated in Fig. 8. The summarized fea- 963

tures provided by DeepSeek-R1 are then collected 964

for merit discovery. Below presents two examples 965

from DeepSeek’s evaluations, highlighting which 966

prompt was preferred and why, along with the as- 967

sociated merit types. 968

Example 1 969

DeepSeek Evaluation: 970

###Explicit Guidance: The Golden 971

Prompt provides a clearer direction by 972

specifying the focus on "the importance 973

of customer service," which helps the re- 974

sponder structure their thoughts around a 975

central theme rather than a vague topic. 976

###Contextual Richness: By emphasiz- 977

ing "the importance," the Golden Prompt 978

encourages the responder to include rea- 979

sons, examples, or impacts, leading to a 980

more substantive and engaging tweet. 981

###Engagement Potential: The Golden 982

Prompt is more likely to generate a tweet 983

that resonates with readers, as discussing 984

"importance" naturally invites the respon- 985

der to highlight value or benefits, making 986

the content more compelling and share- 987

able. 988

In contrast, the Sliver Prompt ("Craft 989

a tweet regarding customer service ex- 990

periences") is too broad and could lead 991

to generic or unfocused responses, such 992

as simple complaints or praises without 993

deeper insight. 994

Example 2 995

DeepSeek Evaluation: 996

###Precision in Terminology: The 997

Golden Prompt uses the more accurate 998

linguistic term "form" instead of "conju- 999

gation," which is more appropriate for 1000

discussing verb structures in English 1001

grammar. 1002

###Clarity of Focus: By placing the verb 1003

phrase in quotation marks ("will have 1004

helped"), it clearly identifies the exact 1005

linguistic element to be analyzed, reduc- 1006

ing ambiguity. 1007

###Technical Accuracy: The phrasing 1008

aligns better with grammatical analysis, 1009
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as "form" encompasses tense, aspect, and1010

mood, which are all relevant to "will have1011

helped" (future perfect tense).1012

###Conciseness: It removes the unneces-1013

sary framing of "Identify the conjugation1014

of the verb:" and gets straight to the point,1015

making it more efficient for analysis.1016

Prompt Preference Judgement. We use a1017

prompt template (see Fig. 9) to conduct direct pair-1018

wise comparisons between two prompts, with judg-1019

ments provided by DeepSeek-R1. The positions1020

of the prompts are randomly assigned to mitigate1021

positional bias.1022

Response Scoring. The quality of the model’s re-1023

sponse to each prompt is evaluated using DeepSeek-1024

R1. The scoring template is displayed in Fig. 13,1025

inspired by Yang et al. (2025).1026

Prompt Optimization. The prompt template1027

used to refine raw prompts into merit-guided opti-1028

mized versions is shown in Fig. 14.1029

C POP Dataset Construction and1030

Training Details1031

In dataset construction and prompt optimizer train-1032

ing, the lightweight LLM Mref (Qwen2.5-7B-1033

Instruct) serves as: (1) the prompt degradation1034

model, (2) the inference model, (3) the merit-1035

guided prompt optimization model, and (4) the1036

base model for prompt optimization learning.1037

Prompt Degradation. To simulate noisy user1038

inputs—such as “how can i go fr sigapor?”—we1039

degrade 10% of the raw prompts from the Alpaca1040

and BPO datasets using a base model. The prompt1041

used for degradation is shown in Fig. 7. Below is1042

an example from the Alpaca dataset:1043

Raw: Describe the atmosphere at the beach.1044

Degraded: describ the atmossphre at the bheach.1045

DPO Input Construction. To train MePO under1046

the DPO objective, we formulate each training in-1047

stance using the format shown in Fig. 10, where1048

S_P is the silver (unoptimized) prompt Psilver, S_R1049

is its corresponding response Rsilver, and G_R is the1050

preferred response Rgolden.1051

Training Configuration. We fine-tune MePO1052

based on Qwen2.5-7B-Instruct2 using 4 NVIDIA1053

RTX A5000 GPUs. Each input instruction x is1054

truncated or padded to 2000 tokens. Training hy-1055

perparameters and cost are summarized in Table 6.1056

Qwen2.5-7b-instruct
Node1 1

Per_GPU_batch 1
Accumulations 4

HyperParams

Epoch=2, Seq Len=2048,
lr=1e-6, beta=0.01,

Top P=0.95,
Temperature=0.8,

loss type=’sigmoid’,
Train (2 epoch) 1.5 day

Table 6: Training setup and hyperparameters used for
fine-tuning MePO.

D Dataset Information and Experimental 1057

Implementation 1058

We evaluate MePO on four multiple-choice and 1059

one generative benchmark dataset: 1060

• ARC7: A grade-school science QA bench- 1061

mark divided into ARC-Easy (2,376 ques- 1062

tions) and ARC-Challenge (1,172 questions). 1063

• GSM8K8: A dataset of 1,319 grade-school 1064

math word problems requiring free-form an- 1065

swer generation. 1066

• BBH9: A suite of 25 complex reasoning tasks 1067

from BigBench. 1068

• PiQA10: A multiple-choice dataset assessing 1069

commonsense physical reasoning, with 1,838 1070

questions. 1071

Evaluation Protocol. GSM8K, PiQA, and BBH 1072

are evaluated in a 3-shot setting to facilitate an- 1073

swer extraction, while all other datasets are eval- 1074

uated in a zero-shot setting. For consistency, all 1075

BBH tasks are reformatted into multiple-choice 1076

format, except for multistep_arithmetic_two, 1077

object_counting, and word_sorting, which re- 1078

tain their original formats. PiQA, which in- 1079

cludes two-solution questions, is also converted 1080

to multiple-choice format. 1081

Unlike previous Qwen and LLaMA evalua- 1082

tions (Yang et al., 2024; Grattafiori et al., 2024), 1083

which select the option (e.g., A, B, or 1, 2) based 1084

on the highest next-token logit probability, we ex- 1085

tract the answer from the model’s generated reason- 1086

7https://huggingface.co/datasets/allenai/ai2_
arc

8https://huggingface.co/datasets/openai/gsm8k
9https://huggingface.co/datasets/lukaemon/bbh/

10https://huggingface.co/datasets/ybisk/piqa
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Inference Model Optimizer ARC-Easy ARC-Challenge GSM8K BBH PiQA Avg.

LLaMA3.2-1b-instruct

- 27.02 23.13 16.38 31.05 49.56 29.43
Inference Model 28.79 24.23 20.24 32.29 49.73 31.06

BPO 27.99 24.04 15.85 31.77 49.89 29.91
FIPO 25.19 23.55 21.30 31.72 50.27 30.41
MePO 29.42 24.40 21.46 33.40 50.44 31.82

LLaMA3.2-3b-instruct

- 73.32 55.46 63.23 37.55 66.32 59.18
Inference Model 78.16 60.75 63.00 40.12 69.37 62.28

BPO 74.75 55.74 56.71 40.01 67.14 58.87
FIPO 78.62 60.98 65.13 40.27 69.53 62.91
MePO 79.55 61.43 65.66 43.56 70.29 64.10

Table 7: Downward compatibility: Response evaluation of optimizer in lightweight inference models.

ing. Specifically, we use format-specific instruc-1087

tions—e.g., for zero-shot ARC: “Reply with the1088

answer option starting with ##, like ##A, ##B, ##C,1089

or ##D”—and extract the answer that follows the1090

## marker in the response. This approach better1091

reflects the model’s reasoning ability during answer1092

selection.1093

Prompt Templates. Fig. 12 illustrates the1094

prompt formats used for GSM8K, PiQA, and ARC.1095

For BBH, multiple-choice tasks follow the PiQA1096

format, with in-context examples prepended to the1097

test query along with the corresponding golden1098

answers. Math-related tasks in BBH adopt the1099

GSM8K format.1100

Baseline Implementations. We compare MePO1101

with two state-of-the-art prompt optimizers. The1102

prompt instructions used for inference models serv-1103

ing as prompt optimizers are shown in Fig. 11. De-1104

tails of the baselines are as follows:1105

• FIPO is trained on Tulu2-70B-DPO11, using a1106

GPT-3.5/GPT-4-generated preference dataset1107

focused on chain-of-thought reasoning.1108

• BPO is trained on LLaMA2-7B12, with a1109

dataset built from human-preferred prompts1110

optimized by GPT-3.5.1111

All optimization models, including MePO, are1112

loaded in 8-bit precision for prompt generation. In-1113

ference models are run in 4-bit mode with a genera-1114

tion length below 512 to reduce memory overhead.1115

D.1 Case Study: Downward Compatibility1116

To further analyze the downward compatibility of1117

optimization models, we evaluate performance us-1118

11https://huggingface.co/Junrulu/
FIPO-IPL-IPO-Tulu2-70B

12https://huggingface.co/THUDM/BPO

ing two smaller inference models: LLaMA-3.2-3B- 1119

Instruct13 and LLaMA-3.2-1B-Instruct14. 1120

As shown in Table 7, both BPO and FIPO ex- 1121

hibit performance degradation when paired with 1122

lightweight inference models. For instance, under 1123

LLaMA-3.2-3B-Instruct, compared to using the in- 1124

ference model itself as the optimizer, BPO drops by 1125

3.41% on ARC-Easy, 5.01% on ARC-Challenge, 1126

6.29% on GSM8K, and 2.23% on PiQA. Under 1127

LLaMA-3.2-1B-Instruct, FIPO drops by 3.60% on 1128

ARC-Easy, and BPO drops by 4.39% on GSM8K. 1129

Both also show decreased performance on BBH 1130

across the two lightweight inference models. In 1131

contrast, MePO consistently improves performance 1132

across all datasets, demonstrating strong downward 1133

compatibility and robustness in low-resource set- 1134

tings. 1135

D.2 Case Study: Online-Based Discrete APO 1136

Comparison 1137

To further validate MePO’s effectiveness in opti- 1138

mizing prompts or instructions with refined meta- 1139

prompts, we compare MePO with three discrete 1140

APO methods on GSM8K: 1141

• APO, a prompt optimization method that per- 1142

forms optimization via textual gradients using 1143

GPT-3.5-Turbo-Instruct in a text-based di- 1144

alogue setting; 1145

• Iterative APE, a template-based strategy in 1146

which GPT-3.5 generates a pool of candidate 1147

prompts, followed by selection based on de- 1148

velopment set performance; 1149

• PE2, a prompt engineering method that opti- 1150

mizes prompts through three key components 1151

using GPT-3.5-Turbo-Instruct. 1152

13https://huggingface.co/meta-llama/Llama-3.
2-3B-Instruct

14https://huggingface.co/meta-llama/Llama-3.
2-1B-Instruct
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The meta-prompts for each method are listed in1153

Table 8, adapted from Ye et al. (2024), and are1154

prepended before the ##Answer segment shown in1155

Fig. 12(a).1156

Optimizer Meta Prompt

APO

Given the scenario, perform necessary
calculations and provide a step-by-step

explanation to arrive at the correct
numerical answer. Consider all

information provided.

Iterative APE
Let’s dissect this and tackle it gradually,

one phase at a time.

PE2
Let’s solve the problem step-by-step and

calculate the required total value correctly.

Table 8: GSM8K meta-prompts used for each baseline
discrete APO method.

D.3 BBH Experimental Results1157

Detailed results for the 23 BBH tasks are presented1158

in the following tables: Table 9 (raw prompts), Ta-1159

ble 10 (optimized by the inference model), Table 111160

(training-free merit-guided optimization), Table 121161

(BPO), Table 13 (FIPO), and Table 14 (MePO).1162
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- Qwen2-7b Tulu2-7b
-dpo

LLaMA2-7b
-chat-hf

LLaMA3-8b
-instruct

LLaMA2-13b
-chat-hf

LLaMA3.2-3b
-instruct

LLaMA3.2-1b
-instruct

Tulu2-70b
-dpo

LLaMA3.3-70b
-instruct

date_understanding 44.8 30.8 28.8 31.6 42 25.6 27.2 62 60.8
disambiguation_qa 63.2 32.8 31.2 32.4 30 36.4 33.6 68.8 65.6

hyperbaton 75.6 48.4 48.4 48.4 48.4 51.6 48.4 78 87.6
logical_deduction_five_objects 49.2 22.4 18 28 33.2 24.4 19.6 50 58.8

logical_deduction_seven_objects 42.4 17.6 14.8 30 27.2 30.4 15.2 42.8 54.4
logical_deduction_three_objects 66.4 32.8 31.6 33.6 36.4 35.2 31.6 71.2 75.6

movie_recommendation 48 26.8 22.4 33.2 23.6 23.2 22.4 52.8 76.4
penguins_in_a_table 54.11 21.23 22.6 31.51 46.58 26.71 23.97 50.68 67.12

reasoning_about_colored_objects 47.6 32.4 32 16.4 29.2 30 16.4 46 51.6
ruin_names 37.2 24 30.8 35.2 27.2 41.6 28.4 66.8 51.2

salient_translation_error_detection 32 26.8 23.2 21.6 28 34 16.8 52 71.6
snarks 60.11 44.94 46.07 46.07 50.56 57.3 46.07 81.46 74.16

word_sorting 88 82.4 80 84 80 52 1.2 100 100
temporal_sequences 61.2 19.2 28.4 28.4 33.2 28 28.4 62 83.6

tracking_shuffled_objects_five_objects 28.4 19.2 20 20.8 30.8 20 20 17.2 40.4
tracking_shuffled_objects_seven_objects 13.2 24 14.4 13.6 22 11.2 12.8 13.6 18.4
tracking_shuffled_objects_three_objects 27.2 29.2 24.4 26.8 49.2 30 30.8 28 31.2

causal_judgement 62.57 49.2 51.87 51.34 49.2 47.59 51.87 53.48 79.68
formal_fallacies 54 52.8 53.2 53.6 52.4 51.6 53.2 52 77.2

navigate 57.6 53.6 42 41.6 41.6 41.2 42 52.8 57.2
web_of_lies 46.4 48.8 48.8 49.2 54 44.4 46.4 46.8 68.4

sports_understanding 70 50 46.4 70.4 54 53.6 43.2 45.6 66.8
boolean_expressions 34.8 56.8 52.4 54.8 51.2 48 54 30.4 62.8

multistep_arithmetic_two 33.6 12.4 9.6 36 14 46 16 16.8 85.6
object_counting 36 33.2 32.8 50.4 33.2 48.8 46.8 49.6 90

Table 9: Results of raw BBH dataset across the evaluated inference models.

- Qwen2-7b Tulu2-7b
-dpo

LLaMA2-7b
-chat-hf

LLaMA3-8b
-instruct

LLaMA3.2-3b
-instruct

LLaMA3.2-1b
-instruct

date_understanding 54.4 34 34 32 27.6 31.2
disambiguation_qa 62.8 34 32.4 34.4 40.4 36.8

hyperbaton 77.6 49.2 49.2 49.2 51.6 48.4
logical_deduction_five_objects 50.4 22.8 19.2 36.4 29.2 20.8

logical_deduction_seven_objects 44 17.2 15.6 31.2 29.6 16.4
logical_deduction_three_objects 74.8 34.8 32 38.8 40 32

movie_recommendation 51.6 30.4 23.6 35.2 24.4 26.8
penguins_in_a_table 56.16 26.03 23.29 32.19 28.77 23.29

reasoning_about_colored_objects 48.4 35.2 34 18.8 28.4 18
ruin_names 38.4 26.4 32.4 38 43.6 28.4

salient_translation_error_detection 38 21.2 24.8 23.6 35.2 20.4
snarks 65.73 48.88 49.44 47.19 57.3 46.07

word_sorting 90.8 84 84 86.4 60 1.2
temporal_sequences 62.8 31.2 33.2 30.4 28.4 28.4

tracking_shuffled_objects_five_objects 29.6 29.6 30.8 32.4 20 22.4
tracking_shuffled_objects_seven_objects 15.2 25.6 23.2 14.4 14 13.6
tracking_shuffled_objects_three_objects 28 30 26 28.4 31.2 32

causal_judgement 72.73 52.41 53.2 50.8 55.61 52.41
formal_fallacies 54.8 54.4 53.2 51.6 52 53.2

navigate 60.8 56 43.2 42.8 41.6 42
web_of_lies 47.2 48.8 48.8 50 48.8 47.6

sports_understanding 75.6 63.45 48 72 57.6 45.6
boolean_expressions 41.6 57.2 53.6 52.4 47.6 54

multistep_arithmetic_two 36.4 10.8 12 37.2 54 18
object_counting 39.2 33.2 37.2 58.4 56 48.4

Table 10: Results of the BBH dataset optimized by the inference model across the evaluated inference models.
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- Qwen2-7b Tulu2-7b-dpo LLaMA2-7b-chat-hf LLaMA3-8b-instruct
date_understanding 55.6 36 34 48
disambiguation_qa 66 37.2 35.2 35.2

hyperbaton 78.4 50 48.4 49.6
logical_deduction_five_objects 55.6 25.2 19.2 34.8

logical_deduction_seven_objects 44 28.4 21.6 38.8
logical_deduction_three_objects 75.2 34.4 42.4 40.4

movie_recommendation 53.2 31.2 24.4 37.6
penguins_in_a_table 56.16 27.4 23.29 36.99

reasoning_about_colored_objects 50.8 34 35.2 20.8
ruin_names 38 28.4 40 39.6

salient_translation_error_detection 38.4 34 37.2 18.8
snarks 62.36 50 50.56 48.88

word_sorting 94.4 87.2 87.6 90
temporal_sequences 64.4 36.8 36.8 31.2

tracking_shuffled_objects_five_objects 29.6 38.4 34.8 33.2
tracking_shuffled_objects_seven_objects 14.4 24.8 23.2 14.4
tracking_shuffled_objects_three_objects 30 31.6 31.6 31.2

causal_judgement 55.08 52.41 51.87 52.41
formal_fallacies 54 54 54 52

navigate 57.2 58.8 43.2 42.4
web_of_lies 52.4 49.6 49.2 51.6

sports_understanding 76 64.8 49.2 79.6
boolean_expressions 41.6 60.4 53.6 50

multistep_arithmetic_two 41.2 12.6 12 41.6
object_counting 39.2 36.4 58.4 50.8

Table 11: Results of the BBH dataset optimized by training-free merit-guidance across the evaluated inference
models.

- Qwen2-7b Tulu2-7b
-dpo

LLaMA2-7b
-chat-hf

LLaMA3-8b
-instruct

LLaMA3.2-3b
-instruct

LLaMA3.2-1b
-instruct

date_understanding 56.8 33.2 35.2 48.8 29.6 29.2
disambiguation_qa 63.2 34 34.4 40.4 44.4 34.4

hyperbaton 80 53.2 50 49.6 51.6 48.8
logical_deduction_five_objects 52.8 25.2 24 31.2 29.2 20.4

logical_deduction_seven_objects 46.4 28.8 19.2 35.6 24.8 15.2
logical_deduction_three_objects 78.4 32.8 45.6 39.2 34.8 32

movie_recommendation 61.2 22.8 24.4 37.6 23.2 26.8
penguins_in_a_table 54.11 23.97 23.29 36.3 29.45 23.97

reasoning_about_colored_objects 52.4 34 35.6 20.8 28.4 18
ruin_names 38.4 28 36.8 35.6 38 28.4

salient_translation_error_detection 38.4 27.6 35.2 21.2 33.6 18.8
snarks 66.85 53.37 53.37 48.88 53.93 46.07

word_sorting 92.4 90 87.6 90 72 3.2
temporal_sequences 66.4 26.4 38.4 30.8 35.6 28.4

tracking_shuffled_objects_five_objects 29.6 29.2 31.2 34 20 19.6
tracking_shuffled_objects_seven_objects 14.4 28 23.2 15.2 14 13.2
tracking_shuffled_objects_three_objects 27.6 31.6 31.6 31.6 31.6 32

causal_judgement 53.48 50.8 52.04 52.94 52.94 51.87
formal_fallacies 52 53.2 54.14 54 52.4 53.2

navigate 59.6 58.4 44.8 48.4 44.8 42
web_of_lies 49.2 51.6 48.8 49.6 49.2 48.8

sports_understanding 76.4 61.2 53.2 74.8 55.2 45.6
boolean_expressions 45.6 63.6 55.6 53.2 50.4 54

multistep_arithmetic_two 36.8 10 17.6 37.2 46.8 16.8
object_counting 34.4 32.4 34.8 50 54.4 43.6

Table 12: Results of the BBH dataset optimized by BPO across the evaluated inference models.
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- Qwen2-7b Tulu2-7b
-dpo

LLaMA2-7b
-chat-hf

LLaMA3-8b
-instruct

LLaMA3.2-3b
-instruct

LLaMA3.2-1b
-instruct

date_understanding 55.2 38.4 29.2 36 30 27.2
disambiguation_qa 61.6 34.8 31.2 40.4 32 33.2

hyperbaton 78.8 33.2 48.4 60 52 48.4
logical_deduction_five_objects 50 21.6 22.8 34.4 23.6 20.4

logical_deduction_seven_objects 46.4 25.2 20.4 39.2 23.2 15.6
logical_deduction_three_objects 70.8 30.4 42 39.2 38.8 32

movie_recommendation 62 36.8 23.97 31.6 34.4 24.4
penguins_in_a_table 54.11 36.3 23.29 30.82 52.05 23.29

reasoning_about_colored_objects 50.8 31.6 33.2 24.8 25.6 16.4
ruin_names 46 34.4 36 38.8 40 29.2

salient_translation_error_detection 37.6 32.4 33.6 24.4 37.2 18.8
snarks 62.92 46.07 50.56 46.07 55.62 46.07

word_sorting 92.4 92.4 86.4 92 70 4.8
temporal_sequences 63.2 27.6 28.4 28.8 40 28.8

tracking_shuffled_objects_five_objects 31.2 24.8 32.4 36.8 20.8 20.8
tracking_shuffled_objects_seven_objects 16.8 25.6 24.8 14.4 14.4 16.4
tracking_shuffled_objects_three_objects 31.2 30.4 31.6 30.4 31.6 30.8

causal_judgement 62.57 53.48 51.87 51.34 55.08 52.41
formal_fallacies 53.2 54.4 54 52.4 53.2 53.2

navigate 59.2 60.8 42 46.4 53.2 42
web_of_lies 58.8 48 53.2 45.2 49.2 48.8

sports_understanding 81.2 66.4 47.26 71.6 55.6 46
boolean_expressions 39.6 58.8 53.6 61.2 39.6 54.4

multistep_arithmetic_two 16.4 11.6 17.2 39.6 24.4 16.4
object_counting 36.4 33.6 61.2 50.8 55.2 43.2

Table 13: Results of the BBH dataset optimized by FIPO across the evaluated inference models.

- Qwen2-7b Tulu2-7b
-dpo

LLaMA2-7b
-chat-hf

LLaMA3-8b
-instruct

LLaMA2-13b
-chat-hf

LLaMA3.2-3b
-instruct

LLaMA3.2-1b
-instruct

Tulu2-70b
-dpo

LLaMA3.3-70b
-instruct

date_understanding 57.77 36.4 35.6 49.2 52.4 34 31.2 50 64.8
disambiguation_qa 66.4 38.4 37.2 48.8 54.8 44.8 40.8 68.8 71.6

hyperbaton 81.6 54.4 50.4 50.4 54.4 56.8 48.4 62 90.8
logical_deduction_five_objects 58.8 27.2 24.4 47.2 42.4 30 23.6 52 66.8

logical_deduction_seven_objects 49.2 29.6 20.4 39.6 36.8 21.2 18.4 51.6 63.2
logical_deduction_three_objects 82 36.8 51.2 42.8 39.2 40.4 34.8 65.6 80.8

movie_recommendation 63.2 38.4 26.8 38.4 29.2 32 27.2 34 77.6
penguins_in_a_table 56.85 28.77 25.34 38.36 54.79 31.51 25.34 51.37 71.23

reasoning_about_colored_objects 56.8 35.6 38 23.6 41.6 26 18.4 58.8 63.2
ruin_names 38 27.6 41.6 42 28.8 45.6 28.4 73.6 59.2

salient_translation_error_detection 43.2 36.8 38.8 28.8 31.2 39.2 23.6 54.8 72
snarks 67.42 53.37 51.12 49.44 66.85 60.11 46.07 83.15 76.97

word_sorting 95.2 92.4 90 92 86.4 84 3.2 100 100
temporal_sequences 38 37.6 39.2 33.2 42 29.2 28.8 66.8 84.4

tracking_shuffled_objects_five_objects 31.2 39.6 33.2 35.2 32.8 20.4 23.2 21.2 28
tracking_shuffled_objects_seven_objects 15.2 30 26.4 16.4 28.4 18.8 15.2 18 30.4
tracking_shuffled_objects_three_objects 33.6 32.4 33.2 33.2 64.8 31.6 31.6 29.6 31.6

causal_judgement 49.2 56.68 51.87 51.79 56.15 62.57 52.41 59.36 80.21
formal_fallacies 51.2 57.2 54.8 53.2 52.8 53.2 53.2 59.2 83.2

navigate 61.6 58.8 44.4 44.8 48.4 47.2 42 60 42.4
web_of_lies 51.2 55.2 51.6 51.6 59.2 51.2 49.6 49.6 71.6

sports_understanding 77.6 67.2 54.8 77.2 61.2 58 46 49.2 75.6
boolean_expressions 48.4 61.2 54 54.4 54 52.8 55.6 36.4 66.4

multistep_arithmetic_two 45.6 14.4 14.4 41.2 16 57.6 18.4 18 84.4
object_counting 39.6 35.2 60.4 55.2 34 60.8 49.6 53.6 86.8

Table 14: Results of the BBH dataset optimized by MePO across the evaluated inference models.
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E Prompt Templates1163

The prompts used in this work are listed below:1164

Prompt for EvoPrompt Comparison

You are an expert in prompt evaluation. Given two prompts 
derived from the same ##Basic Prompt##—##Prompt 1## 
and ##Prompt 2##—determine which one is better overall for 
eliciting high-quality responses from a language model and 
information related to ##Basic Prompt##.

##Basic Prompt##:
B_P

##Prompt 1##:
S_P

##Prompt 2##:
G_P

Which is better? Please respond with only `1` or `2`, 
followed by a brief explanation if necessary.

Figure 5: Prompt used to evaluate EvoPrompt Prompt
and Optimal Prompts generated by the EvoPrompt algo-
rithm under lightweight LLMs.

Prompt for Question Rewrite

Given the following sentences, generate five more sentences 
that express the same meaning but use different words.
Original sentences:
{}

Generate five alternative versions:

Figure 6: Prompt used to rewrite raw questions.

Prompt for Degrade Prompt 

Your task is to destroy a ##Good Prompt## to make it 
significantly less effective.

Your output should retain the general topic but degrade the 
clarity, grammar, usefulness, and precision of the ##Good 
Prompt##.

##Good Prompt##:
S_P

Only give me the content of ##Bad Prompt## in English, do 
not contain any other information and Chinese (e.g., any 
postfix like 'Bad Prompt', etc.).

##Bad Prompt##:

Figure 7: Prompt used to generate degraded prompts.
S_P denotes the original raw prompt.

Prompt for Optimal Pattern Evaluation

You are an expert prompt evaluator. Given two prompts: 
##Sliver Prompt## and ##Golden Prompt##, both derived 
from the same raw input, and knowing that the Golden 
Prompt consistently leads to better responses, please 
explain in English why the Golden Prompt is better.

##Sliver Prompt##:
S_P

##Golden Prompt##:
G_P

Comments:

Figure 8: Prompt used to evaluate the effectiveness of
two prompts. S_P denotes the prompt yielding a lower-
scoring response; G_P yields a higher-scoring response.

Prompt for Prompt Comparison

You are an expert in prompt evaluation. Given two prompts 
derived from the same original input—##Prompt 1## and 
##Prompt 2##—determine which one is better overall for 
eliciting high-quality responses from a language model.

##Prompt 1##:
S_P

##Prompt 2##:
G_P

Which is better? Please respond with only `1` or `2`, 
followed by a brief explanation if necessary.

Figure 9: Prompt used to compare raw and optimized
prompts. The two prompts are randomly placed in S_P
and G_P to mitigate position bias.
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Prompt for DPO Training Data

You are an expert of prompt optimization.

Sliver Prompt:
'S_P’

Sliver Prompt Response:
'S_R’

Golden Prompt Response:
‘G_R

The Sliver Response was generated based on the Silver Prompt. Modify the 
Silver Prompt to Golden Prompt (in English) that can obtain a more correct 
response, in reference to the Golden Response. The Golden Prompt should be 
strictly faithful to any factual information in the Silver Prompt.

Figure 10: Prompt used to construct DPO training
inputs. S_P, S_R, and G_R denote Psilver, Rsilver, and
Rgolden, respectively.

Prompt for Task Model as Optimizer

You are an expert of prompt optimization.

```
Sliver Prompt:
S_P

```

Please help modify the Silver Prompt to Golden Prompt in 
the same language that can obtain a more correct 
response. The Golden Prompt should not loss any 
information provided by the Silver Prompt. Only give me 
the content of Golden Prompt in English.

Figure 11: Prompt used to optimize prompts for infer-
ence model. S_P denotes the original raw prompt.

Prompt for GSM8K
You are an expert of math problem solver.

##Question:
Natalia sold clips to 48 of her friends in April, and then she sold half as 
many clips in May. How many clips did Natalia sell altogether in April and 
May?
##Answer:
Natalia sold 48/2 = <<48/2=24>>24 clips in May.
Natalia sold 48+24 = <<48+24=72>>72 clips altogether in April and May.
#### 72
##Question:
Weng earns $12 an hour for babysitting. Yesterday, she just did 50 
minutes of babysitting. How much did she earn?
##Answer:
Weng earns 12/60 = $<<12/60=0.2>>0.2 per minute.
Working 50 minutes, she earned 0.2 x 50 = $<<0.2*50=10>>10.
#### 10
##Question:
Betty is saving money for a new wallet which costs $100. Betty has only 
half of the money she needs. Her parents decided to give her $15 for that 
purpose, and her grandparents twice as much as her parents. How much 
more money does Betty need to buy the wallet?
##Answer:
In the beginning, Betty has only 100 / 2 = $<<100/2=50>>50.
Betty\'s grandparents gave her 15 * 2 = $<<15*2=30>>30.
This means, Betty needs 100 - 50 - 30 - 15 = $<<100-50-30-15=5>>5 more.
#### 5
##Question:
{Q}
##Answer:

(a) GSM8K, BBH math-related tasks

Prompt for PiQA
You are an expert of math problem solver.

'When boiling butter, when it\'s ready, you can’
Option:
A: 'Pour it onto a plate’
B: 'Pour it into a jar'
Answer: B

'To permanently attach metal legs to a chair, you can’
Option:
A: 'Weld the metal together to get it to stay firmly in place’
B: 'Nail the metal together to get it to stay firmly in place'
Answer: A

'how do you indent something?’
Option:
A: 'leave a space before starting the writing’
B: 'press the spacebar'
Answer: A

{Q}
Option:
A: {sol1}
B: {sol2}
Answer:

(b) PiQA

Prompt for Multiple-Choice
Question:
{Q}
Options:
##{L_i}: {T_i} 

Reply me with the option of the answer start with \'##\' like ##A or ##B or ##C 
or ##D.

Answer:

(c) ARC, BBH multiple-choice tasks

Figure 12: Prompt formats used for downstream task
evaluation.
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Prompt for DeepSeek Response Scoring
You are an expert judge evaluating the quality of answers to a given question. Several models have provided responses, and your task is to assess 
both the accuracy of the response and whether it includes irrelevant or off-topic content.
- 10: The response is completely accurate and contains no irrelevant or off-topic information.
- 8-9: The response is mostly accurate but may miss minor details or context. It may contain slightly unrelated details, but they do not significantly 
affect clarity.
- 6-7: The response is somewhat accurate but lacks significant details or context. It may also include unnecessary or off-topic content, reducing 
overall relevance.
- 4-5: The response provides some relevant information but misses key aspects of the ground truth. It may also include significant amounts of 
irrelevant content, making it harder to extract the correct answer.
- 2-3: The response has little relevance or severely misconstrues the ground truth. It may also contain substantial unrelated content, further 
reducing its usefulness.
- 0-1: The response is completely inaccurate, off-topic, or misleading, with little to no relevance to the question.
Additional Requirements and Considerations for the Evaluator: 
1. Thoroughly Understand the Question: Ensure that you fully grasp the context and nuances of the question before evaluating the response. 
2. Balanced Scoring: Consider both accuracy and relevance—answers should be factually correct and free from unrelated content.
3. Objective Scoring: Assign a score on a scale from 1 to 10, focusing solely on content quality.
4. Detailed Explanation: Provide a clear and concise explanation for the score you assign.
5. Consistency: Apply the same criteria uniformly across all evaluations to ensure fairness and consistency in scoring. 
6. Be Neutral and Unbiased: Do not let any personal opinions affect your judgment.
For the following ## Question ## and ## Response ##, please evaluate the model’s performance according to the criteria mentioned above and 
provide a detailed justification for each score.

## Question ##: '{question}'

## Response ##: '{modelresponse}’

Please provide your evaluation score and detailed comment below: 
Accuracy (from 0 to 10):
Score (from 0 to 10):
Comments:

Figure 13: Prompt used by DeepSeek-R1 to score responses. {question} is replaced by the prompt;
{modelresponse} is replaced by the model’s response.

Prompt for Prompt Optimization
You are an expert of English prompt optimization. Modify the ##Silver Prompt## to ##Golden Prompt## in English, based on your learned writing 
habits, to achieve a more accurate response according to the following requirements:

Requirement 1: Clarity: The ##Golden Prompt## should set clear, unambiguous expectations for the responder to enable a thorough and accurate 
reply.

Requirement 2: Precision: Use more precise and purposeful language than the original, especially when referring to selecting words or concepts 
without a fixed pattern.

Requirement 3: Concise Chain-of-Thought: Include brief yet contextually rich reasoning or structural cues to guide the responder’s thought process, 
while remaining focused and concise.

Requirement 4: Preserve Original Information: Focus on the ##Silver Prompt## , ensuring no information or intent is lost or omitted in the 
transformation.

##Silver Prompt##:
S_P

Only give me the content of Golden Prompt in English, do not contain any other information and Chinese (e.g., your response of the Golden Prompt, 
any postfix like 'Golden Prompt', etc.).

##Golden Prompt##

Figure 14: Prompt for Prompt Optimization. S_P denotes the prompt that needs to be optimized.

21


	Introduction
	Empirical Analysis: What Merits a Good Prompt?
	Merit Discovery

	Method: From Merits to Optimizer
	Constructing the Merit-Aligned Prompt Preference Dataset
	Training the Merit-Guided Prompt Optimizer

	Experiments
	Setups
	Main Results
	Ablation Study: Training-Free Comparison
	Case Study: Upward Compatibility
	Case Study: Meta-Prompt Comparison
	Case Study: Interpretability of MePO

	Related Work
	Conclusion
	Limitations
	Empirical Study: Prompt Optimization Across Model Scales
	Evaluating GPT-4 Optimized Prompts on Smaller Inference Models
	Evaluating Lightweight LLMs with Complex Optimization Algorithms

	Identifying Effective Prompt Merits via Comparative Evaluation
	POP Dataset Construction and Training Details
	Dataset Information and Experimental Implementation
	Case Study: Downward Compatibility
	Case Study: Online-Based Discrete APO Comparison
	BBH Experimental Results

	Prompt Templates

