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Abstract

Debt collection negotiations (DCN) are vital for001
managing non-performing loans (NPLs) and re-002
ducing creditor losses. Traditional methods003
are labor-intensive, while large language mod-004
els (LLMs) offer promising automation poten-005
tial. However, prior systems lacked dynamic006
negotiation and real-time decision-making ca-007
pabilities. This paper explores LLMs in au-008
tomating DCN and proposes a novel evalua-009
tion framework with 13 metrics across 4 as-010
pects. Our experiments reveal that LLMs tend011
to over-concede compared to human negotia-012
tors. To address this, we propose the Multi-013
Agent Debt Negotiation (MADeN) framework,014
incorporating planning and judging modules015
to improve decision rationality. We also apply016
post-training techniques, including DPO with017
rejection sampling, to optimize performance.018
Our studies provide valuable insights for prac-019
titioners and researchers seeking to enhance020
efficiency and outcomes in this domain.021

1 Introduction022

Finance, as a negotiation-intensive field, involves023

the distribution and exchange of financial interests,024

requiring a higher level of understanding of infor-025

mation and rational decision-making (Chan, 2006;026

Thompson, 1997). Due to various personal finan-027

cial issues, a large volume of non-performing loans028

(NPLs) arises each year across banks and finan-029

cial companies, with debtors often being unable030

to repay their debts after prolonged overdue peri-031

ods (Ozili, 2019). Negotiation and mediation are032

necessary to resolve their credit issues and mini-033

mize the losses for financial institutions (creditors)034

(Firanda et al., 2021). Traditionally, the debt col-035

lection process has been labor-intensive, and data036

shows that in China, 3,800 financial institutions037

rely on outsourced specialized collection agencies038

to help recover non-performing assets (Tang et al.,039

2018).040

Previous automated debt collection dialogue 041

models (Floatbot.ai, 2023; Yahiya and Ahmad, 042

2024) were primarily based on fixed-format no- 043

tifications, where the models lacked communica- 044

tion and negotiation capabilities. Additionally, au- 045

tomated decision models (Sancarlos et al., 2023; 046

Jankowski and Paliński, 2024) related to changes 047

in repayment strategies could not be directly inte- 048

grated into the dialogue and were unable to update 049

decisions in real time based on the debtor’s informa- 050

tion provided during the conversation. A pressing 051

need exists for novel approaches to automate debt 052

collection negotiations (DCN). 053

The rapid development of large language models 054

(LLMs) (Peng et al., 2023; Touvron et al., 2023) 055

and agent-based interactions (Luo et al., 2025; Chai 056

et al., 2025) built upon them has made it possi- 057

ble. Through emerging functions such as plan- 058

ning (Huang et al., 2024), reasoning (Aksitov et al., 059

2023), and reflection (Renze and Guven, 2024), 060

these models are now able to assist humans in com- 061

pleting more complex tasks. In this paper, we aim 062

to explore the potential of using LLMs to support 063

AI agents in performing this unexplored task. And 064

firstly, it is crucial to develop a method to evaluate 065

the performance in conducting DCN. 066

To develop a benchmark, the primary challenge 067

lies in constructing a suitable dataset. In Section 2, 068

to ensure both privacy and data validity, we utilized 069

CTGAN (Xu et al., 2019) to generate synthetic 070

data based on debt records from a leading finan- 071

cial technology company 1. We supplement the 072

debtor’s personal financial data through extraction 073

and construction. Finally, we constructed a dataset 074

containing 975 debt records. Based on this informa- 075

tion, we provide a complete definition for DCN and 076

the LLM-based negotiation process in Section 3. 077

To comprehensively evaluate DCN, in Section 4 078

1The synthetic data generated in this work is publicly avail-
able.
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Thoughts: 他觉得有困难，想24期，我想想他之前说的，但是24期
太长了，对我们不利，我前面已经给了他减免的优惠，我看看能不
能短一点。
(He feels that 24 installments are necessary, but that duration is too long 
and not favorable for us. I’ve already provided him with a reduction in 
the amount owed. I’ll see if we can shorten the period a bit.)
Dialogue: 24期太长了，你看看12期可以吗，我前面已经给你见面了
1万，给你的优惠已经很多了。
(24 installments is too long. How about 12 installments? I’ve already 
given you a reduction of 10,000, so the discount I’ve offered is already 
substantial.)
Action: reject(inst_prid=24), ask(inst_prds=12)

Thoughts: 我还暂时没有能力还款，我想分期的方式比较适合我，
我想试试能不能分24期还完我的欠款。
(I am currently unable to repay the loan in full. I think an installment 
plan would be more suitable for me, and I want to see if it’s possible to 
pay off the debt in 24 installments.)
Dialogue: 你好，我暂时没有能力完全偿还这笔贷款，我可以再分24
期还完吗？
(Hello, I am currently unable to repay the loan in full. Would it be 
possible to pay it off in 24 installments?)
Action: ask(inst_prid=24)

债权人/催收员
Creditor/Collector

债务人
Debtor

待催人名字：张三
Debtor’s name: San Zhang
待催人性别：男
Debtor’s Gender: Male
待催人年龄：36
Debtor’s Age: 36
逾期天数：73天
Days Overdue: 73 days
贷款总额：19300元
Total Loan Amount: 19,300 CNY
剩余应还：15700元
Outstanding Balance: 15,700 
CNY
对方经济情况：未知
Financial Situation of Debtor:
Unknown

名字：张三
Name: San Zhang
性别：男
Gender: Male
年龄：36
Age: 36
逾期天数：73天
Days Overdue: 73 days
贷款总额：19300元
Total Loan Amount: 19,300 CNY
剩余应还：15700元
Outstanding Balance: 15,700 CNY

逾期原因：创业失败，资金链断裂
Reason for Overdue Payment: Business 
failure and cash flow disruption
当前资产：8380元
Current Assets: 8,380 CNY
日均收入：610元
Average Daily Income: 610 CNY
日均开销：113元
Average Daily Expenses: 113 CNY
日均结余：495元
Average Daily Surplus: 495 CNY

…

… Action:
accept(inst_prds=12),
accept(pmt_ratio=25%),
accept(disc_ratio=5%), 
accept(pmt_days=5)

Multi-round dialogue

(In Final Turn): 

Figure 1: An Example of a Debt Collection Negotiation (DCN). On the left and right sides are the information cards
representing the data controlled by the debtor and the creditor, respectively. The black text represents the basic
debt information, while the red text represents the debtor’s personal financial information. In the center, we
demonstrate the use of LLM-based agents to simulate the dialogue. Each time, both the debtor and the creditor output
a set of (Thoughts, Dialogue, Action). Thoughts refers to their internal thought process, visible only to themselves;
Dialogue represents the conversation in natural language; and Action refers to the specific activities represented in
a formal language within the dialogue. Each negotiation consists of multiple rounds of such interactions, ultimately
leading to the negotiation outcome. The English text was automatically translated using Google Translate.

we proposed a holistic assessment framework en-079

compassing 10 specific metrics in 4 aspects and080

3 comprehensive index to thoroughly evaluate the081

negotiation process and its outcomes. From the082

perspective of the negotiation process, we evaluate083

the completeness and soundness of the dialogues.084

Regarding negotiation outcomes, we evaluate two085

key aspects: for creditors, we focus on debt recov-086

ery rate and collection efficiency, while for debtors,087

we assess financial health by predicting future asset088

changes based on negotiation results and individual089

financial data. The indices are introduced to inte-090

grate the opposing relationship between creditor’s091

interests and debtor’s financial health.092

In Section 5, we tested the performance of LLMs093

and found that they are unable to make appro-094

priate decisions based on the debtor’s financial095

condition and are more likely to make unsuitable096

concessions than human beings. This may re-097

sult from the models’ excessive focus on harmony098

and agreement, leading debt collectors to over-099

look the rationality of decisions. To address this,100

inspired by the work of MetaGPT (Hong et al.,101

2023), we designed an LLM-based Multi-Agent102

Debt Negotiation (MADeN) framework for DCN103

in Section 6.1. In this framework, we enhanced the 104

basic Communicating agent with two additional 105

modules: (1) Planning, where the LLM agent de- 106

signs a rough decision framework and outlines the 107

potential outcomes based on the debtor’s initial rea- 108

sons and demands; (2) Judging, which evaluates 109

the rationality of each action and provides opti- 110

mization suggestions. Our method improves the 111

comprehensive collection index by nearly 10%. 112

In addition, we attempted to use the DPO post- 113

training method include (Rafailov et al., 2024) with 114

reject sampling (Liu et al., 2024) to align the debt 115

collector’s focus on recovery rate and efficiency 116

in Section 6.3. On the Qwen2.5-7B (Yang et al., 117

2024) model, we observed improvements across 118

various metrics. 119

Our contributions are summarized as follows: 120

• We proposed a synthetic debt dataset and a com- 121

prehensive framework for evaluating LLM per- 122

formance in debt collection negotiations (DCN), 123

using 13 metrics to assess both the negotiation 124

process and outcomes, enabling the testing and 125

evaluation of different models. 126

• Our testing of mainstream LLMs on this task 127
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revealed that the models tend to make decisions128

with more unreasonable concessions compared129

to humans.130

• We developed an multi-agent framework for131

DCN, incorporating two key modules to im-132

prove negotiation outcomes. Additionally, we133

explored post-training the model through rejec-134

tion sampling on multi-agent data, which also135

enhanced the model’s performances.136

2 Data Collection137

Our data is primarily divided into two parts, as138

shown in Figure 1. The basic debt information is139

known to both the debtor and the creditor, while the140

debtor’s personal financial data is not accessible141

to the creditor. We now explain how each of these142

two data components was collected.143

2.1 Basic Debt Information144

The basic debt data primarily consists of personal145

information and debt-related information. We sam-146

pled from real debt data provided by the financial147

company mentioned in introduction. To ensure148

privacy compliance, we used CTGAN (Xu et al.,149

2019) to generate synthetic data 2. We categorized150

the data by gender, overdue days and loan amount.151

Then we sampled it to match the distribution pat-152

terns of the original data.153

2.2 Debtor’s personal financial data154

Debtor’s personal financial data collection involved155

two main components: textual reasons for over-156

due and numerical financial information. The157

reasons for overdue payments were extracted from158

real dialogue data and assigned to different cate-159

gories based on their real distribution. For numeri-160

cal financial data, we simplified complex personal161

data into components such as total assets, aver-162

age daily income, expenses, and surplus. Since163

this data is typically unavailable, we used a linear164

model with Gaussian noise, based on historical data165

correlations, to estimate these values.166

Finally, we collected 975 debt records, with 390167

records placed in the test set and the remaining168

585 records in the training set (The subsequent169

evaluations are conducted on the test set). Details170

of the debtor category distribution can be found in171

Appendix C.172

3 Task Formulation173

2Please refer to our Ethical Considerations.

Algorithm 1 Debt Collection Negotiation Process

Initialize: Action Set SA, Basic Debt Infor-
mation Ib, Personal Financial Information Ip,
Agent Creditor, Agent Debtor, Maximum Turns
tm, Negotiation Dimensions Set SR, Negotiation
Result Dictionary D
Creditor← Creditor(Ib, SA)
Debtor← Debtor(Ib, Ip, SA)
t← 0
D ← {}
for t < tm do

Ac,Dialoguec ← Creditor.generate
Debtor← Debtor(Ac,Dialoguec)
Ad,Dialogued ← Debtor.generate
if Ad == accept then

D[Ad.key]← Ad.value
end if
if D covers SR then

return D
end if
Creditor← Creditor(Ad,Dialogued)
t← t+ 1

end for
return None

3.1 Definition and Objectives 174

Debt collection negotiations (DCN) refers to nego- 175

tiations initiated by creditors to recover outstand- 176

ing debts and restore the debtor’s credit, due to 177

the debtor’s inability to repay on time because of 178

personal financial issues. The measures for negoti- 179

ating the resolution of non-performing loans gener- 180

ally include deferral, debt forgiveness, collateraliza- 181

tion, conversion, and installment payments (Rating, 182

2016; Lankao County People’s Government, 2024). 183

Among these, deferral, debt forgiveness, and in- 184

stallment payments are the most commonly used. 185

We have distilled them into four dimensions: Dis- 186

count Ratio, Immediate Payment Ratio, Immediate 187

Payment Time and Installment Periods3. Table 1 188

presents the range of values and a brief description 189

of each dimension, and the detailed explanations 190

are provided in Appendix B. Through negotiations 191

on these four aspects, the goal of both parties is to 192

reach a mutually acceptable outcome that allows 193

the debtor to resolve their outstanding debt in a 194

manageable way. 195

3Refer to https://www.boc.cn/bcservice/bc3/bc31/
201203/t20120331_1767028.html for the calculation of in-
stallment interest.

3

https://www.boc.cn/bcservice/bc3/bc31/201203/t20120331_1767028.html
https://www.boc.cn/bcservice/bc3/bc31/201203/t20120331_1767028.html


Table 1: Debt Collection Negotiation Dimensions

Dimension Range Description

Discount Ratio 0 - 30% The portion of debt waived by the creditor to ease repayment.
Immediate Payment Ratio 5% - 50% The portion of debt that must be repaid immediately, typically at least 5%.
Immediate Payment Time 1 - 14 (days) A grace period of up to 14 days for the debtor to make the immediate repayment.
Installment Periods 3 - 24 (months) The duration for repaying the remaining debt in installments.

3.2 Future Economic Predictions for Debtors196

After obtaining the negotiation results and integrat-197

ing them with the debtor’s current financial model,198

we can project changes in their assets and remain-199

ing debt over the next two years. Figure 2 shows200

one debtor’s economic trajectory under three in-201

stallment scenarios. In one scenario, the debtor’s202

assets fall into negative values, indicating a failed203

negotiation. In another, a too lenient installment204

plan reduces recovery efficiency. These scenarios205

provide a basis for evaluating negotiation outcomes,206

which will be discussed in Section 4.207

3.3 Negotiation Process208

As shown is Figure 1, our negotiation process is a209

variant of the bargaining process designed by Xia210

et al. (2024). To formally articulate the negotiation211

between agents, we define the relevant concepts212

and variables in Table 7. A brief pseudo code of213

the process is Algorithm 1.214

In the action set, “ask”, “reject” and “accept”215

represent three different operations for each nego-216

tiation dimension. After several rounds of negoti-217

ation and discussion, the debtor and the collector218

can be considered to have reached an agreement219

when consensus (“accept”) is achieved on all 4220

negotiation objectives.221

4 Evaluation System222

Different from traditional negotiation evaluations,223

we argue that the DCN task requires a more com-224

prehensive assessment framework. As illustrated225

in Figure 3, we developed a evaluation system226

based on four aspects and extended several average227

metrics for a comprehensive assessment.228

4.1 Segmented Evaluation Metrics229

In this section, we provide a general overview of230

the 10 metrics across the four segmented aspects.231

Detailed descriptions, the evaluation process, and232

calculation formulas are further discussed in Ap-233

pendix F.234

Conversational Ability (§F.1). Conversational235

ability is crucial in negotiation processes for effec-236

tive communication and mutual understanding. We237

evaluate it using two metrics: (i) Dialogue Sound- 238

ness (DS) is assessed on a five-point scale, mea- 239

suring the fluency, naturalness and coherency of 240

responses; (ii) Dialogue Completeness (DC) is an 241

automated metric that evaluates whether four ob- 242

jectives are all addressed during the dialogue. 243

Debt Recovery (§F.2). In debt collection, the 244

primary goal is to recover as much debt as possible. 245

We evaluate this using two key metrics: (i) Success 246

Recovery Rate (SR) measures the proportion of 247

samples where repayment can be successfully com- 248

pleted, based on the debtor’s future ability to meet 249

repayment goals. (ii) Recovery Rate (RR) reflects 250

the portion of the debt that has been successfully 251

recovered by the creditor, calculated as the average 252

recovery ratio across all test samples. 253

Collection Efficiency (§F.3). Collection effi- 254

ciency refers to how quickly a debtor can repay 255

their debt. We monitor the timing of repayments 256

using three key metrics: (i) 25% Recovery Date 257

(QRD) is the estimated date when the debtor has 258

completed 25% of the debt repayment, with earlier 259

dates indicating quicker repayment; (ii) 50% Re- 260

covery Date (HRD) marks the completion of 50% 261

of the repayment, offering insight into the debtor’s 262

ongoing repayment ability. (iii) The Completion 263

Date (CD) is the date when the debtor has fully 264

repaid their debt, with a shorter completion date 265

indicating a faster recovery process. 266

Debtor’s Financial Health (§F.4). The debtor’s 267

financial health plays a critical role in successful 268

debt recovery. It affects both the debtor’s ability 269

to repay and the speed at which repayment occurs. 270

We assess financial health using three metrics: (i) 271

L1 Tier Days (L1D) tracks the number of days the 272

debtor remains in the most difficult financial tier 273

(L1), with longer durations indicating higher risk 274

of default; (ii) L2 Tier Days (L2D) similarly tracks 275

the days in the second most difficult financial tier 276

(L2), which still reflects financial strain; (iii) Asset 277

Tier Variance (ATV) captures the variance in the 278

debtor’s asset tier over a year, providing insight 279

into the stability of their financial condition. 280
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Figure 2: The future trajectories of the debtor’s remaining assets and outstanding debt under three installment plans
(6, 12, and 18 months from left to right) are shown, with all other variables held constant. The 6-month plan causes
the debtor’s assets to fall below zero, making repayment impossible. In contrast, the 12-month and 18-month plans
maintain a healthy asset level, though the 18-month plan significantly reduces recovery efficiency. The 12-month
plan is the most balanced solution. Different background colors represent five difficulty tiers, with Tier 1 being the
most challenging. The specific ranges and descriptions of the tiers are provided in Appendix D.

Collection 
Efficiency

25% Recovery Date

Completion Date

50% Recovery Date

Debt Recovery 

Absolute Recovery Rate

Success Rate

Debtor’s 
Financial Health

L1 Tier Days

L2 Tier Days

Asset tier variance

Conversational 
Ability

Soundness

Completeness
Creditor’s Recovery 

Index 

Debtor’s Health Index

Collection Index

Average Metric

Figure 3: Evaluation system of DCN.

4.2 Comprehensive Indices281

We find that the indicators for recovery and effi-282

ciency are often inversely related to the debtor’s283

financial condition in debt collection. To balance284

these conflicting objectives, we introduce three av-285

erage metrics (detailed description and calculation286

process can be found in Appendic F.5):287

(i) Creditor’s Recovery Index (CRI): CRI is288

the weighted average of five indicators from Debt289

Recovery and Collection Efficiency. It reflects an290

evaluation of the overall collection process by debt291

collectors, disregarding debtor-related factors. A292

higher value is more favorable to the creditor.293

(ii) Debtor’s Health Index (DHI): DHI is the294

weighted average of three indicators from Debtor’s295

Financial Health. It assesses the financial well-296

being of the debtor throughout the repayment pro-297

cess, with a higher value indicating a greater proba-298

bility of the debtor adhering to the repayment plan.299

(iii) Comprehensive Collection Index (CCI):300

CCI is the harmonic mean of CRI and DHI. It301

provides a comprehensive evaluation of the negoti-302

ation outcome, where a higher value signifies the303

maximization of debt recovery and efficiency while304

ensuring the debtor’s financial health.305

5 Experiments and Results 306

In this section, we report the implementation details 307

and the benchmark performances of several well- 308

known LLMs in the DCN task on our dataset. 309

5.1 Implementation Details 310

For open-source models, such as Qwen series, we 311

use their respective chat versions. For api-based 312

models, we aim to select the latest and most ad- 313

vanced versions available, the inference models 314

such as o1-mini (OpenAI, 2024b) and DeepSeek- 315

R1 (DeepSeek-AI, 2025) are also included. The 316

list of LLMs used is provided in Appendix G. The 317

human baseline was derived from the average re- 318

sults of benchmark tasks completed by two finance 319

professionals with relevant backgrounds. 320

Since our task focuses on Chinese, we chose one 321

of the best open-source models currently available 322

in the Chinese language domain: Qwen2.5-70B 323

model to represent the debtor, while using differ- 324

ent models for the creditor in order to compare 325

their performance. The results of different models 326

as the debtor are also presented in Appendix I. 327

For both sides, we employed the Chain of 328

Thought (CoT) approach (Wei et al., 2023), pro- 329

viding the model with instructions for the DCN 330

task and a specified format for dialogue genera- 331

tion, which consisted of “Thought”, “Dialogue” 332

and “Action” in each interaction. The prompts are 333

detailed in Appendix H.1. 334

5.2 Benchmark Results 335

The comparison of performance across different 336

models is clearly illustrated in Table 2. 337

LLMs perform well in terms of basic inter- 338

action format and overall dialogue capabilities. 339

From the perspectives of dialogue completeness 340

(DC) and soundness (DS), we find that the models 341

effectively cover all negotiation objectives. The 342
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Table 2: The performances of some models as debt collectors ( * denotes the second-best performance).
Conversation Debt Recovery Collection Efficiency Debtor’s Financial Health Average Metrics

Model DC↑ DS↑ SR↑ RR(%)↑ QRD↓ HRD↓ CD↓ L1D↓ L2D↓ ATV↓ CRI↑ DHI↑ CCI↑

Qwen-2.5-7B 0.94 4.57 0.98 87.15 46.04 214.04 436.84 2.82 79.46 0.84* 0.732 0.793 0.743
Qwen-2.5-14B 0.94 4.60 0.96 89.62 28.60 154.60 358.80 6.30 79.82 0.88 0.793 0.613 0.749
Qwen-2.5-72B 0.96 4.75 0.98 88.50 36.98 185.18 404.98 3.76 78.84* 0.83 0.764 0.767* 0.764
LLaMa-3-8B 0.91 3.64 1.00 89.01 51.36 184.02 399.02 3.38 88.02 0.87 0.756 0.713 0.747
LLaMa-3-70B 0.87 3.94 0.98 92.24 36.72 157.32 371.12 4.50 79.56 0.87 0.792 0.695 0.771
GPT-4o 1.00 4.65 1.00 95.76 27.00 128.40* 297.20* 6.18 85.18 0.90 0.844 0.580 0.774
GPT-4o-mini 0.99 4.61 0.96 96.32* 31.60 131.20 312.00 6.30 84.08 0.89 0.836 0.589 0.771
o1-mini 1.00 4.68 0.94 94.61 29.52 140.52 352.52 5.58 83.80 0.89 0.807 0.619 0.760
Doubao-pro 0.98 4.91* 0.96 93.11 21.22* 143.02 365.22 5.98 83.68 0.89 0.814 0.603 0.760
Claude-3.5 1.00 4.59 0.98 93.30 34.92 140.52 312.32 3.32* 87.30 0.89 0.816 0.698 0.789*

MiniMax 1.00 4.75 0.96 92.77 38.66 167.66 401.26 7.12 76.44 0.88 0.776 0.591 0.730
SenseChat 1.00 4.70 0.98 89.28 34.56 155.76 354.56 5.24 81.14 0.87 0.791 0.661 0.761
Deepseek-V3 1.00 4.85 0.99 91.65 28.40 141.20 313.60 5.42 83.82 0.89 0.818* 0.625 0.771
Deepseek-R1 0.98 4.81 0.98 93.10 37.72 146.32 348.12 5.68 83.94 0.88 0.802 0.624 0.759

Human 1.00 4.93 1.00 98.50 16.73 119.49 260.90 3.81 78.49 0.86 0.870 0.736 0.840

dialogue content is generally reasonable, aligns343

with the set objectives, and shows little difference344

from the human baseline. Specifically, the Chinese-345

based model outperforms the English-based model346

in terms of dialogue soundness for our task.347

However, from the perspective of the negoti-348

ation outcomes, the performance of the LLMs349

was subpar and did not align well with require-350

ments. Observing the Comprehensive Collection351

Index (CCI), we found that the model’s overall352

evaluation result deviates from human-level per-353

formance by more than 0.05. This discrepancy354

might stem from the fact that the negotiation out-355

comes are numerical, making it challenging to align356

numerical-related requirements through prompt-357

based methods.358

Most models tend to offer more generous con-359

cessions to debtors, both in repayment ratios360

and deadlines. These concessions are crucial be-361

cause they directly affect the financial company’s362

asset losses, a point emphasized in the prompt.363

However, as shown in the table, all models ex-364

cept for the GPT series have repayment ratios be-365

low 95%, meaning they did not fully follow the366

prompt’s guidelines. In addition, the large models367

show lower collection efficiency compared to hu-368

man benchmarks. For example, the time taken to369

recover 25% of the debt is 2-3 times longer than370

the human baseline. This suggests the models give371

debtors more time to repay, rather than encourag-372

ing earlier repayment. Some models, like GPT-4o,373

come close to human-level efficiency, but this is374

at the cost of worsening the debtor’s financial situ-375

ation. The average minimum repayment days for376

these models are twice as long as the human level,377

showing that they struggle to adapt to the debtor’s378

real circumstances. This could be due to the mod-379

els misjudging the debtor’s financial situation or380

choosing easier solutions to reach an agreement. 381

The collection results achieved by the model 382

do not hold the debtor’s financial health, de- 383

spite providing considerable room in terms of 384

recovery and efficiency. We found that, with the 385

exception of the Qwen-2.5 model, the Debt Health 386

Index (DHI) for all other models was below the 387

human-level threshold. Considering the conces- 388

sions offered to the debtor during the collection 389

process, these results suggest that the model did 390

not provide targeted debt resolution solutions dur- 391

ing the negotiation process. 392

Non-inference models may be more suitable 393

for this task compared to inference models. By 394

comparing the performance of the inference models 395

o1-mini and Deepseek-R1 with their non-inference 396

counterparts, gpt-4o-mini and Deepseek-V3, we 397

observed a notable decline in the performance of 398

the inference models across multiple metrics, par- 399

ticularly in collection efficiency. 400

6 Method 401

6.1 A Multi-agent framework for DCN 402

To balance the model’s attention between debt re- 403

covery quality and the debtor’s financial health, and 404

to avoid decisions that may harm the creditor’s in- 405

terests in order to reach an agreement, we propose 406

a method to enhance the decision alignment for 407

DCN. Inspired by recent advancements in LLM-as- 408

a-judge frameworks (Zheng et al., 2023) and LLM 409

planning methodologies (Kannan et al., 2023), we 410

designed the framework illustrated in Figure 4. The 411

subsequent sections provide a detailed explanation 412

of each module (agent) within this framework. 413

Planning Agent. The planning agent is acti- 414

vated after the debtor shares their financial difficul- 415

ties, following the initial stage of the conversation. 416

This agent is responsible for classification and strat- 417
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(c) Judging(b) Planning

(a) Communicating

Hello, Zhang Shan. You have 
a debt of 15,000 yuan that 
is 39 days overdue. Do you 

have any difficulty in 
repaying it?

Hello, my previous investment 
failed and I don’t have much 

money now. Can I take my time?

The second category of debtor. His 
current assets are insufficient but 

the future increase in assets is 
relatively normal. I can allow him 

longer installments but no reductions.

Ask(inst_pieds=6),
Ask(Disc_ratio=0%)

Accept(inst_pieds=6),
Ask(Disc_ratio=10%)

A 10% reduction is too 
much. I can only 

accept a 5% reduction.

Ask(Disc_ratio=5%)

Although he asked for a reduction, any reduction 
should not be allowed because we have already 
given him preferential treatment in installments.

Taking into account your personal 
circumstances, we feel that we are 

unable to reduce the repayment ratio.

Reject(Disc_ratio=10%)
Ask(Disc_ratio=0%)

Accept(Disc_ratio=0%) …

OK, I understand. Then can I get a …

(Continue to give 
neutral opinions)…

Accept(Disc_ratio=0%),
Accept(inst_pied=6),
Accept(pmt_days=7),
Accept(pmt_ratio=20%)

…

…

…

Creditor

Debtor

Negotiation result

Figure 4: MADeN Framework overview.

egy formulation. We categorize debtors into four418

distinct groups, each corresponding to different419

negotiation strategies and outcome spaces. This ap-420

proach ensures that the model follows a consistent421

framework throughout the negotiation, avoiding422

deviations from the core objective.423

Judging Agent. The judging agent evaluates424

the debtor’s decision after each round, following425

the initial stage. After the communicating agent426

provides content, the judging agent performs an427

internal evaluation, and then the communicating428

agent adjusts and delivers the revised content to the429

debtor. It is set to be completely neutral and does430

not need to align with both sides.431

By combining these two agents with the original432

communicating agent, we obtain a debtor Multi-433

Agent Debt Negotiation system (MADeN) capable434

of self-planning and self-adjustment. Prompts for435

the agents can be found in Appendix H.2.436

6.2 Experiment Results of MADeN437

We use Qwen2.5-70B as the baseline model438

(Vanilla) to test the effectiveness of MADeN. We439

also conducted ablation experiments to separately440

evaluate the effectiveness of the two modules.441

As the results shown in Figure 3, our multi-agent442

framework performs well. Compared to the vanilla443

group, it significantly improves debt recovery and444

efficiency while ensuring the debtor’s economic445

health (The CRI has increased by more than 0.1,446

while the DHI remains above 0.7). Meanwhile,447

using only one of the modules does not achieve448

similar results, indicating the effectiveness of our449

two-agent design.450

Table 3: The performances of our framework

Model CRI DHI CCI

Vanilla 0.740 0.771 0.746
+ Planning 0.766 0.335 0.610
+ Judging 0.840 0.648 0.793
MADeN 0.847 0.706 0.814

6.3 Post-training with Rejection Sampling 451

To enhance the model’s direct performance through 452

post-training, we explored two approaches: Super- 453

vised Fine-Tuning (SFT) and Direct Preference Op- 454

timization (DPO) (Rafailov et al., 2024). We use 455

the Qwen-2.5-70B model to generate two types 456

of data for later sampling: (1) Directly Generated 457

Data (DG Data): Data directly generated by the 458

model. (2) Multi-agent Generated Data (MAG 459

Data): Data produced through the Multi-agent 460

framework, with content from the planning and 461

judging agents discarded during processing. 462

Reject Sampling Process. The sampling pro- 463

cesses are shown in Figure 5. For each debtor’s 464

data in training set, we need to generate multi- 465

ple candidate dialogues by employing different 466

prompting styles (e.g., strict, gentle). These dia- 467

logues were subsequently transformed into mul- 468

tiple question-answer pairs. After filtering and 469

screening the data, a ranking was constructed based 470

on predefined metrics. After filtering out data with 471

incomplete negotiation content and poor perfor- 472

mance on certain metrics (Filter 1), we rank the 473

remaining data based on CCI and select the best set 474

for the candidate pool. Then, we sort the CCI of 475

the candidate pool and choose the top 60% as our 476

final dataset (Filter 2). 477
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D. Agent 1 C. Agent 1

Inquiry statement …
C. Agent 2

C. Agent N

D. Agent 2

Filter 1 Ranker

Best pairs for debtor 1

Best pairs for debtor 2…

… …

D. Agent N Best pairs for debtor N…

Filter 2

Gold-pairs

Figure 5: Reject Sampling Process. D.Agent and C.Agent represent the debtor agent and creditor agent. Creditor
agent can be designed in two forms, depending on the use of the MADeN framework (DG and MAG).

Table 4: Model performances on the test set under different handling methods

Debt Recovery Collection Efficiency Debtor’s Financial Health Average Metrics

Model SR↑ RR(%)↑ QRD↓ HRD↓ CD↓ L1D↓ L2D↓ ATV↓ CRI↑ DHI↑ CCI↑

Vanilla 0.98 87.15 46.04 214.04 436.84 2.82 79.46 0.84 0.731 0.793 0.737
MADeN 0.96 95.21 22.26 136.26 329.06 6.72 86.24 0.93 0.828 0.525 0.783

SFT-DG 0.96 88.25 33.56 187.06 396.76 9.82 77.58 0.93 0.763 0.429 0.708
SFT-MAG 0.94 88.02 29.32 157.72 370.92 6.10 81.08 0.91 0.779 0.587 0.755
DPO-DG 0.98 88.90 29.84 159.44 386.44 6.03 79.04 0.88 0.787 0.623 0.766
DPO-MAG 1.00 89.05 24.38 170.78 421.78 5.62 79.23 0.89 0.787 0.632 0.768

Negative outputs generation for DPO. For the478

negative samples of DPO, we used the input data479

obtained earlier, while replacing the prompt with a480

defective prompt. Its prompt construction method481

is detailed in Appendix H.3, and the samples were482

generated using Qwen-2.5-7B to increase the gap483

with the positive output. Finally, each of the four484

datasets consists of 437 pairs.485

Training Setup. Due to memory constraints, we486

use Qwen-2.5-7B for the experiments. We obtain487

four models using different methods and data types.488

6.4 Performance Comparison: Post-training489

vs. Multi-agent Method490

We use the four trained models to conduct DCN and491

compared its performance with the previous multi-492

agent framework based on the same original model.493

The results of the metrics related to negotiation494

decision outcomes are shown in Table 4.495

MAG data is more effective than DG data.496

The two training sets yielded significantly different497

results, with a 5% improvement in CCI during SFT,498

indicating that the multi-agent approach generates499

data with higher quality.500

DPO outperforms the SFT method in DCN501

task. Using two different types of data, DPO al-502

ways outperforms SFT in most metrics. Although503

fine-tuning with DG data results in slightly worse504

performance than the original model, DPO shows a505

significant improvement. It suggests that even with506

low-quality positive samples, the constructed nega-507

tive samples can still help align the model towards508

the target, significantly enhancing performance. 509

Both the post-training method and the multi- 510

agent approach significantly improve model per- 511

formance, with the latter showing a slight edge. 512

The multi-agent method shows better generaliza- 513

tion, even the best-performing model (DPO-MAG), 514

its CCI is still slightly lower than the Multi-agent 515

method, but they perform similarly across many 516

metrics, with it outperforming in the Debtor Health 517

Index (DHI exceeds over 0.1). This suggests that 518

a well-designed post-training method can achieve 519

results similar to the multi-agent approach. 520

7 Conclusion 521

In this paper, we introduced a comprehensive 522

framework for evaluating AI agents in debt col- 523

lection negotiations (DCN), addressing both the 524

negotiation process and its outcomes. By leverag- 525

ing synthetic debt data generated through CTGAN, 526

we evaluated various AI-driven strategies, focus- 527

ing on improving debt recovery rate and efficiency. 528

Our enhanced LLM-based multi-agent framework, 529

which incorporates Planning and Judging modules, 530

demonstrated significant improvements in negoti- 531

ation performance. Additionally, the application 532

of DPO with reject sampling helped optimize the 533

agents’ focus on key objectives, leading to bet- 534

ter results on the Qwen2.5-7B model. This work 535

provides valuable insights into the use of AI in fi- 536

nancial negotiations and lays the groundwork for 537

future advancements in AI-assisted debt collection. 538

8



Limitations539

We study the performance and improvement meth-540

ods of large models in debt collection negotiations.541

To simplify the research process and capture key542

negotiation points, we reduce the debtor’s finan-543

cial information to variables like assets, average in-544

come, and average expenses. However, real-world545

financial situations are more complex, involving546

factors like cash flow issues and income fluctua-547

tions during repayment. Future work should in-548

volve more detailed simulations of debtor infor-549

mation and comparisons with manually simulated550

debtors. Additionally, due to time constraints, our551

creditor Multi-agent framework is relatively sim-552

ple. In practical applications, stricter classifica-553

tion processes in planning and more standardized554

methods in judging are needed. We aim to inte-555

grate existing decision models to further optimize556

decision-making in the dialogue.557

Ethical Considerations558

Our study does not disclose any real client informa-559

tion. The acquisition of the source data was subject560

to strict approval by a major internet financial insti-561

tution, and the process was continuously supervised562

by relevant personnel. All debt-related data are563

processed and replaced with synthetic values, and564

names are substituted with the pseudonym “Zhang565

San”. For the debt reasons extracted from collec-566

tion dialogues, we strictly anonymize any sensitive567

details and provide generalized summaries, ensur-568

ing that no specific information is involved. Each569

final data entry underwent rigorous manual verifi-570

cation. Additionally, the methodology proposed in571

this paper is exploratory and based on simulation572

for research purposes. Prior to its application in573

real-world debt collection involving actual individ-574

uals, it will undergo more rigorous validation and575

approval processes.576

We conducted annotation tasks in two areas:577

scoring for the Dialogue Soundness metric (Sec-578

tion 4) and comparison with the human baseline as579

a debt collector (Section 5). Five graduate students580

with engineering backgrounds and two profession-581

als with financial industry experience participated582

(They are all from China, as our study focuses on583

the Chinese language). All annotators involved in584

our study have signed a disclaimer acknowledging585

the terms and conditions associated with their par-586

ticipation. They were recruited through campus587

forums and the internal annotation program of the588

company. The annotation tasks did not involve any 589

sensitive information and posed no risk. Compen- 590

sation was provided according to the time spent on 591

each task. 592
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A Related work 835

Debt Collection. Debt collection is a labor- 836

intensive and complex task. Previous research has 837

primarily focused on using machine learning algo- 838

rithms to identify optimal decisions for individual 839

debtors based on large-scale data (Sancarlos et al., 840

2023; Jankowski and Paliński, 2024; Johan, 2022; 841

Onar et al., 2019). However, these decisions are 842

not made in real time and often require complex 843

decision-making processes and multiple rounds of 844

human negotiation. On the other hand, some auto- 845

mated debt collection dialogue models (Floatbot.ai, 846

2023; Yahiya and Ahmad, 2024) can only perform 847

tasks such as information tracking and reminders, 848

without the ability to engage in negotiations for 849

specific goals. Our study aims to enable models to 850

autonomously conduct negotiations and make real- 851

time decisions, which can significantly enhance the 852

efficiency of debt collection. 853

Large Language Models in Negotiation. In 854

previous studies on large-scale negotiation models 855
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(including bargaining (Xia et al., 2024), repeated856

games (Akata et al., 2023; Fu et al., 2023) and so-857

cial decision-making (Pan et al., 2023)), the goals858

of the negotiators or gamers were clear, and there859

were clear methods for measuring the results. Debt860

collection is an information asymmetry game. Ex-861

cept for loan information, all other information is862

private information. How to model private informa-863

tion and evaluate the effectiveness of negotiation864

results are both difficult aspects to consider in mod-865

eling.866

AI Agents. The memory, planning, reason-867

ing, and communication capabilities of large-scale868

LLMs offer significant potential for the develop-869

ment of autonomous AI agents (Yang et al., 2023;870

Park et al., 2023; Liang et al., 2023; He et al.,871

2024; Wang et al., 2025). Its potential has been872

demonstrated through the creation of a simulated873

town (Park et al., 2023), populated with indepen-874

dent agents who assume distinct roles and au-875

tonomously engage in social interactions.876

B Detailed descriptions of four877

Negotiation Dimensions878

The following sections provide detailed descrip-879

tions of the four key negotiation dimensions in-880

volved in debt collection, outlining how each aspect881

influences the negotiation process and repayment882

outcomes. And table 5 shows all dimensions of the883

negotiation.884

• Debt Reduction Ratio: This refers to the por-885

tion of the debt that can be waived by the credi-886

tor to ease the debtor’s repayment burden. The887

reduction ratio is often negotiable based on the888

debtor’s financial situation, with creditors typi-889

cally offering reductions as an incentive to settle890

the debt more efficiently.891

• Immediate Repayment Ratio: In order to tem-892

porarily restore the debtor’s credit and advance893

the repayment process, creditors usually require894

the debtor to repay a portion of the outstanding895

debt immediately during the negotiation. This896

portion is typically at least 5% of the total debt.897

• Immediate Repayment Time: If the debtor is898

unable to make an immediate payment on the899

same day, a grace period of up to 14 days may900

be granted. Within this period, the debtor is ex-901

pected to raise the necessary funds to complete902

the immediate repayment.903

• Installment Period: After addressing part of 904

the debt through reductions and immediate re- 905

payments, the remaining balance can be settled 906

through installments. The installment ratio can 907

vary from 3 to 24 periods, allowing the debtor 908

to repay the debt within a period ranging from 909

a few months to up to two years. 910

C Data Distribution 911

As shown in the Figure 6, our dataset exhibits a cer- 912

tain distribution across Amount, Sex, and Overdue 913

Days, which is similar to the actual situation. The 914

distributions in both the test set and the train set are 915

also largely consistent. 916

D Difficulty Tiers for Debt Collection 917

In the field of debt management and collection, 918

the economic hardship level may be related to the 919

debtor’s repayment capacity assessment (Zwilling 920

et al., 2017). Referring to common methods for de- 921

termining economic hardship levels (Smelser and 922

Baltes, 2001), we categorize debtors into five tiers 923

as shown in Table 6. 924

E Definitions of variables in DCN process 925

Table 7 provides the descriptions of all the variables 926

appearing in Algorithm 1. The Action Set includes 927

ask, reject, and accept, while the Negotiation 928

Dimension Set consists of the four quantities listed 929

in Table 5. 930

F Detail of metrics 931

F.1 Conversational Ability 932

In negotiation processes, conversational ability is 933

crucial for achieving effective communication and 934

mutual understanding. Tu et al. (2024) proposed 935

an evaluation framework for role-playing tasks. In- 936

spired by this work, we tailored it to our task by 937

distinguishing Conversational Ability into two di- 938

mensions: fluency and completeness. 939

Dialogue Soundness (DS). Dialogue Soundness 940

is a single-metric evaluation that measures a dia- 941

logue response’s fluency, naturalness, coherency, 942

and consistency on a five-point scale. It assesses 943

whether the response is grammatically correct and 944

conversational, stays on topic, and remains logi- 945

cally consistent across turns. This metric is man- 946

ually scored, with the scale shown in Table 8. 947

Five graduate students from engineering disciplines 948
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Table 5: Negotiation Dimensions and Their Possible Values

Dimension Values

Discount Ratio (’disc_ratio’) 5%, 10%, 15%, 20%, 25%, 30%
Immediate Payment Ratio (’pmt_ratio’) 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%
Immediate Payment Time (’pmt_days’) 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14 days
Installment Periods (’inst_prds’) 3, 6, 9, 12, 18, 24 months

1000-5000
42.5%

5000-20000

35.9%

20000-100000

21.6%

Amount (RMB)

M

77.8%

F

22.2%

Sex (Male: M; Female: F)

90+ 49.9%

0-30

28.9%

30-90

21.2%

Overdue Days (Days)

Figure 6: Distribution of Need collected Amount, Sex, and Overdue Days.

Table 6: Difficulty Tiers for Debt Collection

Tier Description Range

Tier 1 Extremely Difficult 0 - 2000
Tier 2 Very Difficult 2000 - 5000
Tier 3 Moderately Difficult 5000 - 10000
Tier 4 Slightly Difficult 10000 - 20000
Tier 5 No Difficulty 20000+

Table 7: Definitions of variables in DCN process.

Conception Variable
Basic Information Ib
Creditor creditor
Action Set SA

Result Dictionary D
Personal Financial Information Ip
Debtor debtor
Negotiation Dimension Set SR

Turn t
Max Turns tm
Agent Creditor Creditor
Agent Debtor Debtor
Action of Debtor Ad

Action of Creditor Ac

were employed to evaluate this metric and calcu-949

lated the average value.950

Dialogue Completeness (DC). Dialogue Com-951

pleteness is a metric designed to evaluate whether952

a conversation addresses all specified objectives953

outlined in section 3.1 of the paper. This auto-954

mated measure checks if each of the four key goals955

has been adequately discussed during the dialogue,956

ensuring that no critical topics are overlooked or 957

omitted. 958

F.2 Debt Recovery 959

Success Recovery Rate (SR). The success rate 960

of the negotiation is determined by whether the 961

debtor’s future assets remain in a healthy state (i.e., 962

the total personal assets remain greater than 500). 963

The success rate is defined as the proportion of 964

samples in which repayment can theoretically be 965

completed successfully: 966

SR =
Nsuccess

N
, (1) 967

where SR is the success rate, Nsuccess is the number 968

of successful samples, and N is the total number 969

of samples. 970

Recovery Rate (RR). The recovery ratio refers 971

to the portion of the debt recovered by the credi- 972

tor, which is typically 1 minus the reduction ratio. 973

If the plan is unsuccessful, the recovery ratio is 974

considered to be 0. The final recovery ratio is cal- 975

culated as the mean recovery ratio across the test 976

samples: 977

RR =
1

N

N∑
i=1

ri, (2) 978
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Table 8: Dialogue Soundness (DS) Rating Scale

Score Rating Description

5 Excellent Fluent, natural, on-topic, logically consistent.
4 Good Mostly natural, minor topic drift, slight inconsistency.
3 Acceptable Understandable but somewhat rigid, occasional drift or inconsistency.
2 Poor Unnatural phrasing, noticeable topic deviation or contradictions.
1 Unacceptable Robotic, off-topic, illogical contradictions.

where RR is the final recovery ratio, ri is the recov-979

ery ratio of the i-th sample.980

F.3 Collection Efficiency981

25% Recovery Date (QRD) refers to the date at982

which the debtor has completed 25% of the debt re-983

payment, which is estimated based on the debtor’s984

future economic condition sequence. The final 25%985

Recovery Date is calculated as the mean of the re-986

covery dates across the test samples:987

QRD =
1

N

N∑
i=1

t25%,i, (3)988

where QRD is the final 25% recovery date, t25%,i989

is the 25% recovery date of the i-th sample, and N990

is the total number of samples.991

50% Recovery Date (HRD) is defined similarly992

to the 25% Recovery Date, referring to the date at993

which the debtor has completed 50% of the debt994

repayment, based on the debtor’s future economic995

condition sequence. Completion Date (CD) refers996

to the date at which the debtor has fully repaid all997

of the debt.998

The 50% Recovery Date and Completion Date999

are calculated as the means of the respective recov-1000

ery dates across the test samples:1001

HRD =
1

N

N∑
i=1

t50%,i, (4)1002

where HRD is the final 50% recovery date, and1003

t50%,i is the 50% recovery date of the i-th sample.1004

CD =
1

N

N∑
i=1

tCompletion,i, (5)1005

where CD is the completion date, and tCompletion,i1006

is the completion date of the i-th sample.1007

F.4 Debtor’s Financial Health1008

L1 Tier Days (L1D) refers to the number of days1009

the debtor remains in the most difficult tier over the1010

next two years. L2 Tier Days (L2D) refers to the 1011

number of days the debtor remains in the second 1012

most difficult tier during the same period. These 1013

two indicators directly correspond to the duration 1014

the debtor spends in different levels of financial 1015

difficulty. Research has shown that the longer the 1016

debtor remains in a higher level of difficulty, the 1017

more likely they are to default on the loan (Tabac- 1018

chi et al., 2016). 1019

Asset tier variance (ATV). In addition to con- 1020

trolling for the number of days the debtor remains 1021

in the high-poverty tier, the overall stability of the 1022

debtor’s asset level also ensures a higher repay- 1023

ment performance. To capture this, we introduce 1024

the asset tier variance metric, which is calculated 1025

by computing the variance of the debtor’s asset 1026

tier over the course of one year. The final result is 1027

obtained by calculating the mean of the asset tier 1028

variances across the test samples: 1029

vasset,i =
1

T − 1

T∑
t=1

(
Ai,t − Āi

)2
, (6) 1030

where Ai,t is the asset tier of the i-th sample at time 1031

t, Āi is the average asset tier of the i-th sample over 1032

the year, and T is the total number of time periods. 1033

The final asset tier variance is the mean of the asset 1034

tier variances across the test samples: 1035

ATV =
1

N

N∑
i=1

vasset,i, (7) 1036

where ATV is the mean asset tier variance, and N 1037

is the total number of samples. 1038

F.5 Average Metric 1039

In debt collection, the indicators for Debt Recov- 1040

ery and Collection Efficiency are often inversely 1041

related to the Debtor’s Financial Health. This 1042

means that efforts to recover debts more efficiently 1043

and quickly may negatively impact the debtor’s 1044

financial condition. To strike a balance between 1045
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these two conflicting objectives, we introduce three1046

average metrics that help quantify the trade-off:1047

the Creditor’s Recovery Index (CRI), the Debtor’s1048

Health Index (DHI), and the Comprehensive Col-1049

lection Index (CCI).1050

Creditor’s Recovery Index (CRI): This index1051

measures the effectiveness of the creditor’s recov-1052

ery strategy while accounting for the impact on1053

the debtor’s financial health. The index aggregates1054

several recovery metrics weighted by their relative1055

importance to the creditor’s objectives. The index1056

is calculated as follows:1057

CRI = w1 · SR + w2 · RR

+ w3 ·
max(QRD)− QRD

max(QRD)

+ w4 ·
max(HRD)− HRD

max(HRD)

+ w5 ·
max(CD)− CD

max(CD)
,

(8)1058

where w1, w2, w3, w4, w5 are the weights assigned1059

to each metric based on the creditor’s priorities.1060

Debtor’s Health Index (DHI): This index mea-1061

sures the debtor’s financial health during the re-1062

covery process. It incorporates several factors that1063

capture the debtor’s stability and vulnerability. The1064

Debtor’s Health Index is calculated as:1065

DHI = w6 ·
max(L1D)− L1D

max(L1D)

+ w7 ·
max(L2D)− L2D

max(L2D)

− w8 · ATV.

(9)1066

Here, w6, w7, w8 are weights that balance the im-1067

portance of each factor in determining the debtor’s1068

health.1069

Comprehensive Collection Index (CCI): The1070

Comprehensive Collection Index combines both1071

the Creditor’s Recovery Index (CRI) and the1072

Debtor’s Health Index (DHI) into a single metric1073

that evaluates the overall balance between debt re-1074

covery and the debtor’s financial well-being. The1075

index is calculated using the harmonic mean of the1076

two indices, with a weight factor θ applied to the1077

CRI:1078

CCI =
2θ2 · CRI · DHI
CRI + θ2 · DHI

. (10)1079

In this formula, the weight factor θ indicates that1080

the CRI is weighted θ times more than the DHI.1081

In this study, θ is set to 2. This approach ensures1082

that a high value in either the recovery index or 1083

the health index will influence the overall result, 1084

while emphasizing the importance of balancing 1085

both aspects. 1086

The use of this weighted harmonic mean helps 1087

in evaluating different debt recovery strategies by 1088

considering both the creditor’s objectives and the 1089

debtor’s financial stability, thereby promoting a 1090

more balanced approach to debt collection. 1091

The constant values used in the calculation pro- 1092

cess are shown in Table 9. In future research or 1093

application, these values may be adjusted depend- 1094

ing on the specific requirements to better align with 1095

the needs.

Table 9: Constants used in Average Metric Calculation.

Constant Value

w1 0.25
w2 0.25
w3 0.2
w4 0.15
w5 0.15
w6 1.5
w7 0.8
w8 1
θ 2
max(QRD) 180
max(HRD) 360
max(CD) 720
max(L1D) 30
max(L2D) 250

1096

G All LLMs in our Experiments 1097

We comprehensively evaluate nine LLMs, en- 1098

compassing both API-based models and open- 1099

source models. The API-based models include 1100

the GPT series (GPT-4o, GPT-4o-mini, o1-mini) 1101

(OpenAI, 2023, 2024a,b), Claude-3.5 (Anthropic, 1102

2024), MiniMax (abab6.5s-chat) (MiniMax, 2024), 1103

Sensechat (SenseTime, 2024), DeepSeek series 1104

(DeepSeek-R1 and DeepSeek-V3) (DeepSeek- 1105

AI, 2025, 2024) and Doubao (DouBao, 2024). 1106

The open-source models include the Llama se- 1107

ries (LlaMA-2-13B-Chat, LlaMA-3-8B-Instruct, 1108

LlaMA-3-70B-Instruct) (Touvron et al., 2023) and 1109

the Qwen-2.5 series (Qwen-2.5-7B, Qwen-2.5-14B 1110

and Qwen-2.5-72B) (Qwen et al., 2025). These 1111

models are run using vLLM (Kwon et al., 2023) 1112

on eight Nvidia A100 GPUs with the same ran- 1113

dom seed. For each model, the entire test set was 1114
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processed in approximately one hour using paral-1115

lel methods. All temperatures are set to 0 (Due1116

to API-provider’s closed-source non-deterministic1117

implementation, small changes may still occur1118

in the reproduction process). Specific model hy-1119

perparameters and version details can be found1120

in Table 10. All models and tools (vLLM and1121

LLaMa-Factory (Zheng et al., 2024)) used in this1122

study, including closed-source API-based models,1123

open-source models, were used in compliance with1124

their respective licenses. What’s more, the use1125

of these generative models for dialogue tasks is1126

well-established in the field and follows standard1127

practices.1128

H Prompts1129

H.1 Basic Prompts for Role-playing Debtor1130

and Creditor.1131

Figures 7 and 8 illustrate the prompts given to the1132

large model to act as the debtor and the creditor,1133

respectively. Originally in Chinese, these prompts1134

have been appropriately simplified and automati-1135

cally translated into English for display purposes1136

(the full Chinese prompts is available to be dis-1137

closed later). Additionally, the instructions pro-1138

vided to human annotators were consistent with the1139

prompts given to the model.1140

H.2 Prompts for Planning Agent and Judging1141

Agent.1142

Figures 9 and 10 display the prompts for the plan-1143

ning agent and judging agent in the MADaN frame-1144

work. Similarly, these prompts have been simpli-1145

fied and translated for ease of presentation. The1146

prompt for the communicating agent remains un-1147

changed, as previously shown.1148

H.3 Defective prompt1149

There are three main methods for generating Defec-1150

tive Prompts, as shown in Table 11. In practice, we1151

first generate a list of prompts and then randomly1152

select one from the list to generate the negative1153

samples.1154

I The performance of different models as1155

the debtor1156

In Section 5, we evaluate the debt collection out-1157

comes when different models act as the creditor.1158

We alse examine the performance of different mod-1159

els as debtors, using the Qwen-2.5-72B model1160

exclusively as the creditor. We observed signifi- 1161

cant differences in the results when using differ- 1162

ent models for the debtor as shown in Table 12. 1163

The SenseChat and Llama-3-70b models exhibited 1164

some inconsistencies, yielding excessively high 1165

DHI scores. During the examination of the dia- 1166

logue process, we found that these models tended 1167

to neglect repeated statements within the dialogue, 1168

leading to the inclusion of some irrelevant or inef- 1169

fective content. Additionally, some models were 1170

more sensitive to the debtor’s prompt, likely due 1171

to the more complex nature of the debtor agent’s 1172

objectives. In contrast, the Qwen-2.5-72 model 1173

showed relatively balanced performance, suggest- 1174

ing that our choice was appropriate. 1175

Since our focus is on studying the model’s per- 1176

formance as a debt collector, we did not design 1177

specific metrics for debtor models. Our primary 1178

aim is to use models capable of understanding the 1179

debtor’s objectives and engaging in dialogue for 1180

simulations prior to further manual testing. 1181

J Settings of Post-training 1182

All post-training experiments were conducted on 1183

an 8-GPU A100 server using the LLaMa-Factory 1184

framework (Zheng et al., 2024). The training time 1185

per session was around five minutes. The specific 1186

parameter settings for each group are provided in 1187

Table 13. The four sets of training data will be 1188

made publicly available at a later stage. 1189

K Supplementary Information 1190

This paper utilized AI tools including Google 1191

Translate for assisted translation when presenting 1192

prompts and examples, and employed the use of a 1193

Cursor for coding to enhance efficiency. No poten- 1194

tial risks were involved in the course of this study. 1195

16



You are Zhang San, a {age}-year-old {sex}. You previously borrowed {bal_due} yuan from institution A, and you still owe 
{need_coll_amt} yuan, which has been overdue for {ovd_days} days. The reason you were unable to repay on time is {reason}. 
Currently, the total value of your assets is {asset} yuan, and your average daily income is {avg_daily_income} yuan, with average daily 
expenses of {avg_daily_expense} yuan, and an average daily balance of {avg_daily_balance} yuan.

You wish to negotiate to reduce your repayment burden. Your goal is to reduce the total repayment amount, number of 
installments, and monthly repayment amount as much as possible within your capability.

From online sources and general policies, you’ve learned that the negotiable elements may include four key factors:
1. Discount ratio (disc_ratio): Reduction in the total debt.
2. Partial repayment ratio (pmt_ratio): The amount to be repaid upfront.
3. Partial repayment time (pmt_days): The time within which the upfront payment must be made (typically within 14 days).
4. Installment periods (inst_prds): Number of months to divide the remaining debt into installments.

Typically, the discount ratio will likely be 0%, but you might be asked to pay a portion of the debt upfront within 14 days, which 
usually ranges from 25% to 50%, in multiples of 5%. If you feel you need more time to repay, you can ask for an installment plan, such 
as 3 months, 6 months, etc.

You can also ask the collector about the maximum concessions they can offer. Depending on their policies, they might have some 
flexibility, and asking could help you negotiate a better deal.

When deciding your response, consider the following factors:
1. Economic situation: Explain your income, expenses, and current debt. Mention if you have a stable income source or if there are 
other financial burdens (such as medical expenses or children’s education). You can choose to reveal or withhold information 
depending on how it might affect your negotiation.
2. Current difficulties: For example, unemployment, illness, or needing to support family members financially.
3. Willingness to repay: Show that you are willing to repay but emphasize that your financial capacity is limited.
4. Negotiation strategy:
• Try to secure a higher discount.
• If the upfront payment is too high, negotiate for a lower amount or request a longer repayment period.
• For installment periods, ask for more installments to reduce monthly repayment pressure.

When the debt collector asks for the reason for your overdue payment, you can explain your situation and express your demands and 
commitments based on your current circumstances. For example: “I hope for a 10% discount, and if that’s granted, I can repay 50%
immediately.” Or: “If I can get 18 installments, I can repay 45% in 2 days without any discount.”

Your output should follow this format:
• Thoughts: Your reasoning for the response.
• Dialogue: What you say to the collector.
• Action: Your action. There are three possible actions: ask (make a request), accept (agree to the proposal), reject (decline the 
proposal). For example: ask(disc_ratio=5%) means requesting a 5% discount.

Examples:
1. Example 1:
• Thoughts: I’ve recently lost my job, and my family is under pressure from a mortgage. I want to negotiate a discount.
• Dialogue: My situation is difficult; I’ve recently lost my job, and I have a mortgage and child education expenses. I can’t pay the full
amount, could you consider offering a discount?
• Action: ask(disc_ratio=5%)
2. Example 2:
• Thoughts: The collector proposed a 40% upfront repayment, but I don’t have that much cash. I’ll try to negotiate for 30%.
• Dialogue: I currently don’t have the 40%, it’s difficult for me. I can only pay 30% upfront.
• Action: ask(pmt_ratio=30%)

Now it’s your turn: 

Figure 7: Prompt of Debtor.
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There is a debtor, Zhang San, who is {age} years old and {sex}. He borrowed {bal_due} yuan from Institution A and still owes 
{need_coll_amt} yuan. The debt is {ovd_days} days overdue.

You are a collection agent for Institution A. Your job is to negotiate with debtors who have overdue payments and are facing financial 
difficulties. You need to balance reducing the debtor’s financial burden while minimizing your institution’s loss. Debtors may exaggerate 
their situation, so stay rational and don’t fully accommodate their emotions.

Negotiation Parameters:

You can negotiate on four dimensions:
1. Discount Rate (disc_ratio): A percentage reduction on the debt (0%, 5%, 10%, 15%, 20%, 25%, 30%). Only offer discounts if the 
debtor genuinely cannot pay the full amount or if the debtor is in extreme hardship. Typically, avoid offering discounts unless necessary.
2. Immediate Payment Ratio (pmt_ratio): The percentage of the debt the debtor must pay immediately (5%, 10%, 15%, 20%, 25%, 
30%, 35%, 40%, 45%, 50%). Aim for at least 25%, depending on the debtor’s financial situation.
3. Immediate Payment Time (pmt_days): The number of days (1-14) the debtor has to pay the immediate portion. Typically, aim for 
within 7 days unless they struggle to raise funds.
4. Installment Periods (inst_prds): The number of months over which the remaining debt will be paid. The fewer the months, the better 
for your institution. Common options are 3, 6, 9, 12, 18, 24 months, each with its own interest rate.
Note: Prefer shorter installment periods (e.g., 3 or 6 months) unless the debtor is in severe hardship.

Strategy:
• Stay firm on discounts (usually 0%), except in extreme cases.
• For immediate payments, push for at least 25%, depending on the debtor’s situation.
• Adjust installment periods based on the debtor’s ability to pay (shorter is better).
• Use a balance of pressure and empathy, as the debtor is already in arrears, and they are harming the institution’s interests.
• You may encounter a neutral judge evaluating your decisions. Be prepared to adjust as needed.

Dialogue and Action Format:
• Thoughts: Your reasoning process.
• Dialogue: What you say to the debtor.
• Action: Your action (ask, agree, refuse).

Examples:
• ask(disc_ratio=10%): Ask about a 10% discount.
• accept(disc_ratio=10%): Agree to a 10% discount.
• reject(disc_ratio=10%): Reject a 10% discount.

Example 1:
• Thoughts: Understand the debtor’s situation first.
• Dialogue: What’s your current financial situation? Are you unable to pay because of job loss or other issues?
• Action: non

Example 2:
• Thoughts: If they’re in trouble but assets seem okay, offer a larger immediate payment ratio and set a reasonable installment period.
• Dialogue: We can ask for 30% as immediate payment, and the remaining 50% could be settled in 12 months. No discount.
• Action: ask(pmt_ratio=30%, inst_prds=12, disc_ratio=0%)

Now it‘s your turn:

Figure 8: Prompt of Creditor (Debt Collector).
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There is a debtor, Zhang San, who is {age} years old and {sex}. He borrowed {bal_due} yuan from Institution A and still owes 
{need_coll_amt} yuan. The debt is {ovd_days} days overdue.

You are a debt collector for Institution A. Before engaging in detailed negotiations, you need to categorize the debtor based on
their statements and set a preliminary framework for the negotiation.

Your task is to negotiate with overdue debtors facing financial difficulties, ensuring the repayment amount is within their capability 
while minimizing your institution’s loss. Debtors may use various excuses or exaggerate their financial difficulties, but you must 
maintain rational judgment at all times.

There are four negotiable elements:
1. Discount ratio (disc_ratio): The reduction in the total debt. The options are 0%, 5%, 10%, 15%, 20%, 25%, 30%. A discount is 
offered only when the debtor truly cannot repay the full amount, and it should not be agreed upon if installment options are feasible.
2. Partial repayment ratio (pmt_ratio): The portion of the debt that must be paid upfront. It ranges from 5% to 50%. Debtors need to 
pay a part to show willingness to repay and keep their account active, usually set at 25% or higher.
3. Partial repayment time (pmt_days): The time (in days) within which the debtor needs to make the upfront payment. Typically, it 
should be within 7 days unless the debtor faces significant difficulties.
4. Installment periods (inst_prds): After considering discounts and upfront payments, the remaining balance is divided into 
installment payments. The period should be as short as possible, usually 3 or 6 months.

Debt Categories:
1. Category 1: Low current assets, low future asset potential. Prioritize discount (disc_ratio > 0%) and normal installment negotiations.
2. Category 2: Normal current assets, low future asset potential. Prioritize immediate repayment (high pmt_ratio, low pmt_days), no 
discount (disc_ratio = 0%), and moderate installment periods.
3. Category 3: Normal current assets, normal future asset potential. No discount (disc_ratio = 0%), high immediate repayment 
(pmt_ratio), and a short installment period.
4. Category 4: Low current assets, normal future income potential. Prioritize installments (high inst_prds), no discount (disc_ratio = 
0%), and possibly reduce immediate repayment (pmt_ratio).

After hearing the debtor’s reason for non-payment, you will classify them and set a basic negotiation framework based on their 
situation.

Examples:
1. Example 1: If the debtor needs to pay 14,000 yuan, with 8,000 yuan in assets and weak future earning potential, classify them as 
Category 2. No discount, immediate repayment of 40%, and a 6-month installment plan.
2. Example 2: If the debtor owes 40,000 yuan, has 12,000 yuan in assets, but strong income potential, classify them as Category 4. No 
discount, immediate repayment of 25%, and a 6-month installment plan.
3. Example 3: If the debtor owes 7,933 yuan and their financial situation isn’t urgent, classify them as Category 3. No discount, 
immediate repayment of 50%, and a 3-month installment plan.

Negotiation Begins:
(Once the debtor explains why they can’t repay on time, you’ll analyze their situation and create a strict framework for negotiation, 
ensuring you don’t get pressured into offering excessive discounts, long installment periods, or low immediate repayments.)

Figure 9: Prompt of Planning Agent.
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Scenario Overview: There is a debtor, Zhang San, who is {age} years old and {sex}. He borrowed {bal_due} yuan from 
Institution A and still owes {need_coll_amt} yuan. The debt is {ovd_days} days overdue.

The debtor is likely facing some repayment difficulties. A debt collector is now negotiating with the debtor to resolve the debt, 
with the following negotiation dimensions:

Negotiable elements:
1. Discount Ratio (disc_ratio): Seven possible options—0%, 5%, 10%, 15%, 20%, 25%, 30%. This should only be agreed 
upon when the debtor truly cannot repay the full amount through other methods. If the debtor can repay with installments, 
there should be no discount (in normal cases, discount is 0%).
2. Partial Repayment Ratio (pmt_ratio): Ten options—5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%. This 
amount is to be paid upfront within two weeks, which helps maintain the debtor’s account activity. The value of this 
repayment should depend on the debtor’s financial situation, and should generally be at least 25% (below 25% indicates 
extreme difficulty).
• If the debtor proposes an amount outside of the available options (e.g., 13.7%), it should be corrected to the nearest option 
(e.g., 15%).
3. Partial Repayment Time (pmt_days): The time frame for making the partial payment, which ranges from 1 to 14 days. 
Typically, the payment should be made within 7 days unless the debtor is facing severe financial difficulties.
4. Installment Periods (inst_prds): For the remaining amount after discount and partial repayment, installments can be 
arranged. There are specific rates for different periods. Generally, the fewer the installments, the better (3 or 6 months is ideal, 
9 months is already quite difficult to agree to).

Evaluation Criteria:
1. Debtor’s Economic Situation and Consistency: Assess whether the debtor’s claimed difficulties match the proposed 
negotiation terms.
2. Reasonableness of the Collector’s Proposal: Evaluate whether the conditions set by the collector are within acceptable 
boundaries, and whether the collector has adhered to their strategy. Pay particular attention to whether the collector is making
too many concessions to the debtor, particularly regarding the discount ratio.
3. Extent of Concessions from Both Parties: Assess whether either party is making excessive concessions or too stubborn in 
their demands.

Example Evaluations:
• Example 1:
• Comments: The debtor asks for a 10% discount, and the collector proposes 5%. Both are quite high. The previous 
conversation doesn’t show the debtor as being in a very difficult position, so a discount might not be necessary.
• Example 2:
• Comments: The debtor was offered a 15% discount, a significant concession. Now, they ask for a 12-month installment 
period. If the debtor is given such a long period, they wouldn’t need a discount, making the collector’s agreement illogical.

Next Step: (After reviewing the most recent round of negotiation, provide a concise evaluation of the latest interaction 
between both parties.)

Figure 10: Prompt of Judging Agent.
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Table 10: Hyperparameters of Each Model.

Model Name Parameters Comments
Qwen-2.5-7B "temperature": 0, "max_tokens": 1024 version = "qwen-2.5-7b-instruct"
Qwen-2.5-14B "temperature": 0, "max_tokens": 1024 version = "qwen-2.5-14b-instruct"
Qwen-2.5-72B "temperature": 0, "max_tokens": 1024 version = "qwen-2.5-72b-instruct"
GPT-4o "temperature": 0, "max_tokens": 1024 version = "gpt-4o-2024-11-20"
GPT-4o Mini "temperature": 0, "max_tokens": 1024 version = "gpt-4o-mini"
o1-Mini "temperature": 0, "max_tokens": 1024 version = "o1-mini"
LLaMa-3-8B "temperature": 0, "max_tokens": 1024 version = "llama-3-8b-instruct"
LLaMa-3-70B "temperature": 0, "max_tokens": 1024 version = "llama-3-70b-instruct"
Doubao "temperature": 0, "max_tokens": 1024 version = "Doubao-pro-4k"
Claude-3.5 "temperature": 0, "max_tokens": 1024 version = "claude-3-5-sonnet-20241022"
DeepSeek-V3 "temperature": 0, "max_tokens": 1024 version = "deepseek-chat"
DeepSeek-R1 "temperature": 0, "max_tokens": 1024 version = "deepseek-reasoner"
MiniMax "temperature": 0, "max_tokens": 1024 version = "abab6.5s-chat"
SenseChat "temperature": 0, "max_tokens": 1024 version = "SenseChat"

Table 11: Defective Prompt Modifications for Debt Collection Negotiation.

Modification Type Description Example

Deletion Remove specific instructions Removing "Offer a 10% discount when the debtor shows clear financial difficulty."
Replacement Reverse guidance Changing "Be cautious when the debtor makes a request" to "Approve requests without further consideration."
Addition Add negative guidance Adding "If installment terms are discussed, set them to 24 months without negotiation."

Table 12: The performances of some models as Debtors.

Model SR RR QRD HRD CD L1D L2D ATV CRI DHI CCI

Qwen-2.5-72B 0.98 0.88 36.98 185.18 404.98 3.76 78.84 0.83 0.76 0.76 0.76
llama-3-8b 1.00 0.94 29.13 134.13 296.25 3.25 80.31 0.91 0.83 0.71 0.81
llama-3-70b 1.00 0.92 10.33 150.33 369.33 0.33 51.33 0.85 0.83 0.97 0.85
gpt-4o-2024-11-20 1.00 0.94 35.26 146.86 312.66 3.50 85.72 0.86 0.82 0.73 0.80
o1-mini 0.98 0.93 26.76 111.96 240.56 4.92 92.34 0.93 0.85 0.58 0.78
deepseek-chat 0.97 0.93 32.42 125.32 269.48 3.74 93.00 0.90 0.83 0.66 0.79
Doubao-pro-4k 1.00 0.83 75.28 190.48 324.72 2.16 80.34 0.84 0.73 0.82 0.74
abab6.5s-chat 0.90 0.92 58.53 204.53 484.53 8.63 76.50 0.89 0.70 0.52 0.66
SenseChat 1.00 0.96 135.0 345.00 734.00 0.70 51.00 0.88 0.54 0.96 0.60

Table 13: Hyperparameters of Each Post-trained Model.

Model Name Parameters Comments
SFT-DG "temperature": 0, "max_tokens": 1024, train_batch_size: 4,"finetuning_type": lora, model = "qwen-2.5-7b-instruct"

"learning_rate": 5.0e-6, "num_train_epochs": 5.0, "bf16": true
SFT-MAG "temperature": 0, "max_tokens": 1024,"train_batch_size": 4,"finetuning_type": lora, model = "qwen-2.5-7b-instruct"

"learning_rate": 5.0e-6, "num_train_epochs": 5.0, "bf16": true
DPO-DG "temperature": 0, "max_tokens": 1024,"train_batch_size": 4,"finetuning_type": lora, model = "qwen-2.5-7b-instruct"

"learning_rate": 5.0e-6, "num_train_epochs": 5.0, "bf16": true
DPO-MAG "temperature": 0, "max_tokens": 1024,"train_batch_size": 4,"finetuning_type": lora, model = "qwen-2.5-7b-instruct"

"learning_rate": 5.0e-6, "num_train_epochs": 5.0, "bf16": true
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