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ABSTRACT

This paper presents a systematic study on enabling medical reasoning models
(MRMs) to generate ranked lists of answers for open-ended questions. Clinical
decision-making rarely relies on a single answer but instead considers multiple op-
tions, reducing the risks of narrow perspectives. Yet current MRMs are typically
trained to produce only one answer, even in open-ended settings. We propose an
alternative format: ranked lists and investigate two approaches: prompting and
fine-tuning. While prompting is a cost-effective way to steer an MRM’s response,
not all MRMs generalize well across different answer formats: choice, short text,
and list answers. Based on our prompting findings, we train and evaluate MRMs
using supervised fine-tuning (SFT) and reinforcement fine-tuning (RFT). SFT
teaches a model to imitate annotated responses, and RFT incentivizes exploration
through the responses that maximize a reward. We propose new reward func-
tions targeted at ranked-list answer formats, and conduct ablation studies for RFT.
Our results show that while some SFT models generalize to certain answer for-
mats, models trained with RFT are more robust across multiple formats. We also
present a case study on a modified MedQA with multiple valid answers, finding
that although MRMs might fail to select the benchmark’s preferred ground truth,
they can recognize valid answers. To the best of our knowledge, this is the first
systematic investigation of approaches for enabling MRMs to generate answers as
ranked lists. We hope this work provides a first step toward developing alternative
answer formats that are beneficial beyond single answers in medical domains.
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<think> Considering the symptoms of severe, episodic back
pain radiating to the abdomen and hematuria in a pregnant

For a pregnant woman presenting with severe, episodic back
pain radiating to the abdomen and

hematuria, the clinical suspicion is high for nephrolithiasis
(kidney stones) ........

Why Not Other Tests (Initially)?
- Non-contrast CT Scan: ...

- MRI/MR Urography: ...

- KUB X-ray: ...

In addition to the ultrasound, a urinalysis and urine culture
would be performed ... urinary tract infection.

The most appropriate initial diagnostic test for a pregnant
woman with symptoms suggestive of a kidney stone is a renal
and bladder ultrasound.

urinary tract infection.

The most appropriate initial diagnostic test for a pregnant
woman with symptoms suggestive of a

kidney stone is a renal and bladder ultrasound.
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woman, the most likely condition is a urinary tract infection
(UTI) or a kidney stone. The initial diagnostic test for kidney
stones in this context would be a urinary sediment analysis,
followed by a renal ultrasound if necessary. Other options
like urine culture, CT scan, or plain x-ray are less initial and
more invasive.</think>

# Final Answer

1. Urine dipstick test (urinalysis)
2. Renal ultrasound
3. Urine culture

4. Intravenous pyelogram (IVP)

5. Abdominal plain x-ray
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Figure 1: Left Comparison of model responses between a correct short answer and a list answer
containing possible correct answers, which depends on the clinical context. Right We systematically
study medical LLMs across three answer formats—choice, short text, and list answers—using three
approaches: prompting, supervised fine-tuning, and reinforcement fine-tuning
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1 INTRODUCTION

Recent advances in reasoning models have shown remarkable progress in verifiable domains such
as mathematics and programming (Comanici et all [2025; |Yang et al., 2025} |Guo et all [2025).
The medical domain, however, presents a distinct challenge. Clinical decision-making is rarely
only about selecting a single best treatment. Instead it is often about managing uncertainty by
weighing multiple possible options (Varkey, |2020). Current medical reasoning models (MRMs),
yet, often borrow approaches from these verifiable domains. Trained mainly on multiple-choice
question (MCQ) datasets, they optimize for a single-best-answer format (Chen et al.| 2024; Huang
et al.| [2025a;|Liu et al., 2025a).

In practice, presenting a single answer can mislead clinicians who may over-rely on automated, sub-
optimal advice; providing a ranked list of options better reflects diagnostic uncertainty and supports
safer decision-making (Goddard et al., 2012; [Meng et al.l 2024} Tao et al., |2020). Jabbour et al.
(2023) shows that when presented with incorrect diagnosis of pneumonia, with or without explana-
tion, a clinician is more likely to adopt the diagnosis even when it contradicts their initial thought.
This risk naturally applies to the single-best-answer format.

We propose a ranked list of plausible options as a more informative answer format. It mirrors clinical
practice, where practitioners generate a differential diagnosis (DDx) (Lamba et al., |2021) before
considering management plans. This format also fosters collaboration between models and human
experts, inviting them to re-evaluate the presented options. Figure |l| shows a comparison between
a single and ranked-list answers. With this proposal, we tackle the question: How can MRMs
be made to generate ranked lists from open-ended problems? We explore two approaches:
prompting, which guides existing models, and fine-tuning, which frains them.

Prompting is commonly used for steering models without additional training; however, its effective-
ness not as well studied in MRMs as in medical LLMs (Sahoo et al.l [2025; Schulhoff et al.| [2025)).
Recent studies suggest a degradation of instruction-following ability in reasoning models (Li et al.,
2025a; [Fu et al., 2025} Jang et al., [2025), which is critical toward generating a desired, different an-
swer format. We systematically study the prompting’s steering effect over answer formats in MRMs,
i.e., we evaluate the generalization of MRMs mostly trained on MCQ on other answer formats.

Fine-tuning modifies model weights, providing stronger steering effect. We consider two estab-
lished methods for MRMs: supervised fine-tuning (SFT) and reinforcement fine-tuning (RFT). SFT
relies on annotated prompt-response pairs; in reasoning models, whose outputs include extended
reasoning traces, such supervision can be derived via data synthesis (Chen et al., 2024} |Qin et al.,
2024)) or knowledge distillation (Huang et al., [2024}; [2025b). Rather than mimicking annotations,
RFT incentivizes a model through reward signals (Zhang et al.l [2025a} |Guo et al.| [2025). We also
evaluate how MRMs trained by each method generalize across answer formats. Additionally, our
ablation studies on RFT discuss the effects of training factors on performance and behavior.

We find that SFT MRMs may encourage the model to entangle the answer format with its knowledge
recall ability, which can reduce performance on out-domain answer formats. Moreover, SFT with
a ranked-list answer format leaves the model poorly generalized to other formats. In contrast, RFT
with an MCQ format surprisingly generalizes across different answer formats, though underper-
forming against RFT directly with a ranked-list format. Details on the experimental setup, baseline
models, training procedures, evaluation, and analysis are provided in Section 2] Results and discus-
sions for prompting and fine-tuning are presented in Sections [3] and |4 respectively. In addition, we
analyze a case study in Section[5] where we construct a hypothetical benchmark with multiple valid
answers and evaluate the model’s generated lists.

Our contributions are as follows:

* To the best of our knowledge, this is the first systematic study of MRM steering via prompting
and fine-tuning for ranked-list generation. We introduce an evaluation framework for three answer
formats and an MCQ into open-ended benchmark conversion pipeline. We find that many models
know the correct answers but often fail to select the benchmark-preferred one.

* We conduct a comprehensive study of SFT and RFT with specific answer formats for MRMs. We
find that SFT with MCQ generalizes well across formats, whereas RFT models generalize both to
unseen examples and across answer formats.



Under review as a conference paper at ICLR 2026

* We adapt and propose reward functions for RFT on a ranked-list format, each with different trade-
offs for final model behaviors.

* We perform extensive ablation studies of RFT for MRMs, demonstrating that sequencing multiple
RFTs as a curriculum over answer formats (MCQ — list) improves stability and reduces collapse
compared with training directly on the list format.

2 EXPERIMENTAL SETUP

2.1 ANSWER FORMATS

We focus on three answer formats: MCQ, QA, and List. MCQ assesses performance in its common
multiple-choice form. QA serves as an open-ended baseline, shifting from selecting an option to
producing a short text response. The List format generalizes QA by allowing multiple answers in a
single inference, capturing nuances such as alternatives and multiple valid options, with QA as the
special case of a single-item list. The List format is therefore our primary focus.

2.2 EVALUATION

Datasets For MCQ answer format, we evaluate approaches on standard medical MCQ bench-
marks: (1) MedQA (Jin et al., [2021), (2) MedMCQA (Pal et al., 2022), (3) MedXpertQA (Zuo
et al., 2025) (text), and (4) MMLU Pro (Wang et al., 2024) (health). For QA and List answer for-
mats, we convert the MCQ into open-ended QA benchmarks with an LLM-based pipeline similarly
to Myrzakhan et al.| (2024). The LLM generates an open-ended version of an MCQ question with
the same ground-truth answer if it deems the question convertible. See Appendices [B]and [D]

Metrics We evaluate model performance using accuracy (Acc) and mean reciprocal rank (MRR)
(Radev et al., 2002). Accuracy measures whether the model is able to output the correct ground
truth (choice or exact short answer). This applies to MCQ questions (Accmcg), QA (Accga), and
ranked-list (Accys) answer formats. For the list answer format, MRR (MRRy ;) further evaluates
the position of the correct item in the list, assigning higher scores when the correct item appears
earlier. MRR provides a proxy for how effectively a model ranks correct items within its list outputs.

Since models may produce correct answers that do not exactly match the ground-truth string for non-
MCQ formats, we also utilize LLM-based evaluation variants: Acc&M, Accrt™ and MRRIIM. All
metrics are normalized to [0, 1] and reported as percentages. Additional details are in Appendix @

Ranked List Analyses We utilize additional metrics to assess differences in generated lists: (1)
average list length—-the mean number of items in valid, non-empty, lists (VLL), and (2) average
correct-answer position (CP). These metrics show how models express uncertainty: CP reflects
confidence calibration, while VLL signals potential gaming through over-generation or hallucination
through excessively long outputs. they characterize model behavior under different settings. We also
examine response length and training dynamics in Appendices [[Jand[J}

2.3 MODEL SELECTION

We include state-of-the-art (SOTA) MRMs trained with different approaches in this study:
HuatuoGPT-01, SFT on synthetic data from an agentic pipeline (Chen et al., |2024); m1, SFT on
distilled data from a teacher model (Huang et al |2025a); and AlphaMed, RFT using MCQ-based
verifiable rewards (Liu et al.l [2025a). They share the same initial model, Qwen2.5-7B-Instruct
(Qwen et al., [2025)), which we select as the primary model in this study and as our main baseline for
fine-tuning experiments. We also explore the effects of initial models for RFT in Section[#.3.2]

We broaden the comparison on SOTA proprietary and open-weight models. For proprietary models,
we include the Gemini 2.5 family (Flash Lite, Flash, Pro) (Comanici et al., 2025)) to assess intra-
family performance, and GPT-4.1-mini (OpenAl, 2025} for comparison with Gemini 2.5 Flash. For
open-weight models, we evaluate MedGemma (4B and 27B) (Sellergren et al., 2025)), with Gemma
3-4B-Instruct (Team et al., 2025)) (the general counterpart), and OpenThinker3-7B (Guha et al.,
2025)), a reasoning model built on Qwen2.5-7B-Instruct. Within the Qwen family, we also consider
the 3B, 14B sizes, and newer Qwen3-4B (Yang et al.l 2025). Appendix [C| provides more details.
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Table 1: Performance of proprietary, open-weight, and medical LLMs under zero-shot and CoT
prompting across MCQ, QA, and List benchmarks. Positive and negative CoT effects are colored;
bold highlights the best overall score or largest change per metric. For ranked list answers, CP is
the average rank of the correct item and VLL the average length of valid, non-empty, lists.

MCQ QA List

LLM LLM LLM
Acemcg  Accga  Accil Accliy  Acefid’  MRRLg  MRR{EM | CP VLL

Proprietary Models

Gemini 2.5 Flash Lite 48.47 12.35 48.69 14.84 53.82 13.34 46.36 1.39 2.86
+CoT -22.88 -1.01 -6.27 -6.74 -29.44 -5.62 -23.42 1.17 1.92
Gemini 2.5 Flash 55.19 11.95 46.10 17.49 62.66 15.51 53.52 1.41 3.00
+CoT -19.75 -0.51 -1.69 -9.99 -35.74 -8.59 -29.40 1.30 2.66
Gemini 2.5 Pro 58.68 10.89 49.20 18.44 68.46 16.44 58.85 1.40 3.41
+CoT -0.62 -0.58 -1.12 -1.94 -3.18 -1.96 -3.09 1.41 3.46
GPT-4.1 Mini 54.72 9.30 47.02 12.78 61.71 11.42 53.82 1.36 3.26
+CoT -7.01 +1.38 +1.98 +0.07 +3.06 -0.04 +2.69 1.36 3.72

Open-weight General Models

Qwen2.5 3B Instruct 29.62 5.68 35.66 9.18 38.70 7.35 29.55 1.69 3.09
+CoT +3.06 +0.21 +4.53 -1.65 -9.25 -0.25 -3.13 1.27 1.80
Qwen2.5 7B Instruct (our initial model) 13.43 7.90 43.19 10.38 39.96 8.81 33.07 | 145 2.39
+CoT +17.81 +0.56 +0.16 +0.66 +8.57 +0.06 +5.44 | 191 185.72
Qwen2.5 14B Instruct 35.88 10.41 45.33 13.09 52.84 11.20 4344 | 148 3.05
+CoT +0.45 -0.30 +2.47 -0.45 -4.71 +0.07 -0.82 1.30 2.36
Qwen3 4B Instruct 2507 43.82 10.47 47.22 11.39 53.01 8.96 4049 | 1.70 3.96
+CoT -2.70 -0.45 -2.54 +1.20 -2.43 +1.91 +1.56 | 1.50 3.56
Gemma 3 4B IT 30.43 6.22 36.62 11.77 47.77 8.72 3484 | 1.83 4.68
+CoT -2.29 +0.53 +3.54 -2.48 -10.34 -1.53 -5.75 1.67 4.13
OpenThinker3 7B 27.57 5.27 31.03 5.44 28.56 5.00 24.51 1.43 3.06
+CoT -23.82 -0.41 -0.33 -5.32 -27.72 -4.89 -23.77 1.29 4.76

Open-weight Medical Models

MedGemma 4B IT 37.09 7.85 43.19 13.34 53.34 9.58 3865 | 2.15 95.06
+CoT -6.57 +0.42 -0.35 +0.22 -3.50 +0.25 -2.98 3.14 48276
MedGemma 27B IT 48.97 12.78 47.64 14.45 50.74 12.78 43.33 1.46 3.26
+CoT -16.24 -2.18 -6.68 +0.73 +2.42 +0.74 +2.57 1.43 3.88
HuatuoGPT ol 7B 17.75 1.10 3.83 10.13 35.68 7.87 27.58 1.70 4.39
+CoT -7.54 -0.53 -1.63 -9.84 -35.13 -7.61 -27.10 1.46 2.45
ml 7B 23K 39.26 7.65 38.97 11.04 50.02 8.26 36.62 | 2.01 13.39
+CoT -7.88 +0.06 -1.71 -5.34 -14.00 -3.64 -7.28 1.64 19.03
AlphaMed 7B Instruct RL 40.51 0.82 9.46 4.48 19.25 3.27 14.26 1.83 2.59
+CoT -3.04 +4.88 +15.00 -0.13 +1.56 +0.20 +2.14 1.89 55.74

Our Knowledge-Distilled MRMs (based on Qwen2.5 7B Instruct)

SFT-MCQ 39.60 11.08 48.04 15.48 57.65 11.17 39.71 2.83 141.72
+CoT +1.94 +0.64 -0.48 -3.98 -21.80 +0.17 -5.04 1.09 1.46
SFT-QA 37.67 11.25 46.57 12.94 51.18 10.23 38.92 1.81 13.85
+CoT +0.13 +0.01 +0.47 -5.06 -26.39 -2.57 -15.24 1.15 1.78
SFT-List 10.68 0.24 115 15.26 48.91 13.49 41.85 1.41 2.52
+CoT +1.94 +0.18 +0.65 -0.30 -0.01 -0.21 -0.31 1.42 2.57

Our RFT MRMs (based on Qwen2.5 7B Instruct)

RFT-MCQ 39.34 9.96 46.33 9.89 40.06 8.16 33.00 1.45 2.29
RFT-QA 36.80 1.04 2520 0.62 3.59 0.48 2.82 1.67 3.01
RFT-List-Acc 22.40 428 19.01 22.11 56.61 16.17 40.26 | 2.07 5.94
RFT-List-MRR 18.23 4.43 21.90 20.96 61.60 15.83 4489 | 2.11 16.97
RFT-List-Judge-MRR 20.49 6.49 30.36 14.86 60.90 12.16 48.68 1.64 4.46

3 PROMPTING

We design six prompt templates derived from three answer formats—MCQ, QA, and List-and two
variants: zero-shot and chain-of-thought (CoT). These are used for both evaluation and as prior
prompts for RFT, where prior prompt (Taveekitworachai et al.,|2025) guides model behavior during
RFT and can differ from prompt used during inference. The CoT variant follows [Xie et al.| (2025)),
with added answer format instructions. Zero-shot variants omit reasoning instructions (<think>
tags) while retaining the core components. Based on this setup, we expect models to perform best
in the MCQ format, worse in the QA format, and improved in the ranked-list format compared to
QA, since lists increase the likelihood of producing a correct answer in a single inference. Table|[I]
presents the average performance across benchmarks for each model and answer format, including
the CoT variant (non-aggregated results in Appendix [N.T)). Additional discussion in Appendix [[.T}

MCQ To set a baseline, we first evaluate MCQ performance. As expected, proprietary models
outperform open-weight ones, even without domain-specific training. Most medical models are
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competitive to the proprietary models, with the exception of HuatuoGPT-ol. HuatuoGPT-01, SFT
on data synthesized via an agentic pipeline, improves over its base model (Qwen2.5 7B Instruct)
but lags behind other MRMs, often ignoring the required format and producing unparsable outputs.
In contrast, m1-SFT on teacher-distilled data—performs competitively, though its reasoning style
mirrors the teacher’s verbosity. This contrast suggests that designed synthetic data may introduce
greater distributional shift than naturally generated data (L1 et al., |2025b).

MCQ vs. QA Contrary to the expectation, QA accuracy often exceeded MCQ accuracy (in 7 of
15 cases where AccékM exceeded Accycq by more than 3 pp., including open-weight models such
as Qwen, Gemma 3 4B, MedGemma 4B, and OpenThinker3), suggesting these models can retain
knowledge independent of format. In contrast, SOTA proprietary models (Gemini 2.5 Pro, GPT-4.1-
mini) and MRMs (HuatuoGPT-o1, AlphaMed) declined, indicating reliance on answer-format cues.
Overall, smaller open-weight models appear more robust across formats, while stronger proprietary
and medical models depend more on format cues for knowledge recall (Singh et al.| [2025)).

QA vs. List Except for Qwen2.5 7B Instruct and OpenThinker3 7B, all models achieve higher
Accri” than Accgy”, indicating they often know the correct answer but fail to select the bench-

mark’s choice. The gap between Acci2! and MRR[M, along with low MRR}:M and CP, supports
this finding (see Section[3)). Still, most models rank the correct answer near the top, showing they can
generally order plausible options. Lists are usually short (2-5 items), suggesting models generate

mostly relevant candidates, though MedGemma 4B is an exception with VLL = 95.06.

Medical fine-tuning improves MedGemma 4B and m1 over their initial models but yields smaller
gains for HuatuoGPT-o1 and AlphaMed. HuatuoGPT-o1 underperforms its base model, likely due to
overfitting to response format, as previously discussed. In contrast to HuatuoGPT-01, m1 performs
well across answer formats (revisit in Section [.1]), despite also using SFT-the key difference lies
in the data source, as previously discussed. However, AlphaMed, an MRM trained with RFT for
MCAQ, fails to generalize to other answer formats; we revisit this finding again in Section

Reassessing CoT with modern models We reassess CoT as a precursor technique to modern
reasoning models and find limited benefits. Only Qwen2.5 7B Instruct shows consistent gains, and
AlphaMed improves slightly on QA. In most other cases—especially MCQ tasks and the Gemini 2.5
family—CoT provides little or even harms performance. Although CoT generally reduces accuracy,
it reliably alters behavior: nearly all models produce longer outputs (except Gemma 3 4B on QA/list
tasks), yet this verbosity shows a weak negative correlation with accuracy (see Appendix [[.T). CoT
can sometimes improve ranking, as CP decreases or remains stable. This suggests that when models
already know the correct answer, CoT makes them more confident in ranking it higher. The only
exceptions are Qwen2.5 7B Instruct and MedGemma 4B, which increase CP while generating long
lists with repetitive items (185+ and 480+ items; see Section[4.3.2]and appendix [).

4 FINE-TUNING

For the fine-tuning datasets, we adopt the training set from AlphaMed (Liu et al.| [2025a), which
includes MedQA and portions of the MedMCQA training splits. This makes both MedQA and
MedMCQA in-domain benchmarks for evaluation. The MCQ version is used to train MCQ answer
formats, while the open-ended version (see Section is used to train QA and list answer formats,
each paired with its respective prior prompt. All experiments are done on 4xH100 GPUs.

4.1 SUPERVISED FINE-TUNING (SFT)

Experimental Setup To obtain a training set, we distill from Qwen3-30B-A3B-Thinking-2507
(Yang et all) 2025)) (a reasoning variant) on the AlphaMed datasets, prepended with each prompt
template and filtered by rejection sampling (max_retries=20; only correct responses retained).
Additional details, including a number of records, are provided in Appendix We then fine-
tune Qwen2.5-7B-Instruct on the corresponding datasets to obtain three models (SFT-MCQ,
SFT-QA, and SFT-List), one for each answer format considered. Fine-tuning is performed with
LLaMA-Factory (Zheng et al.|[2024) using the hyperparameters provided in Appendix
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Results and Discussions Tableshows that SFT on distilled datasets, regardless of answer format,
generally outperforms initial models. CoT, however, offers limited benefit to SFT models, similar to
what is observed with m1, regardless of format. CoT slightly improves MCQ performance and CP
but often shortens lists, unlike m1, except in SFT-List. We speculate that, having been trained on a
ranked-list format, CoT leads SFT-List to “overthink,” adding more items to the list to be safe.

Given that SFT-MCQ and m1 are trained with a similar approach, differing only in training sets
and hyperparameters, it is unsurprising that SFT-MCQ performs well across formats, similar to m1.

These models achieve the best results not only on MCQ but also on QA (ACCIQIAM) and list formats

(AccttM). However, SFT-MCQ produces unusually long lists (VLL = 141,72, CP = 2.83), and unlike
ml, its lists shorten considerably when CoT is applied. The model initially produces diverse items
but soon repeats content, possibly because list-style outputs are underrepresented in its training data,
lowering the likelihood of generating a stop token.

While SFT-QA generalizes across formats, though not best on QA, SFT-List achieves the highest
MRR{ M but performs poorly on AccpkM, MCQ, and QA, showing weak robustness across formats.
SFT-List persistently outputs lists—even when instructed with other formats—yielding unextractable
answers. We conjecture that list formats are underrepresented in LLM training, leading to over-
association between list format and knowledge expression.

4.2 REINFORCEMENT FINE-TUNING (RFT)

RFT (Zhang et al.|[20254)) is based on RL using verifiable rewards (Lambert et al.,2025)), which can
be directly checked against ground truth, often without a learned reward model. Unlike SFT, where a
model learns fixed input—output pairs, RFT incentivizes responses that maximize reward, balancing
exploration and exploitation. For example, AlphaMed uses RFT to encourage extended reasoning
traces that improve medical MCQ performance without explicit response examples. In this study,
we extend RFT beyond MCQ to the ranked-list format. As reward functions for this format are not
well studied, we design one for our setting and assess its effectiveness. Section [.3]details ablations
on the effects of initial models, reward functions, and hyperparameters.

4.2.1 EXPERIMENTAL SETUP

We RFT Qwen2.5 7B Instruct using the AlphaMed dataset for the MCQ answer format and QA-
AlphaMed for the QA and ranked-list formats, resulting in five models for the main experiments, as
the ranked-list format includes three types of reward functions (RFT-MCQ, RFT-QA, RFT-List-Acc,
RFT-List-MRR, and RFT-List-Judge-MRR). Training is performed with ver1 (Sheng et al.l|2025),
with hyperparameters and additional details provided in Appendix

Reward Function The reward function is a crucial component of the RFT setup. It provides
the signal that incentivizes desired model behaviors during training, e.g., assigning high scores to
correct answers. We adopt a design similar to|Guo et al.|(2025)), consisting of two components: (i)
a correctness reward, which measures whether the output matches the ground truth, and (ii) an
optional format reward, which checks proper output formatting when using CoT prior prompts.
All rewards are normalized to [0, 1], with each component weighted equally.

CORRECTNESS REWARD The correctness reward is task-dependent. Let ¢ denote the model
prediction, y* the ground truth, 1[] the indicator function, and N(-) a normalization func-

tion. For multiple-choice and QA tasks, we define Ryco = 1[§ = y*] and Roa =
1[N (y*) is a substring of N(§)]. For list-style answers, y* is compared against all items ¥V =
{91, .,9n}, with Rpiq = max;=1_, Roa(y*,¥;). This treats the list as an unordered set: the

model receives full reward if the ground truth appears anywhere in the list, regardless of position.

RANK-AWARE CORRECTNESS FOR LISTS We design a new reward inspired by MRR that in-
centivizes higher placement of correct answers. Let r denote the position of the first correct item
(1-indexed). We define Ryrr = Rpist(y*, 9i) - 1/r. However, models may exploit this by generating
excessively long lists to maximize coverage. A length-penalized variant is discussed in Appendix [[]
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LLM JUDGE REWARD Inspired by recent studies that use LLM judges as rewards in RFT (Guo
et al., 2025} Su et al., |2025; |Zhou et al., [2025)), we extend MRR with an LLM-based judge (Judge-
MRR), where semantic equivalence between each ¢; and y* is determined by an LLM rather than by
normalized exact match. This provides a more accurate reward signal in cases with varied wording.
We ablate different models and prompts for Judge-MRR in Section

FORMAT REWARD When using a CoT variant of the prior prompts, we add a format reward (Guo
et al., [20235)) that checks whether the output contains exactly one pair of <think> and </think>
tags, with <think> appearing at the very start. The reward is Rgymy = 1 if the conditions are
satisfied, and 0 otherwise. We compare setups with and without this format reward in Section4.3.1]

4.2.2 RESULTS AND DISCUSSIONS

General Performance Trend From Table |1} RFT-MCQ matches SFT-MCQ and m1, confirming
that medical training improves performance over initial models. Like SFT-MCQ, RFT-MCQ per-
forms best on QA benchmarks, while RFT-QA improves but still lags behind. Since MCQ training
benefits both MCQ and QA formats, and list training benefits list tasks, we further examine the
effects of mixed-format training in Appendix [K] Most RFT models generate short lists, except RFT-
List-MRR, which—unlike the repetitive outputs of the SFT models—produces long but diverse lists.

RFT-MCQ and AlphaMed, trained on the same dataset, show similar overall trends but diverge on
QA and list tasks. This may be due to differences in training setup: AlphaMed was trained with
roughly twice as many steps, while RFT-MCQ also incorporates a format component in the reward
function. We analyze the effects of training duration and reward design in Section[d.3.1]

RFT-QA Exhibits List-like Behavior We find many cases where RFT-QA generates multiple
answers inside \boxed{} during QA evaluation. This list-like behavior suggests that under our
settings, the model finds it natural to output multiple answers to increase its chance of receiving a
reward, given that the reward function is based on substring-normalized matching. This constitutes
reward exploitation, i.e., reward hacking. However, while such responses achieve higher rewards
during training, they lead to poor evaluation scores on LLM-based metrics, as judges are instructed
to penalize this behavior. We also observe that this style carries over to list-format evaluation,
where individual items often contain multiple answers, resulting in significantly lower scores. This
emphasizes the importance of reward design, which we discuss further in Section[d.3.1]

Reward Function Effects With RFT-List RFT-List models excel on list-based metrics: RFT-
List-MRR achieves the highest AccfM, while RFT-List-Judge-MRR leads on MRR}:M. All out-
perform SFT-List and, unlike it, also perform robustly on non-list formats. This indicates that RFT
is not only more generalized across answer formats than SFT, but also extends the finding that RFT
generalizes better to unseen examples (Chu et al., [2025)) to unseen answer formats as well.

In addition, reward choice shapes final performance. Among the three list rewards, Accy;s boosts
exact matches, while MRRF:M encourages longer lists, increasing the chance of including the correct
answer and yielding the highest Accii". The MRR[M reward, as expected, produces the best
MRRIii];ItV[. Since none of the current rewards explicitly control list length, MRRy i, rewards result in
the longest outputs. Appendix [[]discusses a length-penalized variant of the reward functions.

4.3 ABLATION STUDIES FOR RFT

In this section, we present ablation studies on factors influencing medical reasoning models trained
with RFT. Section@] examines the format component of the reward function, extended training,
and the Judge-MRR setup. Finally, Section[4.3.2]studies the effect of the initial model choice.

4.3.1 FACTORS AFFECTING RFT

We conduct scaled-down ablation studies to better understand effects of key factors in RFT training,
including the format component of the reward function, extended training duration, the role of
prior prompts, and the choice of judge model. The full results are available at Appendix
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Excluding the format reward or extending training has limited effect on the model Removing
the format reward does not substantially affect final model performance or list behaviors. Similarly,
extending training from two to four epochs does not substantially improve performance. For ex-
ample, in RFT-MCQ, Accycq remains around 39% with or without the format reward (39.34% —
39.56%), and four epochs very slightly increase it to 39.97%.

Effects of prior prompts Prior prompts can influence the initial optimization space during RFT
and interact with reward function components. Removing or modifying prior prompts shows mixed
effects, and our ablation scale remains insufficient for conclusive findings (see Appendix [[.5.T).

Different judge models Changing the judge model substantially impacts performance. Replacing
GPT-4.1-mini with Gemini 2.5 Flash improves AcclékM from 30.36% to 43.16% and boosts MCQ
accuracy (20.49% — 33.11%), while maintaining comparable list accuracy (60.90% vs. 59.34%).
In contrast, simplifying the judge prompt severely degrades ranked-list evaluation, with MRRIL‘%;{Vl
falling from 48.68% to 26.19%. This degradation arises because the model exploits weaknesses in
the simplified judge by producing vague or grouped answers, which yield higher training rewards
(see Figure but fail to generalize at evaluation time. These findings highlight that both the
choice of judge and the design of the judge prompt are critical to final performance.

4.3.2 EFFECTS OF INITIAL MODELS USED IN RFT

To examine how findings generalize across base models, we extend our RFT setup to smaller mod-
els (Qwen2.5 3B Instruct), more recent model families (Qwen3 4B Instruct), and continual RFT
from existing reasoning models. We consider three scenarios: continual RFT from (1) a general
reasoning model, OpenThinker3 (domain adaptation); (2) an MRM trained with SFT-MCQ, m/;
and (3) an MRM trained with RFT-MCQ, AlphaMed. Appendix |L.5.2|provides full results.

Model family and scale Qwen3 4B after RFT becomes competitive with Gemini 2.5 Pro (RFT-
List-Acc’s 53.01% — 71.60% vs. 68.46% Acci, and RFT-List-MRR’s 47.22% — 48.54% vs.
49.20% AccriM). Despite being similar in size to Qwen2.5 3B, Qwen3 4B is consistently stronger.
Qwen2.5 3B struggles with RFT-QA setup (27.60%) but benefits from RFT-List setups (35.66% —
40.20% Accng, 38.70% — 59.82% AcckM). We conjecture that RFT-List setups provide denser
signals that transfer to QA, as the model can attempt multiple answers in a single inference call,
allowing it to incorporate more from the training data.

Continual RFT benefits reasoning models For OpenThinker3, MCQ and QA performance con-
verge to a similar range across RFT setups, but the RFT-List setup yields a substantial boost: Accmcq

rises from 27.57% to 33.74-34.60%, and Accga' from 31.03% to 39.78-41.42%. In contrast, for
list evaluations, non-list RFT models reach only 33.28-39.02% AchiLM whereas list-based RFT

ist >

jumps to 56.98-59.44%, with MRRF-M improving from 24.51% to 35.03%.

A similar pattern holds for m1; all RFT setups bring MCQ and QA into a comparable range. How-
ever, only RFT-List improve list-format accuracy, while RFT-MCQ and RFT-QA reduce the perfor-
mance. These results suggest that SFT — RFT is most beneficial when the setup is RFT-List.

AlphaMed further illustrates the benefits of sequencing: after initial RFT-MCQ, subsequent RFT-
QA lifts Accgz” from 9.46% — 38.35% and RFT-List-Acc training improves Accyiy’ from 19.25%

— 57.29%, while retaining MCQ ability. However, RFT-MCQ—RFT-MCQ degrades Acc}M, re-
inforcing that MCQ is easier but less transferable than QA/List answer formats.

List rewards may incentivize a large list RFT-List setups often produce excessively long lists;
for instance, Qwen2.5 3B, Qwen3 4B, OpenThinker3, and m1 average over 700 items under RFT-
List-Acc/MRR training. This may stem from repetition at the tail end and a reduced probability
of generating a stop token. AlphaMed does not show this behavior, suggesting that initial MCQ
training stabilizes later QA/List training. This supports the view that curriculum learning in RFT
is beneficial not only for sequencing data difficulty (Stojanovski et al.| 2025} Xie et al., 2025)), but
also for sequencing answer formats—from simpler MCQ to more complex QA or list outputs. See
Appendix [K]for further discussion and Appendix [[] for length-penalized rewards.
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207 Correct (1 valid answer) (243)
Correct (262)

51 Correct (3 valid answers) (4)—
36 Correct (2 valid answers) (54) Il 124

Correct (1 answer) (207)

Partial Correct (144)

Incorrect (887) 848 No valid answer (848)

Got All Correct (118),
Correct (2 answers) (51)

==Correct (3 answers) (4) 3

(a) Records shifting between correct and incorrect (b) Correct responses split into those covering all vs.
from single- to multi-answer evaluation. partial valid answers under multi-answer evaluation.

Figure 2: Re-evaluation of MedQA with multiple valid answers.

5 CASE STUDY: MEDQA WITH MULTIPLE VALID ANSWERS

As uncertainty—such as incomplete patient information—is common in real-world settings, multiple
answers may be valid. A ranked-list format can broaden clinical perspectives and mitigate cognitive
blind spots, inviting diverse views to guide patient care. However, these constraints are not fully
accounted for in current medical benchmarks, which mostly rely on single-answer evaluation.

To demonstrate this, we adapt MedQA by adding metadata with multiple expert-annotated valid
answers from [Saab et al.| (2024)), creating a modified version where each record includes several
valid answers. We then take ranked lists generated by RFT-List-Judge-MRR (our best model on
MRR}EM), from its original QA-MedQA evaluation, and re-evaluate them on the modified bench-
mark using a normalized exact-match comparison.

Results from Fi gure@ show that, out of 1,149 records, 43 were classified as incorrect under single-
answer evaluation but actually contained valid answers according to the modified benchmark. This
suggests that the model may already possess sufficient knowledge to generate valid responses; how-
ever, it fails to select the answer that matches the benchmark’s preferred label, highlighting inherent
biases in benchmark development.

Furthermore, Figure [2b] shows that 133 of the original 233 correct answers—including 55 records
with more than one valid answer—contained all expert-validated answers within the generated lists.
This indicates that models can capture nuanced sets of valid options when generating lists. Never-
theless, the current model is still limited: not all generated list answers include all valid cases. This
limitation is unsurprising given that most training datasets and benchmarks nowadays are single-
best-answer formats. Addressing this gap through improved datasets that capture the nuances of
medical applications represents a promising future direction beyond the scope of this work.

6 CONCLUSIONS

We study how prompting and fine-tuning steer MRMs toward generating ranked-list answers. RFT
generalizes more robustly than SFT across diverse answer formats, and ranking-oriented rewards
(e.g., MRR, Judge-MRR) further improve performance under ranked-list evaluations. Our study
provides the first systematic comparison of prompting vs. fine-tuning for ranked-list generation in
medicine, introduces reward functions inspired by MRR, and includes comprehensive ablations an-
alyzing how initial models, reward design, and hyperparameters shape RFT performance. We hope
this work motivates development of models and benchmarks that better reflect real-world clinical
practice, moving beyond the limitations of single-answer evaluation.
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LIMITATIONS

As one of the first studies to investigate ranked-list answer generation for medical reasoning models,
our work opens several promising directions for future research. In this paper, we focus exclusively
on ranked lists, but alternative non-list formats could be explored in subsequent studies. Although
our evaluation is limited to the medical domain, the underlying approach may generalize to other
fields. Further progress will also require larger-scale experimentation. We also restrict our study to
a monolingual and text-only setup. Extending the approach to multimodal and multilingual settings
is an exciting avenue for future research. Given our limited compute budget, these results are infor-
mative in our setting but may not fully generalize to larger-scale RFT training; however, we expect
several findings to hold.

While we report behavioral metrics, we do not conduct a detailed analysis of reasoning traces, as
our emphasis is on the final answer format. Changing this format may itself influence reasoning
traces, which we leave for future investigation. Similarly, more extensive exploration of data, al-
gorithms, and hyperparameters—beyond what was feasible under our computational budget-remains
an important direction.

Another limitation is the lack of medical benchmarks with multiple correct or ranked answers. To
approximate this setting, we adapted multiple-choice QA datasets into a ranked-answer format.
Developing benchmarks that better capture the diversity of real-world clinical reasoning is beyond
the scope of this work but represents a valuable opportunity for the community.

Finally, ranked lists themselves have limitations. While they indicate which answers a model consid-
ers most likely, they do not reflect differences in probability magnitude. For instance, the top-ranked
item may have a 50% likelihood, while the rest trail far behind. Capturing such disparities is an
open challenge. We speculate that orthogonal approaches, such as those explored by |Stangel et al.
(2025)); IDamani et al.|(2025)), could complement ranked-list methods.

ETHICS STATEMENT

This work evaluates methods for generating ranked medical answers using reasoning models, tested
on academic benchmarks that may not fully reflect real-world clinical environments—an acknowl-
edged limitation that our methods aim to partly address. LLMs remain prone to hallucinations, and
their outputs must be interpreted with caution; they are not substitutes for professional judgments.

REPRODUCIBILITY STATEMENT

We are committed to ensuring the reproducibility of our work. Detailed descriptions of models,
datasets, training procedures, and evaluation protocols are provided in Section 2] Additional imple-
mentation details and training hyperparameters are available throughout the Appendix. In addition,
datasets and source code are publicly available at the links in Appendix [B]and Appendix [H.2]
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LLM USAGE STATEMENT

LLMs were used only for supportive tasks such as proofreading, grammar refinement, and polishing
text. The research ideas, initial drafts, and core content were developed entirely by the authors;
LLMs did not generate the main body of the manuscript. We also used LLMs to assist with code
snippets for evaluation and analysis, but all codes and logic were reviewed by the authors.

A RELATED WORK

A.1 MEDICAL REASONING MODEL

The popularity of reasoning models in verifiable domains (e.g. mathematics and coding) (Zhang
et al.l 2025a)) has inspired several studies in the medical domain to develop a medical reasoning
model with similar approaches. Early work includes HuatuoGPT-o1 (Chen et al., 2024)), which pro-
pose a data synthesis pipeline for supervised fine-tuning (SFT) and then perform reinforcement fine-
tuning (RFT). Next, m1 (Huang et al.l 2025a) investigates knowledge distillation from DeepSeek
R1, an approach similarly to s1 for verifiable domains (Muennighoff et al.,[2025). Later, AlphaMed
(Liu et al.l 2025a) proposed an approach utilizing RFT only, similarly to DeepSeek-R1-Zero. In
contrast to these approaches, the objective of this paper aimed at investigating settings where rea-
soning models must answer as a list. Recently, Med-U1 (Zhang et al.l [2025b)) was released as an
attempt to generalize RFT beyond MCQ settings. Med-U1 moves in a similar direction to ours,
though with a different focus. Specifically, Med-U1 explores three answer formats—MCQ, numeric,
and short answer—using different types of rewards for each. By contrast, we examine MCQ, short
answer, and ranked-list answer formats, and we further investigate a variety of reward functions,
including LM-based reward functions.

A.2 PROMPTING

A notable example of prompting approaches is chain-of-thought prompting (Wei et al.,2022)), which
serves as a precursor to reasoning models. While there is a large body of work on prompting with
LLMs, prompting in reasoning models has been less explored, and we lack a systematic under-
standing of how well prompting approaches that are effective in LLMs transfer to reasoning models.
Furthermore, recent studies have shown that reasoning model has reduced instruction following ca-
pabilities (Li et al.,|2025a; [Fu et al., 2025} Jang et al., 2025)), which directly associated with ability to
prompt an LM. This study aims to systematically investigate whether reasoning models and modern
LLMs can be prompted to generate answers in different formats.

A.3 FINE-TUNING TO OBTAIN A REASONING MODEL

There are two main fine-tuning approaches in turning an LLM into a reasoning model: 1) SFT on
responses with reasoning traces and 2) RFT with a verfiable reward function. SFT requires responses
with reasoning traces to fine-tune a model to imitate the style of a reasoning model’s answers. Often,
gathering these training sets are often done by generating responses from existing reasoning models,
i.e., knowledge distillation. In the field of medical reasoning models, m1 utilized this approach.

In contrast, RFT does not teach reasoning to the LM directly, but rather incentivizes the models
to generate intermediate tokens, often called thoughts, that maximize the defined rewards during
training. Reward design is one of the core factors of RFT for incentivization. In MCQ settings, the
reward design is a simple verifiable reward on the correct choices. The core component of reward is
often the accuracy reward, i.e., if the model generates a correct choice matched with the ground truth,
the model scored the reward, and vice versa. Similar approach was done in |Liu et al.|(2025a) and
Zhang et al.| (2025b). To extend beyond MCQ, Zhang et al|(2025b)) introduced a different reward
for different scenarios: allowable range for numerical value, exact match and rouge-1 for open-
ended QA. For the ranked list format, our work borrows the fundamental idea from the information
retrieval field—mean reciprocal rank (MRR)-which award higher score if the correct answer is higher
in rank. We use MRR as reward to incentivize an LM to generate a ranked list answer using the RFT
approach. We also study incorporating additional terms to penalize long list to investigate effects of
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Dataset Split Count Task License
Training datasets

AlphaMed (Liu et al., 2025a)) Train 19,778 MCQ MIT
QA-AlphaMed Train 14,382 QA Apache 2.0
Mixed-AlphaMed Train 34,160 Mixed Apache 2.0
SFT-MCQ-AlphaMed Train 16,591 MCQ Apache 2.0
SFT-QA-AlphaMed Train 9,416 QA Apache 2.0
SFT-List-AlphaMed Train 9,705 QA Apache 2.0
Evaluation benchmarks

MedQA!'|(Jin et al., [2021) Test 1,273 MCQ MIT
QA-MedQA Test 1,233 QA Apache 2.0
MedMCQAF| (Pal et al.,[2022) Test 6,150 MCQ Apache 2.0
QA-MedMCQA Test 2,180 QA Apache 2.0
MeprertQAﬂ (Zuo et al.,2025) Test-Text 2,450 MCQ MIT
QA-MedXpertQA Test-Text 2,086 QA Apache 2.0
MMLU Prq*|(Wang et al., 2024)  Test-Health 818 MCQ MIT
QA-MMLU Pro Test-Health 736 QA Apache 2.0

Table 2: Overview of the training dataset and evaluation benchmarks. All datasets are publicly
available under licenses that permit their use for this type of research.

reward on reasoning model performance and behaviors. In addition, we also experiment with using
LM judge as a reward.

B DATASET OVERVIEW

Table [2] summarizes the datasets used in this study, including both training data and evaluation
benchmarks. We report the dataset splits, the number of instances, the task format (MCQ or QA),
and the associated license terms. All datasets are publicly available under licenses that permit their
use for research purposes.

The QA versions of the datasets are obtained through the conversion pipeline described in Ap-
pendix D] This process ensures consistency between the original MCQ-style questions and their QA
counterparts.

The MCQ variants are used to measure baseline performance in the standard multiple-choice format,
which remains a common evaluation protocol for medical reasoning models. The QA variants are
used to evaluate models in an open-ended setting where answers are produced as ranked lists. In ad-
dition, we also employ QA benchmarks to evaluate free-form answers (without predefined options),
which serve as a more challenging baseline for assessing model generalization.

AlphaMed and QA-AlphaMed are used in RFT experiments, while SFT-*-AlphaMed datasets are
used in SFT experiments. Mixed-AlphaMed is used for the training experiments described in Ap-
pendix [K] Each record in Mixed-AlphaMed is prepended with an appropriate prior prompt, depend-
ing on the record type and the experiment. Additional details on how these datasets are used in train-
ing and evaluation are provided in Section[2] The datasets are available at/anonymouslentity/med-
datasets| and anonymous 1 entity/med-sft-datasets.

C MODEL OVERVIEW

Table [3|summarizes the proprietary and open-weight models evaluated in this study. The proprietary
models (Gemini 2.5 family and GPT-4.1 Mini) do not disclose parameter counts, while the open-
weight models span several major families, including Qwen, Gemma, MedGemma, OpenThinker,
HuatuoGPT, m1, and AlphaMed. Importantly, all medical reasoning models sized at 7B parameters—
namely HuatuoGPT ol 7B, m1 7B 23K, and AlphaMed 7B Instruct RL—are derived from Qwen2.5
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Model Access Size Category
Gemini 2.5 Flash Liteﬂ (Comanici et al., [2025) P N/A GRM

Gemini 2.5 Flas}ﬂ (Comanici et al.;[2025) P N/A GRM
Gemini 2.5 Pr 7_ (Comanici et al.} 2025) P N/A GRM
GPT-4.1 Mini®| (OpenAl, [2025) P N/A GLM
Qwen2.5 3B Instruc wﬂ (Qwen et al., [2025) (0)%% 3B GLM
Qwen2.5 7B Instruc w (Qwen et al., 2025) ow 7B GLM

Qwen2.5 14B Instruc w (Qwen et al.,[2025) (0)%% 14B GLM
Qwen3 4B Instruct 2507 (Yang etal [2025) OW 4B GLM
Gemma 3 4B IT[| (Team et al | [2025) OW 4B GLM

MedGemma 4B IT%(]Sellergren et al.,[2025) oW 4B MLM
I

MedGemma 27B (Sellergren et al., 2025) oW 27B MLM
OpenThinker 3 78| (Guha et al.| 2025) OW 7B  GRM
HuatuoGPT ol 7B["7| (Chen et al, [2024) OW 7B MRM
m1 7B 23K["¥| (Huang et al.| 20254) OW 7B MRM

AlphaMed 7B Instruct RL[”|(Ciu et al| 20252) OW 7B MRM

Table 3: Overview of proprietary (P) and open-weight (OW) models used in this study, catego-
rized as general reasoning models (GRM), medical reasoning models (MRM), general-purpose
LLMs (GLM), or medical-specialized LLMs (MLM).

7B Instruct, with additional post-training targeted to medical domains. In contrast, MedGemma 4B
originates from Gemma 3 4B It.

D PIPELINE FOR CONVERTING MCQS TO QA FORMAT

This section describes the pipeline used to convert a dataset in MCQ format into QA for-
mat. Inspired by Myrzakhan et al| (2024), we design a prompt to determine whether a given
question—choices—ground-truth triplet can be converted from MCQ to QA. First, we ask an LLM
to reason thoroughly before giving a verdict on whether the question can be converted. If the LLM
deems the conversion possible, it generates a QA-style question that yields the same ground-truth
answer.

All of this happens in a single LLM call, since modern models show significant improvements in
performance, which reduces the need for a separate two-stage process. This simplification also
reduces the cost of conversion. We also ask the model to output confidence scores for further use in
the filtration process. We note that the number of resulting QA questions differs from the original
number of MCQs, as some questions may not be entirely suitable for conversion and are therefore
excluded. We use gpt—-4.1-mini-2025-04-14 as the generation model with default sampling
parameters, except for the temperature, which we set to 0.1. The prompt used for conversion appears
in Figure 3] This pipeline applies to both the training dataset (AlphaMed) and the benchmarks used
in this study.

E EVALUATION METRICS

E.1 ADDITIONAL DETAILS ON METRICS

For the MCQ (Accwmcq) setting, accuracy is computed by exact match between the predicted choice
and the ground truth. For the QA (Accqa) setting, we use normalized (lowercasing) exact match
between the extracted answer and the ground truth to obtain accuracy. For the ranked-list setting,
we report both accuracy (Accyiy)-whether the ground-truth answer appears anywhere in the list—
and MRR (MRR{ ), which additionally accounts for the position of the correct answer, assigning
higher scores when it appears earlier in the list.

20



Under review as a conference paper at ICLR 2026

Your task is to review a multiple—choice question, its answer choices, and the ground truth.
Determine if, after possible revision (including adding clarifying information), the question can be
answered correctly =#withouts: the answer choices——as a standalone, open—ended question.

+ For incomplete—sentence questions (e.g., "During swallowing, ...”"), use your knowledge to
complete the sentence accurately.

+ For identification questions (e.g., "Which of the following structures is part of the small intestine?”’)
, consider if the question can be revised so an informed respondent could answer it without choices.

+ The revised question MUST be specific enough so that the answer can be determined without
ambiguity, and it MUST BE the ground truth.

If, even after revision, the question cannot be answered confidently without the choices, return s
NO”s:x. If unsure, default to % NO”s:x. Only return #%”YES” s if you are confident the revised
question can be answered independently.

sxInstructions: s

1. Reason through your decision inside ‘<think>* and ‘</think>* tags.

2. Output your verdict—sxonlys:x “YES” or "NO”——inside ‘<verdict>* and ‘</verdict>* tags.
Nothing else should appear within ‘<verdict>".

3. If ”YES”, provide your revised version of the question inside ‘<revised_question></
revised_question> ‘.

4. Finally, rate your confidence that this revised question can be answered in close—ended QA format
(1 = lowest, 5 = highest) inside ‘<confidence></confidence>".

#xQuestions:x
{question}

*+Choices#s
{choices}

#xGround truths
{ground_truth}

Figure 3: Prompt used for converting MCQ questions into their equivalent QA format.
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You are evaluating whether predicted answers match the ground truth answer semantically, even if
they are not exactly the same text.

Ground Truth Answer: ”{ground_truth}”
Predicted Answers: {predicted_text}

IMPORTANT VALIDATION RULES:

1. Each predicted answer must contain EXACTLY ONE focused response

2. If any answer contains multiple distinct answers, options, or attempts to cover multiple
possibilities (e.g., using “or”, and”, commas to separate different answers, bullet points, or lists),
that answer is INVALID

3. Too long answers will be considered invalid gaming attempts

4. Only evaluate answers that contain single, focused responses

5. Answers containing repeated words, phrases, or synonyms (e.g., “pneumonia pneumonia”, "MI
heart attack myocardial infarction”, ’diabetes DM diabetes mellitus”) are INVALID

6. More than 2 occurrences of the same root word or concept in a single answer is INVALID

ELIET) LLEY)

7. Overly broad terms that could match multiple conditions (e.g., “infection”, ’cardiac event”,
abnormal values”, “inflammatory condition”) are INVALID unless they precisely match the ground
truth

8. Use of special characters, symbols, or separators to bypass comma rules (2.) (e.g.,”|
unicode spaces) is INVALID

9. Incomplete answers containing only part of medical terms or abbreviations without full context are
INVALID

10. Answers containing non—medical terms, gibberish, or obvious filler content are INVALID

11. If multiple answers contain very similar but slightly different versions of the same answer, only
the first valid answer should be considered

12. Medically impossible or contradictory answers indicate INVALID

13. The same medical concept appearing in multiple answers with slight variations is INVALID

() ”/” 99,93 93,39
) I IR}

Task: Determine if ANY of the predicted answers is semantically equivalent to the ground truth
answer. Consider:

— Different phrasings that mean the same thing

— Medical terminology and abbreviations

— Minor spelling variations

— Synonyms and equivalent expressions

— Clinical accuracy and meaning

— Answers must be clinically specific enough to distinguish from other conditions
— Abbreviations must be standard medical abbreviations, not made—up shortcuts
— Technical terms must be used correctly in proper medical context

— Synonyms must be legitimate medical synonyms, not loose associations

RESPONSE FORMAT:

Provide your reasoning and analysis before giving the final verdict. Keep it short and concise.
Verdict: [Provide ONLY "MATCH” if any predicted answer is semantically equivalent to the ground
truth, or "NO_MATCH” if none are equivalent or if gaming behavior is detected]

Figure 4: Prompt used for evaluating LLM-Acc on QA answers.

Since models may produce correct answers that do not exactly match the ground-truth string, we
also utilize LLM-based evaluation variants for non-MCQ formats: LLM-Acc for QA (Acc(%\M) and

ranked lists (AccttM) and LLM-MRR (MRR}:M) for ranked lists. These provide more flexible
judgments of correctness and complement the exact-match metrics. Reporting both exact-match
and LLM-based metrics provides a more nuanced perspective on training effects and generalization.

E.2 LLM-BASED METRICS

There are three LLM-based metrics utilized in this study: LLM-Acc for QA answers, LLM-Acc
for list answers, and LLM-MRR for list answers. These LLM-based metrics can capture seman-
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You are evaluating which predicted answer (if any) matches the ground truth answer semantically.

Ground Truth Answer: ”{ground_truth}”
Predicted Answers (in rank order):
{predicted_list}

IMPORTANT VALIDATION RULES:

1. Each rank position must contain EXACTLY ONE focused answer

2. If any rank contains multiple distinct answers, options, or attempts to cover multiple possibilities (
e.g., using “or”, “and”, commas to separate different answers, bullet points, or lists), that rank is
INVALID

3. Too long answers will be considered invalid gaming attempts

4. Only evaluate ranks that contain single, focused responses

5. Ranks containing repeated words, phrases, or synonyms (e.g., “pneumonia pneumonia”, ”"MI heart
attack myocardial infarction”, ’diabetes DM diabetes mellitus’) are INVALID

6. More than 2 occurrences of the same root word or concept in a single rank is INVALID

CLIET) 9 99

7. Overly broad terms that could match multiple conditions (e.g., “infection”, ’cardiac event”,
abnormal values”, “inflammatory condition”) are INVALID unless they precisely match the ground
truth

8. Use of special characters, symbols, or separators to bypass comma rules (2.) (e.g.,
unicode spaces) is INVALID

9. Incomplete answers containing only part of medical terms or abbreviations without full context are
INVALID

10. Answers containing non—medical terms, gibberish, or obvious filler content are INVALID

11. If lower ranks (2, 3, 4, etc.) contain obviously incorrect answers that appear designed to make
rank 1 look better by comparison, treat as INVALID

12. If multiple ranks contain very similar but slightly different versions of the same answer, return
the first valid rank

13. Medically impossible or contradictory answers across ranks indicate INVALID

14. The same medical concept appearing in multiple ranks with slight variations is INVALID

29|99 77/77 99,99 93,99
) LI TR}

Task: Determine which predicted answer number (1, 2, 3, etc.) is semantically equivalent to the
ground truth answer. Consider:

— Different phrasings that mean the same thing

— Medical terminology and abbreviations

— Minor spelling variations

— Synonyms and equivalent expressions

— Clinical accuracy and meaning

— Answers must be clinically specific enough to distinguish from other conditions
— Abbreviations must be standard medical abbreviations, not made—up shortcuts
— Technical terms must be used correctly in proper medical context

— Synonyms must be legitimate medical synonyms, not loose associations

RESPONSE FORMAT:

Provide your reasoning and analysis before giving the final verdict. Keep it short and concise.
Verdict: [Provide ONLY the number of the first valid matching answer (e.g., ’17, 27, ”3”, etc.), or
NO_MATCH?” if none are equivalent or if gaming behavior is detected]

Figure 5: Prompt used for evaluating LLM-MRR on list answers.
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You are evaluating which predicted answer (if any) matches the ground truth answer semantically.
Ground Truth Answer: ”{ground_truth}”

Predicted Answers (in rank order):
{predicted list}

Task: Determine which predicted answer number (1, 2, 3, etc.) is semantically equivalent to the
ground truth answer. Consider:

— Different phrasings that mean the same thing

— Medical terminology and abbreviations

— Minor spelling variations

— Synonyms and equivalent expressions

— Clinical accuracy and meaning

Respond with ONLY the number of the first matching answer (e.g., ”17, ”2”, 3", etc.), or ”
NO_MATCH?” if none are equivalent.

Figure 6: A simpler judge prompt used for an ablation study in Section m

You are a helpful and harmless expert clinical assistant. The assistant provides the user with the
accurate answer. When you finally reach a conclusion, clearly state the final answer in \boxed{}.
You always begins your answer with the choice, e.g., A., B., C., D., E. in the \boxed{ }. Now the user
asks you to solve a problem.

{query}
{choices}

Figure 7: Zero-shot prompt template for multiple-choice questions (MCQ).

tically correct answers that differ in surface form, our hypothesis is that effective training should
already improve performance under strict exact-match evaluation, even without relying on the more
forgiving LLM-based measures. All LLM-based metrics use gpt—-4.1-mini-2025-04-14 as
the judge. The prompt used for LLM-Acc on QA answers is shown in Figure [ while the prompt
for LLM-MRR on list answers is shown in Figure 3]

These prompts incorporate validation rules to guard against attempts to game the judge by producing
nonsensical answers. We also instruct the model to respond in a predefined format to facilitate
answer extraction. All evaluations are performed with the default sampling temperature, except
when explicitly set to 0.0.

We note that LLM-Acc is derived from the results of the LLM-MRR judge. In particular, an LLM
receives an LLM-Acc score of 1.0 for a given question if the correct answer appears in the output,
regardless of its rank. This contrasts with LLM-MRR, where the rank assigned by the judge is also
taken into account when computing the reward.

The prompt for LLM-MRR is also used as a judge prompt during RFT in Section [f.2]as well. We
also have a simpler version of this judge prompt, which is Figure [ used for an ablation study in

Section 4311

F PROMPT TEMPLATES

We design a total of six prompt templates: MCQ, MCQ-CoT, QA, QA-CoT, List, and List-CoT.
Our templates are adapted from the prior-prompt approach introduced by Xie et al.| (2025), with
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ou are a helpful and harmless expert clinical assistant. The assistant first thinks about the reasoning
process in the mind and then provides the user with the accurate answer. The reasoning process is
enclosed within <think></think> tags followed by an answer, i.e., <think> reasoning process here

</think> answer here. After thinking, when you finally reach a conclusion, clearly state the final
answer in \boxed{}. You always begins your answer with the choice, e.g., A., B., C., D., E. in the \
boxed{}. Now the user asks you to solve a problem.

{query}
{choices}

Figure 8: CoT prompt template for multiple-choice questions (MCQ-CoT).

You are a helpful and harmless expert clinical assistant. The assistant provides the user with the
accurate answer. Now the user asks you to solve a problem. When you finally reach a conclusion,
clearly state the final answer in \boxed{}.

{query}

Figure 9: Zero-shot prompt template for open-ended QA.

You are a helpful and harmless expert clinical assistant. The assistant first thinks about the reasoning
process in the mind and then provides the user with the accurate answer. The reasoning process is
enclosed within <think></think> tags followed by an answer, i.e., <think> reasoning process here

</think> answer here. After thinking, when you finally reach a conclusion, clearly state the final
answer in \boxed{ }. Now the user asks you to solve a problem.

{query}

Figure 10: CoT prompt template for open-ended QA (QA-CoT).

You are a helpful and harmless expert clinical assistant. The assistant provides the user with an
accurate answer. When you finally reach a conclusion, clearly list all possible answers in order from
most likely to least likely. Start with # Final Answer” followed by numbered lines using the format *
n. answer* for each answer. Each item MUST contain only the answer without any explanation or
reasoning.

Example:

# Final Answer
1. xxx

2. XXX

Now the user asks you to solve a problem.

{query}

Figure 11: Zero-shot prompt template for list-style answers.
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You are a helpful and harmless expert clinical assistant. The assistant first thinks about the reasoning
process and then provides the user with an accurate answer. The reasoning process is enclosed within

<think> </think> tags followed by an answer, i.e., <think>reasoning process here</think>
answer here. After thinking, when you finally reach a conclusion, clearly list all possible answers in
order from most likely to least likely. Start with “# Final Answer” followed by numbered lines using
the format ‘n. answer* for each answer. Each item MUST contain only the answer without any
explanation or reasoning.

Example:
<think>...</think>

# Final Answer
1. xxx

2. XXX

Now the user asks you to solve a problem.

{query}

Figure 12: CoT prompt template for list-style answers (List-CoT).

You are a medical validation expert. Your task is to validate whether a medical response contains the
correct answer.

Given:

— Correct Answer: <CORRECT_ANSWER>

— Generated Response: <RESPONSE>

Please determine if the generated response contains or aligns with the correct answer. Consider:

1. For MCQ questions with option letters (A, B, C, D, E): Check if the response contains the correct
option letter, and optional answer

2. For other questions: Check if the response mentions the correct answer explicitly or implicitly

Respond with only "VALID” if the response contains the correct answer, or "INVALID” if it does
not.

Figure 13: Validation prompt used for multiple-choice (MCQ) and multiple-answer (MQA) formats.

modifications to better suit the medical domain. Specifically, we adjust the role prompt and, in the
MCQ-CoT variant, explicitly require the model to begin its final answer with the selected choice
marker (e.g., A, B, C). The other answer formats reuse the same general template with instructions
tailored to QA or list-style outputs. For the list format, we additionally provide a one-shot example
to illustrate the expected output structure.

For zero-shot variants, we remove the reasoning instruction and omit the <think>and </think>
tags, leaving only the answer-format instruction and general components. All prompting ex-
periments are run with consistent decoding parameters across models to ensure comparability:
temperature=0.0, top_p=1.0, and top_k=-1. We set max_tokens=8192 for most mod-
els, but increase this to 16384 for Gemini 2.5 models to accommodate their typically more verbose
reasoning chains. The complete set of prompt templates used in our experiments is shown in Fig-
ures[7]to
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You are a medical validation expert. Your task is to validate whether a medical response with a list
format contains the correct answer.

Given:

— Correct Answer: <CORRECT_ANSWER >

— Generated Response: <RESPONSE>

The generated response should contain a numbered list of possible answers. Please determine if the
correct answer appears anywhere in this list. Consider:

1. The correct answer may appear as an exact match in one of the list items

2. The correct answer may appear with slight variations or paraphrasing

3. Look for the answer in the "# Final Answer” section with numbered items

Respond with only "VALID” if the correct answer appears in the generated list, or "INVALID” if it
does not.

Figure 14: Validation prompt used for list-style answers.

G SFT TRAINING DATASET PREPARATION

We construct the SFT training dataset through knowledge distillation from
Qwen3—3OB—A3B—Thinking—2507—FP8|§| (Yang et al., 2025). Specifically, we provide
questions from AlphaMed and AlphaMedQA, coupled with the CoT variants of each prompt
template corresponding to the answer format under consideration.

To ensure correctness, we apply rejection sampling using an LLM judge,
gpt—-40-mini-2024-07-18. For MCQ and MQA responses, we use the validation prompt
shown in Figure [I3] while list answers are validated with the prompt in Figure [T4] We use a
sampling temperature of 0.7, a maximum token length of 8192, and allow up to 20 retries for
incorrect responses. Responses that remain incorrect after rejection sampling are discarded. The
filtered records are retained and used to train the distilled SFT models. Additional details on
training are provided in Appendix [H.1]

H TRAINING HYPERPARAMETERS

In this section, we describe the training hyperparameters used in our experiments. All training
experiments used about 815 GPU hours on a 4xH100 node.

H.1 SFT

We use LLaMA-FactoryE| (Zheng et al.| [2024) v0.9.3, which is released under the Apache 2.0
license. For SFT, we perform full fine-tuning with DeepSpeed ZeRO Stage 3 (Rajbhandari et al.,
2020). Training is conducted with a per-device batch size of 2 and a gradient accumulation step of
4, resulting in an effective batch size of 8. We use a learning rate of 1 x 10~° for 2 epochs with
a cosine learning rate scheduler. Training is performed with bf16 precision, and FlashAttention-2
is enabled to improve efficiency. We set the warmup ratio to 0.05. The training datasets are the
SFT-*-AlphaMed variants listed in Table 2} Each variant is used to train one model, resulting in
three models in total, corresponding to the three answer formats investigated in this study.

H.2 RFT

We use verﬂ (Sheng et al., 2025) v0.5.0, released under the Apache 2.0 license. Training is per-
formed with full fine-tuning (no offloading) using FSDP2 (Zhao et al., [2023) as the backend and

Pnttps://huggingface.co/Qwen/Qwen3-30B-A3B-Thinking-2507-FP8
Hnttps://github.com/hiyouga/LLaMA-Factory
Znttps://github.com/volcengine/verl
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group relative policy optimization (GRPO) (Shao et al, [2024) without a KL regularization term
(L1u et al.l [2025b; [Xie et al., [2025).

We train with a batch size of 256, divided into 64 mini-batches. The maximum prompt length is
2048 tokens, and the maximum response length is 4096 tokens, constrained by available compute.
The learning rate is set to 1 x 106, with padding removed and gradient checkpointing enabled.
Torch compile is also enabled for efficiency.

For rollouts, we use vLLME] (Kwon et al., [2023). Log-probability computation is performed with
a micro-batch size of 8 per GPU. For each prompt, we sample 8 responses with the default verl
parameters. Dynamic batching is enabled for greater efficiency, targeting a maximum of 24,576
tokens per GPU for the actor, reference, and rollout models. We train for 2 epochs with no warmup.
The initial model, training set, and reward function are selected according to the configuration of
each experiment. The reward function code is available in the repository.

I ADDITIONAL DISCUSSIONS

In this section, we provide an additional discusson on results presented in the main paper.

I.1 PROMPTING RESULTS

MCQ vs. QA For HuatuoGPT-ol and AlphaMed, the drop is expected, as both were trained
specifically on MCQ. Interestingly, this is not the case for m1, which was also trained on MCQ
data for medical benchmarks. Although HuatuoGPT-01 and m1 used comparable training data sizes
(20K samples), their training paradigms differ. Both HuatuoGPT-o1 and m1 were trained with
SFT, whereas AlphaMed was trained with RFT. The key distinction between HuatuoGPT-01 and m1
is that the former relied on synthetic reasoning trajectories, while m1 utilized distilled trajectories
from a large reasoning model.

Non-MCQ formats are unfamiliar to the models We conduct a Wilcoxon signed-rank teleE]
comparing MCQ with other formats across benchmarks, prompting strategies, and models. The
results show that changing the answer format from MCQ to QA (p = 4.26 x 1074, r = 0.317)
significantly alters model performance, with a small-to-moderate effect size. The effect is even
stronger for MCQ to ranked-list (p = 9.38 x 10716, » = 0.667), indicating a large effect. We
attribute this to the fact that the majority of current medical benchmarks are available in MCQ
format (e.g., (Jin et al., [2021} |Pal et al., 2022} Zuo et al.l 2025; [Wang et al., 2024))), and models
trained to excel in this setting may have learned to associate the answer format with knowledge
(L1 et al., 2024; |Singh et al., [2025)). Consequently, changing the answer format leads to substantial
performance differences, particularly for the ranked-list format, which is less common and thus less
familiar to models.

Do longer responses lead to better performance? We observe from Table [ that the majority of
reasoning models produce longer responses than standard LLMs. While this trend holds for most
reasoning models (for example, OpenThinker3 and m1 generate long responses of around 4K and
1K tokens, respectively, regardless of answer format), AlphaMed is an exception. AlphaMed is the
only open-weight medical reasoning model trained with RFT rather than SFT. We further discuss
the impact of RFT on response length in Section

Statistical testing using Pearson’s correlation between model score and mean response length across
all prompting variants, benchmarks, metrics, answer formats, and models included in this experi-
ment revealed a small but statistically significant negative correlation (r = —0.144, p = 7.4 x 1075,
|r] = 0.144). These results indicate that performance is negatively, but only weakly, associated
with response length. In other words, producing longer responses weakly and negatively affects
performance.

Bhttps://github.com/vllm-project/vllm
2*We found evidence against normality for both pairs using the Shapiro-Wilk test (p = 0.000614 for MCQ
vs. QA and p = 0.0016 for MCQ vs. List). Consequently, we employed the Wilcoxon signed-rank test.
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Table 4: Average response length (mean =+ standard deviation) for MCQ, QA, and list-based answer
formats across benchmarks. Note that LL denotes a list length, i.e., the mean number of items across
lists, including empty lists (items = 0.)

MCQ QA List | cp LL VLL
Proprietary Models

Gemini 2.5 Flash Lite 1585 4 3720 511 £ 997 93 4+ 735 1.39 2.77 2.86
+CoT 4360.07 £ 5704 2850 + 4535 7398 £ 8135 1.17 0.87 1.92
Gemini 2.5 Flash 473 £ 251 273 + 220 32+33 1.41 2.98 3.00
+CoT 1759 + 1367 1576 £ 1036 1021 + 857 1.30 1.16 2.66
Gemini 2.5 Pro 425 + 188 459 + 289 38+ 55 1.40 3.38 3.41
+CoT 1326 4 326 1527 £ 568 1019 £ 282 1.41 3.29 3.46
GPT-4.1 Mini 353 £ 156 285 £ 158 137 £86 | 1.36 3.20 3.26
+CoT 357 £ 122 292 + 110 252 4+ 88 1.36 3.71 3.72

Open-weight Models

Qwen2.5 3B Instruct 271 £ 221 214 + 254 36 £+ 32 1.69 3.09 3.09
+CoT 361 & 305 315 £ 385 167 4 234 1.27 1.78 1.80
Qwen2.5 7B Instruct (our initial model) 72 £ 68 146 + 138 27+ 18 1.45 2.39 2.39
+CoT 2393 4 3355 196 + 125 4434 £ 3991 1.91 184.19  185.72
Qwen2.5 14B Instruct 129+ 72 140 + 124 35+ 21 1.48 3.04 3.05
+CoT 217 £ 123 213 £ 237 163 + 196 1.30 2.36 2.36
Qwen3 4B Instruct 2507 757 £ 867 450 £ 660 69 214 1.70 3.96 3.96
+CoT 894 4 929 538 4+ 646 458 + 808 1.50 332 3.56
Gemma 3 4B IT 400 £ 112 432 £ 200 61 4 135 1.83 4.59 4.68
+CoT 382 4+ 669 304 + 163 251 4+ 527 1.67 343 4.13
MedGemma 4B IT 297 + 809 152 + 447 951 + 2554 | 2.15 95.01 95.06
+CoT 7958 & 1141 493 £ 1445 8180 +309 | 3.14 419.18 48276
MedGemma 27B IT 1081 + 847 653 + 636 524214 1.46 3.20 3.26
+CoT 1424 £ 878 966 + 949 1016 % 1050 1.43 3.81 3.88
OpenThinker3 7B 4789 2695 4348 £ 2844 4744 + 2982 1.43 2.06 3.06
+CoT 7340 2139 4450 + 2862 7630 £ 1729 1.29 0.23 4.76
HuatuoGPT ol 7B 472 £+ 169 492 £ 260 47 + 224 1.70 2.80 4.39
+CoT 488 + 210 501 4202 375 £ 272 1.46 0.03 245
ml 7B 23K 1578 42203 1542 £ 1967 1657 +2930 | 2.01 13.39 13.39
+CoT 8185 202 2328 42423 8149 + 542 1.64 14.62 19.03
AlphaMed 7B Instruct RL 311 + 187 216 + 275 19+ 63 1.83 1.93 2.59
+CoT 416 £ 480 266 £ 607 1052 £ 2503 1.89 47.86 55.74

Our Knowledge-Distilled Medical Reasoning Models (based on Qwen2.5 7B Instruct)

SFT-MCQ 2749 + 1626 1419 £ 1204 2438 +3310 | 2.83 141.11 141.72
+CoT 2643 4+ 1577 1390 £ 1203 1671 £ 1277 1.09 1.44 1.46
SFT-QA 2365 + 1646 1235 £ 1045 1758 + 2355 1.81 13.50 13.85
+CoT 2425 4 1605 1388 £ 1136 15312 + 1172 1.15 1.04 1.78
SFT-List 2856 + 1614 1287 £ 1184 1281 4992 1.41 2.50 2.52
+CoT 2776 %+ 1591 1333 £ 1153 1425 £ 1112 1.42 2.55 2.57

Our RFT Medical Reasoning Models (based on Qwen2.5 7B Instruct)

RFT-MCQ 204 £ 106 167 £ 65 334123 1.45 2.29 2.29
RFT-QA 296 + 302 291 + 247 46 £ 91 1.67 0.29 3.01
RFT-List-Acc 208 + 231 195 £ 433 165 £ 177 | 2.07 5.94 5.94
RFT-List-MRR 174 + 110 157 + 207 319 £ 1154 | 211 16.97 16.97
RFT-List-Judge-MRR 168 + 376 193 £ 622 133 £214 | 1.64 4.45 4.46
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Table 5: Performance results of the ablation study on factors affecting RFT. The focus is on the re-
ward component in the reward function, extended training duration, and the effects of prior prompts
across models. Rw.Fn. denotes Reward Function.

Prior Prompt Rw.Fn. MCQ QA List

Accmcq  Accoa Acchat  Accriw Acciht' MRRpy MRREEM

RFT-MCQ MCQ-CoT Accmico 3934 996 4633  9.89  40.06 8.16 33.00
No format reward MCQ-CoT ACCMCQNF 39.56 948 4624 1001 3791 9.19 33.47

4 Epochs MCQ-CoT Accyico 3997 978 4507 991 3546 9.35 32.20
No prompt X ACCMCQNF 3895 991 4612 1032  41.94 9.25 36.49
MCQ prompt MCQ ACCMCQNF 39.80 921 4459 10.04  38.78 8.91 32.73
RFT-QA QA-CoT Accon 36.80  1.04 2522 0.62 3.59 0.48 2.82
No prompt X AccoanF 2776 408  29.17 975 4192 8.32 34.75
QA prompt QA AccoanF 2823 095 2478 1142 4993 9.06 38.35
RFT-List-Acc List-CoT Accrist 2240 428 1901 2211 5661  16.17 40.26
List prompt List ACCListNF 1297 943 4446 2416  67.08  13.83 37.13
RFT-List-MRR List-CoT MRR i 1823 443 2190 2096 6160  15.83 44.89
List prompt List MRR | js.NF 1041 1037 4621 2206 6300 1528 41.24
RFT-List-Judge-MRR  List-CoT MRREEM 2049 649 3036 1486 6090  12.16 48.68
Gemini judge List-CoT ~ MRREMGemini 3391 940 4316 13.07 5934  10.95 48.00

Simple judge prompt ~ List-CoT ~ MRRp™S™° 1902 437 2727 475 3184 3.86 26.19

Therefore, the premise that reasoning models always produce longer answers (Guo et al.| 2025}
Muennighoff et al., [2025) and that longer responses signal greater performance (Guo et al.| [2025))
does not hold in our setting. In fact, prior work on efficient reasoning (Sui et al., 2025) suggests
that various training techniques can encourage concise reasoning chains while maintaining high
performance. This further supports the conclusion that response length is a poor indicator of final
model performance.

1.2 FINE-TUNING RESULTS
1.3 SFT RESULTS

As shown in Table 4] models trained with SFT in any format consistently produce longer responses
(around 1K-3K tokens). These findings align with what was observed with m1, another knowledge-
distilled medical reasoning model from prior work, discussed in SectionE}

1.4 RFT RESULTS

RFT does not always incentivize long responses Models trained with RFT are surprisingly con-
cise, often producing shorter answers than the initial model prompted with CoT, similar to Al-
phaMed and HuatouGPT ol. We conjecture that RFT primarily incentivizes models to make the
most effective use of their intermediate generated tokens to maximize performance, rather than en-
couraging longer responses. However, longer responses may still correlate with higher accuracy in
certain scenarios.

1.5 ABLATION STUDIES FOR RFT
1.5.1 RFT FACTORS

Tables [5] and [f] present the performance and list metrics for the experiments in Section In the
no-prior-prompt setting, models tend to generate longer responses (e.g., RFT-MCQ averages 204 —
474 tokens), whereas responses are slightly shorter under the no-CoT-prompt setting (e.g., 204 —
129 tokens). By contrast, both judge models yield similar list behaviors and training dynamics, such
as average response lengths around 168-239 tokens for MCQ and 133-141 tokens for list outputs.

Effects of Prior Prompts To account for changes in prior prompts, we adjust our setup when remov-
ing prior prompts or parts of them. Specifically, in the no-prompt and no-CoT settings, we exclude
the format component from the reward function, since the absence of explicit thinking tags would
otherwise drive it toward zero.
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Table 6: Average response length (mean =+ standard deviation) for MCQ, QA, and list-based answer
formats across benchmarks and metrics related to the ranked list answer format from the generated
evaluation responses for the RFT factors ablation study.

Prior Prompt Rw.Fn. MCQ QA List | Cp LL VLL

RFT-MCQ MCQ-CoT Acemcq 204+ 106 167 + 65 33+123 | 145 229 229
No format reward MCQ-CoT Accmcone 178138 159457 1294114 | 131 196  1.97

4 Epochs MCQ-CoT Accmco 336+£107 211+138 178+ 141|124 174 174
No prompt X Accyconr 4744547 322+388 1474196 | 134 223 223
MCQ prompt MCQ Accmconr 1294112 121479 24416 | 141 214 215
RFT-QA QA-CoT Accoa 296 £302 291 + 247 46+£91|1.67 029 301
No prompt X Accoanr  259+378 414+1015 156 +288 | 1.50  2.80 297
QA prompt QA Accoanr 130+ 183 158 & 207 43+£22|1.68 348 348
RFT-List-Acc List-CoT Accris 208 £231 1954433  165+177 | 207 594 594
List prompt List AcCLisNF 85+ 114 144 +194 7864 + 1551 | 5.57 615.17 615.17
RFT-List-MRR List-CoT MRRy i 174 +£110 1574207 319+ 1154 | 211 1697 1697
List prompt List MRRy st NF 28+75 100+ 150 794235259 951 951
RFT-List-Judge-MRR  List-CoT MRR{M  168+£376 1934622  133+214 | 164 445 446
Gemini judge List-CoT ~ MRREMO™™ 239 4 131 2004142 141103 | 1.58 425 425
Simple judge prompt ~ List-CoT ~ MRRp O™ 192+ 194 163 + 286 140+£43 | 151 353  3.53

No prior prompt The no-prior-prompt setting is only applicable to MCQ and QA, since a ranked-
list format require a one-shot example. For RFT-MCQ setup, Accmcgq is essentially stable (39.34%

— 38.95%). In contrast, for RFT-QA, removing the prior prompt improves AchéI,gM 25.22% —

29.17%), while also substantially boosting list performance (3.59% — 41.92% Acci!

No CoT prompt When removing the CoT instruction, effects are mixed. For RFT-MCQ, Accmcq
increased very slightly from 39.34% — 39.80%. For RFT-QA, QA performance is similar (25.22%
— 24.78%), but list accuracy improves sharply (3.59% — 49.93% AccktM). For RFT-List-Acc,
list accuracy rises from 56.61% to 67.08% and QA accuracy improves (19.01% — 44.46%), though
MCQ performance decreases (22.40% — 12.97%). Similarly, for RFT-List-MRR, ACCIQIAM improves
from 21.90% to 46.21% and list accuracy grows slightly (61.60% — 63.00%), while MCQ drops
(18.23% — 10.41%). We conjecture that without the thinking template, the model achieves higher
accuracy due to the optimization objective in both QA and list answer formats evaluation (since QA
is a special case of list), but at the cost of robustness in other formats.

Another notable side effect is that under the List prompt, the average list length increases dramati-
cally (5.94 — 615.17), as the model tends to repeat sets of results. We observe similar behaviors in
other models trained with the same reward functions (Section [4.3.2). While removing prior prompt
or CoT suggests improved performance, a key trade-off is the loss of the <think></think>
structure, which is important for certain test-time scaling techniques such as budget forcing (Muen-
nighoff et al., [2025)) or thinking interventions (Wu et al., 2025).

1.5.2 INITIAL MODELS

Tables [7|and [§] report performance and list metrics for the experiments in Section[#.3.2] We observe
that model family influences response length after RFT, broadly mirroring zero-shot response-length
trends. For example, SFT-trained reasoning models retain high average token counts after RFT.
For other families, however, response length does not necessarily correlate with performance (as
previously discussed) and varies without a consistent trend.

J  TRAINING DYNAMICS

We examine training dynamics using two metrics: (1) reward progression and (2) response length
trends. These metrics allow us to holistically observe how changes in factors such as reward func-
tion, model family, or answer format affect the training process. The list results are presented and
discussed alongside quantitative performance metrics for the main experiments, where applicable.
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Table 7: Performance results of the ablation study on different initial models.

MCQ QA List

Accmcq  Accoa ACCEIAM Accrig Acc'i};?’l MRRy i MRRH;I[V[

RFT-MCQ
Qwen2.5 7B Instruct 39.34 9.96 46.33 9.89 40.06 8.16 33.00
Qwen2.5 3B Instruct 31.28 6.82 36.45 7.74 32.20 6.96 28.01
Qwen3 4B Instruct 45.22 11.00 46.05 13.66 54.82 12.01 46.18
OpenThinker3 7B 33.74 5.19 40.85 6.88 33.28 6.27 29.11
ml 7B 23K 44.98 8.49 41.67 12.40 46.24 11.20 40.49
AlphaMed 7B 42.03 3.50 18.64 1.52 3.57 1.51 3.44
RFT-QA
Qwen2.5 7B Instruct 36.80 1.04 25.22 0.62 3.59 0.48 2.82
Qwen2.5 3B Instruct 32.64 0.84 27.60 9.84 44.78 7.34 33.94
Qwen3 4B Instruct 45.16 8.56 44.97 12.34 55.46 10.53 46.57
OpenThinker3 7B 34.01 4.67 39.78 431 39.02 3.90 33.49
ml 7B 23K 43.06 6.88 45.54 9.53 45.35 8.52 40.04
AlphaMed 7B 41.74 3.94 38.35 10.14 37.89 9.63 34.95
RFT-List-Acc
Qwen2.5 7B Instruct 22.40 4.28 19.01 22.11 56.61 16.17 40.26
Qwen2.5 3B Instruct 32.16 7.25 39.29 20.66 59.82 12.08 34.68
Qwen3 4B Instruct 43.72 11.69 48.45 27.74 71.60 15.94 40.60
OpenThinker3 7B 34.23 5.75 41.42 20.05 56.98 11.03 31.93
ml 7B 23K 44.04 8.96 43.92 26.48 66.34 15.52 37.11
AlphaMed 7B 38.35 5.82 25.38 17.86 57.29 14.32 44.16
RFT-List-MRR
Qwen2.5 7B Instruct 18.23 4.43 21.90 20.96 61.60 15.83 44.89
Qwen2.5 3B Instruct 32.01 7.93 40.20 20.52 58.42 12.53 3491
Qwen3 4B Instruct 44.32 11.93 48.54 17.60 58.60 12.32 40.27
OpenThinker3 7B 34.60 5.57 40.77 18.23 59.44 11.25 35.03
ml 7B 23K 43.54 9.85 45.36 23.57 67.29 15.61 42.10
AlphaMed 7B 36.44 7.15 30.38 18.47 55.22 15.05 4391

Table 8: Average response length (mean = standard deviation) for MCQ, QA, and list-based answer
formats across benchmarks and metrics related to the ranked list answer format from the generated
evaluation responses for the initial model ablation study.

MCQ QA List | cP LL VLL
RFT-MCQ
Qwen2.57B Instruct 204 & 106 167 & 65 334123 | 145 2.29 2.29
Qwen2.5 3B Instruct 197 £ 213 190 £ 159 179 £94 | 135 1.94 1.94
Qwen3 4B Instruct 845 £ 613 554 £500 453 4£599 | 1.44 340  3.46
OpenThinker3 7B 1314 £ 666 1376 4 1098 1042 £ 953 | 1.38 2.58 2.62
ml 7B 23K 1395 748 1105703 1091901 | 1.34 249 2.50
AlphaMed 7B 342 £286 309 & 663 278 £ 608 | 1.08 0.60 1.45
RFT-QA
Qwen2.5 7B Instruct 296 =302 291 = 247 46+£91 | 1.67 029 3.01
Qwen2.53B Instruct 264 306 301 & 298 327 £ 640 | 1.78 416 419
Qwen3 4B Instruct 946 £ 874 673736 524 +£536 | 148 364 364
OpenThinker3 7B 1270 =583 1088 =562 791 467 | 1.41 2.96 2.96
ml 7B 23K 1183 & 794 800 = 453 749 £ 936 | 1.32 320 3.0
AlphaMed 7B 256 £142 246 £ 337 220 £237 | 1.19 1.55 1.57

RFT-List-Acc
Qwen2.5 7B Instruct 208 + 231 195 4433 165 + 177 | 2.07 5.94 5.94
Qwen2.5 3B Instruct 315+ 188 217 £195 7881 £ 1522 | 4.47 807.73 808.08

Qwen3 4B Instruct 817 + 690 510 £524 7929 £ 1346 | 8.65 800.19 801.19
OpenThinker3 7B 1519 + 889 1221 + 804 8087 + 826 | 595 828.88 831.05
ml 7B 23K 1478 £ 1208 1148 £ 1211 8158 £425 | 740 77245 773.23
AlphaMed 7B 256 £ 114 202 £323 3419 £3782 | 1.75 4.82 4.83

RFT-List-MRR
Qwen2.5 7B Instruct 174 £ 110 157 £ 207 319 £ 1154 | 2.11 16.97 16.97
Qwen2.5 3B Instruct 334 £ 236 240 4+ 198 7182 £2601 | 4.04 733.87 73494

Qwen3 4B Instruct 752 £ 787 537 £ 787 524£94 | 217 5.79 5.79
OpenThinker3 7B 1476 + 883 1195 + 817 8048 +984 | 5.87 811.56 814.41
ml 7B 23K 1543 £1039 1249 £ 1204 7679 £ 1895 | 555 717.71 719.24
AlphaMed 7B 277 £ 118 198 + 285 218 £95 | 1.66 5.48 5.48
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Figure 15: Training dynamics across different answer formats and reward functions.

J.1 MAIN EXPERIMENT

This sections provides a discussion on training dynamics of the models from Section[d.2} Training
dynamics is provided in Figure[I3] All RFT models share similar training dynamics with some dif-
ferences. Among the RFT-List models, different reward types also lead to slightly different training
dynamics, with the exception of RFT-List-Judge-MRR. For reward progression, most models ex-
hibit a common trend: an initial low reward followed by a sharp increase, reflecting behavior aimed
at optimizing the format reward. The reward then continues to increase gradually over the course
of training. We also observe that RFT-MCQ and RFT-List-Judge-MRR achieve higher rewards than
the other models, suggesting that these models are able to score correct answers more consistently
under their respective reward types. QA is more challenging due to its reliance on exact match
rewards, similar to the list format. However, the final reward obtained during training does not reli-
ably predict final performance (Pearson r = —0.267, p = 0.0671, across all our RFT models in all
experiments).

For response length progression, most models follow a pattern similar to reward progression: starting
with short responses that gradually increase in length. An exception is RFT-MCQ, which consis-
tently produces longer responses than the other models, and RFT-QA, which generates responses
that are longer than those from most other models.

J.2  FACTORS AFFECTING RFT

o] e Mg g

0.6

No Format Reward

‘With Format Reward

—— With Format Reward (4ep)
2404 M
0.5 ~UF WAy
0.4 No Format Reward 2004
With Format Reward
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0 25 50 75 100 125 150 175 200 0 25 50 75 100 125 150 175 200

(a) Reward progression (b) Response length progression

Figure 16: Training dynamics comparison between using and not using format reward, as well as
the effect of extending training from 2 to 4 epochs.

Training dynamics are illustrated in Figures[T6] [I7)and[I8B] which correspond respectively to exper-
iments on removing the format reward, extending training, altering or removing the prior prompt,
and changing the LLM judge.
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Figure 17: Training dynamics comparison between different types of prior prompts and the case
without any prior prompt.
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Training dynamics comparison across different Judge-MRR settings: GPT-4.1-mini and

Gemini with the standard judge prompt, and GPT-4.1-mini with a simplified judge prompt.
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Removing the format reward does not substantially affect final model performance or list behaviors.
The primary differences lie in training dynamics: models without a format reward exhibit a lower
reward range during training, as they must focus exclusively on accuracy without a steady signal
of format reward. In addition, response length shows a slightly more pronounced decreasing trend
compared to models trained with the format reward.

Extending training from two to four epochs does not substantially improve performance, except for
a tendency toward longer responses. Interestingly, the run with longer training begins with a higher
initial reward and response length. Although, the overall training dynamics remain similar to the
shorter run.

Models trained without prior prompts show lower initial rewards but experience a sharper increase
later, while response length remains relatively stable throughout training.

J.3 INITIAL MODELS
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0.30
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0.15 an
. 1 List-Acc
List-MRR 0 =
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(a) Reward progression (b) Response length progression
Figure 19: Training dynamics for Qwen2.5 3B Instruct.
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Figure 20: Training dynamics for Qwen3 4B.

Training dynamic of different initial models are illustrated in Figures[I9]to[23]

K RFT WITH MIXED ANSWER FORMAT DATASETS

To evaluate whether combining different answer formats can improve RFT, we construct mixed
datasets by merging MCQ and QA data with appropriate prior prompts. Since mixing effectively
doubles the dataset size, we train for one epoch instead of two to maintain a comparable number
of optimization steps with the main experiments. Records are shuffled randomly, and rewards are
computed according to the record type. Performance and list results are shown in Tables [0]and [T0]
and training dynamics are presented in Figure 24]
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Figure 21: Training dynamics for OpenThinker 7B.
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Figure 22: Training dynamics for m1 7B 23k.

2500 1
0.8
2000 4
0.7
— MCQ
1500 —a
0.6 —— List-Acc
: —— List-MRR
1000 4
0.5 — Mco
— QA 500 |
= List-Acc \
0.4 1 —— List-MRR ———
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
(a) Reward progression (b) Response length progression

Figure 23: Training dynamics for AlphaMed 7B.

Table 9: Performance results of the ablation study on mixed datasets.

MCQ QA List

Accmcq  Accoa  Accga'  Accin Aceli'  MRRua  MRREL
RFT-MCQ 39.34 9.96 46.33 9.89 40.06 8.16 33.00
RFT-QA 36.80 1.04 2522 0.62 3.59 0.48 2.82
RFT-List-Acc 22.40 428 19.01 2211 56.61 16.17 40.26
RFT-List-MRR 18.23 443 2190 2096 61.60 15.83 44.89
RFT-MCQ+QA 12.81 3.40 31.96 6.39 41.18 5.56 34.24
RFT-MCQ+List-Acc 3970 11.24 46.89 2147 61.52 15.10 41.93
RFT-MCQ-+List-MRR 40.01  11.82 4791 1899 57.34 14.89 43.80
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Table 10: Average response length (mean =+ standard deviation) for MCQ, QA, and list-based answer
formats across benchmarks and metrics related to the ranked list answer format from the generated
evaluation responses for the mixed datasets ablation study.

MCQ QA List | CP LL VLL
RFT-MCQ 204 £ 106 167 £65 334123 | 145 229 229
RFT-QA 296 £302 291 & 247 46+£91 | 1.67 029 3.0l
RFT-List-Acc 208 £231 195+£433 1654177 | 207 594 594
RFT-List-MRR 174 £ 110 157 4£207 3194+ 1154 | 2.11 1697 1697
RET-MCQ+QA 2334170 209 +£130 116190 | 148 278 278
RET-MCQ+List-Acc 246 £209 201173  193£541 | 245 1034 1035
RFT-MCQ+ListMRR 210 £202 171 + 276 134+£73 | 178 492 492
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Figure 24: Training dynamics comparison across different dataset types: MCQ-only, QA-only, List-
only, MCQ+QA, and MCQ-+List.

When training with a mixed dataset of MCQ and List using the MRRy j; reward function, we ob-
serve the best overall performance on MCQ and QA compared to training on either dataset alone.
However, this setting does not reach the strongest performance on the a ranked-list answer formats,
where training exclusively on list data remains superior. A similar pattern holds for MCQ and List
under the Accy ;i reward.

In contrast, mixing MCQ and QA yields weaker results. While QA performance improves relative
to training with QA alone, MCQ and list-format performance degrade noticeably. This outcome
suggests that the mixture introduces instability, likely because QA is a sparse-reward task, making
the overall reward signal less reliable when combined with denser MCQ data.

Across all experiments, we find that mixing answer formats in the same dataset is not particularly
effective. None of the models trained on mixed datasets produce excessively long lists (e.g., >100
items), but performance trade-offs prevent mixed training from outperforming single-answer-format
training in most cases.

L LIST REWARD HACKING AND MITIGATION WITH LENGTH PENALTY

As shown in Sections .3.1]and [4.3.2] some models exhibit a tendency to generate excessively long
lists (sometimes exceeding 100 items) when trained with list-based reward functions. While training
on mixed-format datasets (Appendix [K) can partially mitigate this issue, we propose an alternative
approach: modifying the list reward functions themselves by introducing a length penalty term.

Both Accpis and MRRy i reward functions incentivze correctness but do not discourage unneces-
sarily long outputs. To address this, we introduce a length penalty term (L P) that scales the reward
according to the number of items in the list. Let L denote the length of the generated list and A the
penalty coefficient. The penalty term is defined as:

LP=max(0,1—X-(L—-1)).

Since L P is orthogonal to existing reward functions, it can be applied to both Accy ;s and MRRy i by
first computing the correctness reward and then scaling it by LP. In both cases, the penalty encour-
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Table 11: Performance results of the ablation study on length penalty.

MCQ QA List

Accmeq  Accqa Accé';\M Accrig Accb[;'[v[ MRR MRR}:};?"

Qwen2.5 3B Instruct 32.16 7.25 39.29 20.66 59.82 12.08 34.68
+ LPwith A =0.3 31.16 6.32 30.05 9.91 26.65 9.60 25.06
OpenThinker3 7B 34.23 5.75 41.42 20.05 56.98 11.03 31.93
+LPwith A =0.3 34.36 5.78 41.79 9.22 26.86 8.94 25.01
ml 7B 23K 44.04 8.96 43.92 26.48 66.34 15.52 37.11
+ LP with A =0.3 43.70 8.43 43.51 13.16 33.23 12.81 32.16
AlphaMed 7B 38.35 5.82 25.38 17.86 57.29 14.32 44.16
+ LPwith A =0.3 21.82 9.65 38.60 13.48 33.55 13.25 31.94

Table 12: Average response length (mean = standard deviation) for MCQ, QA, and list-based answer
formats across benchmarks and metrics related to the ranked list answer format from the generated
evaluation responses for the length penalty ablation study.

MCQ QA List | cp LL VLL
Qwen2.5 3B Instruct 315+ 188 217 £195 7881 £ 1522 | 4.47 807.73 808.08
+ LP with A = 0.3 230 + 188 178 + 106 131+ 107 | 1.13 1.34 1.35
OpenThinker3 7B 1519 + 889 1221 £ 804 8087 + 826 | 595 828.88 831.05
+ LP with A = 0.3 1288 + 671 1077 + 585 720 £479 | 1.15 1.41 1.41
ml 7B 23K 1478 4+ 1208 1148 £ 1211 8158 +425 | 740 77245 773.23
+ LP with A = 0.3 1370 + 914 890 + 538 742 £450 | 1.09 1.22 1.22
AlphaMed 7B 256 + 114 202 +323 3419 +3782 | 1.75 4.82 4.83
+ LP with A = 0.3 213 + 86 174 £+ 217 151 £126 | 1.11 1.31 1.31
4000 4
3200
2400 4 _— QwenZ.SG? m1-7B
Qwen2.5-3B (LP=0.3) m1-7B (LP=0.3)
—— OpenThinker3-7B AlphaMed-7B
1600 1 —— OpenTifnker3-7B (LP=0.3) / —— AlphaMed-7B (LP=0.3)
0.40
| = Qwen2.5-3B ——— m1-7B 800 4
Qwen2.5-3B (LP=0.3) m1-7B (LP=0.3)
| —— OpenThinker3-7B ——— AlphaMed-7B
0.321 ——— OpenThinker3-7B (LP=0.3) = AlphaMed-7B (LP=0.3) ol
0 20 0 60 80 100 0 20 40 60 80 100
(a) Reward progression (b) Response length progression

Figure 25: Training dynamics comparison for models before and after applied the length penalty.
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Table 13: Performance results of the ablation study on length penalty.

MCQ QA List

Accmcq  Accoa  Accha®  Accuiw  Accly'  MRRyy  MRRpM
LP=0 1293 823 3455 1989 5495 15.78 41.59
LP=0.1 37.73 1185 4723 1390  36.02 13.46 33.40
LP=0.3 3352 1154 4830  12.64  28.64 12.34 27.71
LP=0.5 3778 1124 4625 1186  26.02 11.86 26.01
LP=0.7 3471 1156 4735 1168 27.39 11.68 27.34
LP=0.9 3547 1034 4608 1183 27.07 11.83 27.05

Table 14: Average response length (mean =+ standard deviation) for MCQ, QA, and list-based answer
formats across benchmarks and metrics related to the ranked list answer format from the generated
evaluation responses for the length penalty ablation study.

MCQ QA List | CP LL VLL
LP=0 170 £ 141 166 £296 132+ 141 | 1.78 4.71 4.71
LP=0.1 176 £207 170£423 1274+174 | 1.18 1.52 1.52
LP=0.3 160 +£272 164 £ 372 I11+6 | 1.08 1.16 1.16
LP=0.5 157 £76 139 4 100 10£3 | 1.00 1.01 1.01
LP=0.7 161 £ 186 166 &£ 362 11+4 | 1.01 1.05 1.05
LP=0.9 60 £ 117 64 £ 80 11+4 | 1.00 1.03 1.03

ages concise and precise outputs rather than exhaustive or repetitive enumerations. This introduces
an additional optimization constraint: the model must both produce the correct answer and avoid
generating unnecessarily long lists. While we adopt the simplest linear form of length penalty here,
future work may explore more flexible variants that allow stronger or weaker tolerance for longer
outputs.

Effectiveness of L P in mitigating large lists We evaluate the effectiveness of the length penalty
by applying it to four models that previously exhibited excessively long lists when trained with the
Accy g reward function: Qwen2.5 3B Instruct, OpenThinker3 7B, m1 7B 23k, and AlphaMed 7B.
We set A = 0.3 as an arbitrary but fixed choice. Results in Table [12]| show that the length penalty
successfully reduces the large-list behavior across all models. Training dynamics in Figure[25|further
demonstrate that response length remains more stable over time, with similar reward progression
trends compared to the unpenalized setup, albeit at slightly lower reward values. We also observe
that the gap between AccList and MRRList narrows in the evaluation results (Table[TT)), as the length
penalty encourages correct items to appear in higher positions, thereby reducing the average correct

position (Table[T2).

Trade-offs of L P between list length and performance Although the length penalty effectively
reduces uncontrolled list growth, it introduces trade-offs. Across models, we observe moderate re-
ductions in MCQ and QA performance, and more substantial drops in a ranked-list answer format
performance, where the penalty directly applies. This highlights the inherent trade-off between con-
trolling undesirable behaviors and maximizing performance. As noted, our penalty term represents
a simple first step and could be refined to better balance this trade-off. Larger models, which we
do not investigate due to computational constraints, may also be less sensitive to such penalties.
Additional experiments on varying A are presented in Appendix

M LENGTH PENALTY HYPERPARAMETERS

In this section, we examine how different values of A\ affect both performance and list length. We
select A € {0.1,0.3,0.5,0.7,0.9} to cover a range from mild to strong penalization. To demonstrate
the generality of the L P formulation, we study its application to the MRRy j; reward function using
Qwen2.5 7B Instruct. Performance and list results are presented in Tables [I3] and [T4] and training
dynamics are shown in Figure

Introducing the length penalty consistently reduces the length of generated lists across A values,
confirming its effectiveness in controlling overly long outputs. However, this comes at the cost
of reduced performance, as models become more reluctant to produce longer lists. The trade-offs
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Figure 26: Training dynamics comparison for length penalty ablation.
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Figure 27: Impact of length penalty on model performance. Performance trends across different
task types, where List tasks demonstrate highest baseline performance but steep degradation, QA

tasks exhibit optimal performance at A = 0.1-0.3, and MCQ tasks show consistent improvement
with positive length penalty.
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Table 15: Results table for prompting experiments evaluated on MCQ benchmarks using both direct
MCQ and MCQ-CoT prompting strategies from Section El MXQA refers to MedXpertQA (text),
and MLUP-H refers to MMLU Pro (Health).

MedQA MedMCQA MXQA MLUP-H \ Average

Proprietary Reasoning Models

Gemini 2.5 Flash Lite 82.01 18.80 20.82 72.25 48.47
+CoT 50.98 9.30 11.27 30.81 25.59
Gemini 2.5 Flash 92.22 18.05 37.39 73.11 55.19
+CoT 61.67 7.51 29.92 42.67 35.44
Gemini 2.5 Pro 94.34 18.78 44.94 76.65 58.68
+CoT 94.82 16.72 45.76 74.94 58.06
Proprietary Large Language Models
GPT-4.1 Mini 90.49 18.91 31.59 77.87 54.72
+CoT 72.74 18.10 29.59 70.42 47.71

Open-weight Large Language Models

Qwen2.5 3B Instruct 48.08 24.11 8.98 37.29 29.62
+CoT 52.24 23.63 11.84 43.03 32.68
Qwen2.5 7B Instruct 17.99 10.20 6.08 19.44 13.43
+CoT 49.10 17.58 12.33 45.97 31.24
Qwen2.5 14B Instruct 59.23 19.51 10.12 54.65 35.88
+CoT 5491 19.56 10.20 60.64 36.33
Qwen3 4B Instruct 2507 73.21 19.53 16.16 66.38 43.82
+CoT 68.34 17.48 16.29 62.35 41.12
Gemma 3 4B IT 49.80 21.04 12.00 38.88 3043
+CoT 46.27 16.57 11.59 38.14 28.14
Open-weight Medical LLMs
MedGemma 4B IT 63.79 21.48 14.69 48.41 37.09
+CoT 54.83 16.55 13.76 36.92 30.52
MedGemma 27B IT 81.46 20.21 22.45 71.76 48.97
+CoT 65.44 10.81 16.90 37.78 32.73

Open-weight Reasoning Models

OpenThinker3 7B 48.15 18.07 5.55 38.51 27.57
+CoT 3.46 3.15 241 5.99 3.75

Open-weight Medical Reasoning Models

HuatuoGPT ol 7B 17.67 9.19 9.06 35.09 17.75
+CoT 6.28 6.47 5.47 22.62 10.21
ml 7B 23K 64.10 20.65 15.92 56.36 39.26
+CoT 53.73 15.43 12.12 44.25 31.38
AlphaMed 7B Instruct RL 69.91 16.49 16.24 59.41 40.51
+CoT 60.41 14.54 16.73 58.19 37.47

discussed in Appendix [[] are observed across all choices of \. Interestingly, applying the length
penalty also improves performance on single-answer tasks such as MCQ and QA. This suggests that
constraining the model to produce shorter, more focused outputs may indirectly benefit tasks where
concise responses are essential.

N FULL RESULTS

This section provides a detailed breakdown of results for each benchmark based on experiments
reported across papers.

N.1 PROMPTING

Tables [T5] to [T7] present the non-aggregated versions of the aggregated results shown in the main
body of this study (Table [T in Section [3). While, Tables [I8] to 20| show average response length
per benchmark. Table 21| shows metrics related to list responses, e.g., list length and position of a
correct item.
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Table 16: Results table for prompting experiments evaluated on open-ended benchmarks using both
direct QA and QA-CoT prompting strategies from Section[3] MXQA refers to MedXpertQA (text),
and MLUP-H refers to MMLU Pro (Health).

MedQA MedMCQA MXQA MLUP-H | Average

Accqa ACCIQI;‘M Accqa Accg;\M Accqa ACCIQIAM Accqa Acc'@',;M ‘ Accga ACCIC“!LAM

Proprietary Reasoning Models

Gemini 2.5 Flash Lite 19.63 53.69  10.00 45.69 6.33 41.18 1345 54.21 | 12.35 48.69
+CoT 18.17 48.34 8.81 37.75 6.14 34.66 12.23 4891 | 11.34 4242
Gemini 2.5 Flash 17.03 50.45 9.91 43.76 8.49 4238 1236 4783 | 11.95 46.10
+CoT 17.84 49.88 9.86 41.56 6.90 40.27 11.14 4592 | 11.44 44.41
Gemini 2.5 Pro 17.52 54.74 8.58 44.82 7.00 44.53 1046 52.72 | 10.89 49.20
+CoT 16.46 52.55 7.75 45.83 6.57 4286 10.46 51.09 | 10.31 48.08
Proprietary Large Language Models
GPT-4.1 Mini 13.87 52.31 8.90 45.64 5.75 39.98 8.70 50.14 9.30 47.02
+CoT 16.22 52.72 9.40 46.24 6.66 42.67 1046 54.35 | 10.68 49.00
Open-weight Large Language Models
Qwen2.5 3B Instruct 7.38 36.25 4.72 36.06 2.49 33.22 8.15 37.09 5.68 35.66
+CoT 8.27 41.28 4.95 40.46 2.73 34.85 7.61 44.16 5.89 40.19
Qwen2.5 7B Instruct 11.76 45.90 6.42 43.35 3.50 35.14 9.92 48.37 7.90 43.19
+CoT 12.08 46.80 6.47 41.19 3.88 35.67 11.41 49.73 8.46 43.35
Qwen2.5 14B Instruct 15.25 49.64 9.13 44.68 4.89 38.64 12.36 48.37 | 10.41 45.33
+CoT 15.33 53.20 9.04 47.11 4.65 3941 1141 51.49 | 10.11 47.80
Qwen3 4B Instruct 2507 15.49 51.50 8.30 45.00 5.18 40.36 1291 52.04 | 1047 47.22
+CoT 16.06 50.45 7.94 40.50 4.55 39.65 11.55 48.10 | 10.02 44.68
Gemma 3 4B IT 8.19 36.58 5.60 40.28 3.07 30.92 8.02 38.72 6.22 36.62
+CoT 9.73 40.31 5.28 40.92 2.88 35.67 9.10 43.75 6.75 40.16
Open-weight Medical LLMs
MedGemma 4B IT 12.81 46.55 6.33 42.89 3.02 35.76 9.24 47.55 7.85 43.19
+CoT 12.33 47.61 6.97 41.93 3.31 34.80 10.46 47.01 8.27 42.84
MedGemma 27B IT 20.36 54.66 9.91 44.04 7.00 40.22  13.86 51.63 | 12.78 47.64
+CoT 15.82 45.01 9.04 40.28 5.32 3236 12.23 46.20 | 10.60 40.96
Open-weight Reasoning Models
OpenThinker3 7B 6.33 32.77 4.72 31.28 1.87 24.35 8.15 35.73 5.27 31.03
+CoT 5.92 33.41 4.36 31.56 1.97 23.30 7.20 34.51 4.86 30.70
Open-weight Medical Reasoning Models
HuatuoGPT ol 7B 1.30 3.24 0.87 4.04 0.58 2.88 1.63 5.16 1.10 3.83
+CoT 0.65 243 0.37 1.79 0.19 1.87 1.09 2.72 0.57 2.20
ml 7B 23K 12.33 43.15 6.38 38.99 3.74 32.17 8.15 41.58 7.65 38.97
+CoT 12.00 43.80 6.10 35.78 2.83 28.04 9.92 41.44 7.71 37.26
AlphaMed 7B Instruct RL 0.41 5.52 1.10 13.53 0.00 7.38 1.77 11.41 0.82 9.46
+CoT 8.76 25.22 5.28 28.30 2.35 17.40 6.39 26.90 5.70 24.46

Table 17: Results table for prompting experiments evaluated on open-ended benchmarks using both
direct List and List-CoT prompting strategies from Section El

Model MedQA MedMCQA MedXpertQA (Text) MMLU Pro (Health) | Average

Accim Acel)! MRRiw MRRUEM Acciw Ace)! MRRiw MRRUM Acciw Acel! MRRuw MRRUM Acciw Ace)' MRRuw MRREM | Acci Accli! MRRiw MRREM
Proprictary Reasoning Models
Gemini 2.5 Flash Lite 2174 6383 1996 5707 1317 4193  [1.54 3471 992 4660 792 3593 1454 6427 1394 5874 | 1484 5416 1334 4661
ot 1014 2522 970 2401 947 2454 872 2292 384 1352 346 1197 924 3492 901  3342| 810 2455 772 2310
Gemini 2.5 Flash 25.79 7437 23.18 65.24 13.72 44.82 12.06 37.38 13.47 60.93 11.46 49.40  16.98 7201 15.35 62.80 17.49 63.03 15.51 53.70
et 965 2790 906 2508 821 2619  7.69 2362 412 1870 347 1628 802 3614 744 3255 750 2723 692 2438
Gemini 2.5 Pro 2571 7851 2386 7088 1541 4839 1301 3858 1577 6726 1298 5593 1685 7649 1581  67.92| 1844 6766 1644 5833
ot 2328 7624 2124 6821 1445 4661 1217 3721 1371 6496 1121 5362 1454 7300 1332 6371 | 1650 6523 1448 5569
Proprietary Large Language Models
GPT-4.1 Mini 18.98 73.15 17.82 67.10 11.88 47.89 10.29 3948 9.40 56.09 7.39 45.96 10.87 70.11 10.20 63.60 12.78 61.81 11.42 54.04
et 1784 7559 1666 69.57 1234 5009 1036 4057 1035 5959 839 4896 1087 7405 1012 6741 | 1285 6483 1138 56.63
Open-weight Large Language Models
Qwen2.5 3B Instruct 1338 4655 1045 3576 757 2972 608 2323 489 2967 355 2028 1087 504l 932 3992| 918 3909 735 2980
+CoT 11.44 35.20 10.63 31.88 6.70 2321 6.24 2092 3.55 18.94 3.30 16.22 8.42 41.17 8.22 37.33 7.53 29.63 7.10 26.59
Qwen2.5 7B Instruct 14.76 4891 11.97 40.36 7.43 27.84 6.78 2429 5.90 30.87 4.89 23.44 13.45 53.40 1161 4535 10.38 40.26 8.81 33.36
e 1630 5466 1340 4462 1000 4078 790 3120 753 3840  S11 2736 1033 6046 906  50.84 | 1104 4858 887 3850
Qwen2.5 14B Instruct 1833 6002 1583 5033 1271 4284 1071 3442 801 4180 615 3067 1332 6630 1200 5836 | 1309 5274 1120 4344
+CaT, 19.22 59.61 17.00 5333 10.83 36.15 10.02 31.89 719 3734 591 29.87 1332 60.87 12.16 56.01 12.64 48.49 11.27 42.78
Qwen3 4B Instruct 2507 16.95 6091 13.34 47.10 10.60 43.12 8.21 31.89 6.86 42.14 474 29.25 11.14 66.03 9.57 54.83 11.39 53.05 8.96 40.77
ot 1938 6164 1676 5260 1078 3720 922 3019 729 4257 569 3210 1291 5805 1180 5127 | 1259 4980 1087 4154
Gemma 3 4B IT 1752 5393 1293 4065 1060 3858 740 2652 714 3811 463 2588 1182 5883 994  4617| 1177 4736 872 3480
+CaT 12.81 45.26 10.17 36.10 125 2775 5.61 2044 5.56 28.04 3.90 20.56 11.55 47.28 9.07 37.90 9.29 37.08 719 28.75
Open-weight Medical LLMs
MedGemma 4B IT 18.09 60.58 13.62 46.27 13.81 44.54 9.07 29.71 8.29 4243 5.1 27.58 13.18 65.08 10.52 51.55 13.34 53.16 9.58 38.78
st 2044 6164 1573 47.00 1289 4248 891  27.84 896 4084 498 2500 1196 5747 970 4489 | 1356 5061 983 3620
MedGemma 27B IT 2198 6350 1930 5573 1321 3876 1131 3265 906 4065 722 3115 1345 5951 1329 5344 | 1445 5060 1278 4324
+CaT 2230 66.10 2033 58.91 12.80 39.91 11.20 33.39 10.55 4353 8.36 34.38 15.08 63.18 14.21 57.07 15.18 53.18 1352 45.94
Open-weight Reasoning Models
OpenThinker3 7B 697 3325 639 2905 505 2225 451 1902 211 1807 177 1419 761 4076 734 3625 | 544 2858 500  24.68
ot 016 081 0.16 077 014 050 010 039 005 024 005 024 014 217 014 194 012 093 ol 0.84
Open-weight Medical Reasoning Models

HuatuoGPT ol 7B 13.06 36.66 10.27 29.42 11.56 3647 8.51 26.50 4.89 2301 353 16.21 11.01 4348 9.17 36.07 10.13 34.90 787 27.05
+CoT 0.57 1.62 0.51 1.47 0.32 1.06 0.26 0.91 0.14 0.62 0.14 0.47 0.14 1.09 0.14 1.02 0.29 110 0.26 0.97
ml 7B 23K 1533 5604 1165 4259 1193 4193 829 2973 700 3950 466 2610 992 5965 846 4723 | 1104 4928 826 364l
Jcat 795 4039 681 3517 541 3436 407 2580 321 2603 218 1908 625 4457 542 3889 | 570 3634 462 2974
AlphaMed 7B Instruct RL 4.30 18.25 299 13.12 3.99 14.29 295 10.60 230 12.56 1.44 8.13 7.34 32.74 5.69 2578 448 19.46 327 14.41
+CaT 6.00 19.71 459 15.42 3.94 18.39 327 14.08 216 14.09 1.49 10.24 5.30 30.57 452 24.97 435 20.69 347 16.18
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Table 18: Response length (mean + standard deviation) for MCQ answer format prompting across
benchmarks from Section 3}

MedQA MedMCQA MXQA MMLU Pro-H | Average
Proprietary Reasoning Models
Gemini 2.5 Flash Lite 1257.47 £3191.23 1119.54 +£3512.21 2628.94 4 4957.93 1335.20 £ 3220.06 | 1585.29
+CoT 2818.61 +4419.52 2139.62 + 4667.54 8736.47 + 7822.16 3745.60 &+ 5907.18 | 4360.07
Gemini 2.5 Flash 545.11 £ 197.13 123.44 + 192.86 844.54 1+ 266.83 377.23 £ 346.71 472.58
+CoT 1587.31 £ 1154.53 1033.27 & 1025.54 2967.20 + 2043.39 1449.88 4+ 1243.58 | 1759.41
Gemini 2.5 Pro 490.35 + 138.99 248.95 + 127.13 627.53 +270.05 334.02 + 217.40 425.21
+CoT 1465.06 £ 266.79  954.33 £ 272.60 1631.28 £390.26  1252.48 +375.49 | 1325.79
Proprietary Large Language Models
GPT-4.1 Mini 415.21 £ 150.39 155.87 £75.99 539.88 +224.97 302.50 £ 171.92 353.37
+CoT 382.19 + 118.66 200.29 + 67.40 509.30 + 165.14 334.75 + 138.41 356.63
Open-weight Large Language Models

Qwen2.5 3B Instruct 355.70 4+ 247.30 209.95 + 233.14 197.95 +235.02 318.69 £+ 169.92 270.57
+CoT 368.60 + 328.27 263.84 + 257.55 431.82 + 501.80 381.64 + 133.37 361.48

Qwen2.5 7B Instruct 112.42 £ 83.21 39.83 + 48.06 83.12 +70.98 53.92 +68.11 72.32
+CoT 1066.64 +2476.43  1819.36 & 3206.03 3376.30 + 3906.91 3310.99 + 3829.30 | 2393.32
Qwen2.5 14B Instruct 169.53 + 81.65 89.49 £ 65.35 149.53 + 68.53 108.68 £ 72.01 129.31
+CoT 227.06 + 79.52 171.93 £ 190.53 239.99 + 104.90 228.72 £ 116.49 216.93
Qwen3 4B Instruct 2507 917.31 £ 1093.89  364.78 £+ 640.04 1074.26 + 899.40  669.64 £ 835.01 756.50
+CoT 1055.03 £ 1189.65  536.58 + 793.92 1191.33 £936.30  794.32 £ 797.72 894.32
Gemma 3 4B IT 407.36 + 98.68 255.02 + 81.38 529.57 + 136.83 406.46 £ 131.04 399.60
+CoT 403.89 + 782.49 273.21 £ 607.06 425.57 £ 544.08 424.09 £ 740.47 381.69

Open-weight Medical LLMs
MedGemma 4B IT 376.22 +992.80 122.10 £ 541.86  427.47 £1056.55  263.80 + 646.20 297.40
+CoT 7657.11 £1975.69 8060.86 + 1009.42  8188.78 + 155.49  7924.15 + 1423.73 | 7957.73
MedGemma 27B IT 1193.72 £ 855.60  572.05 £732.17 1585.79 £ 1010.40  974.36 4+ 789.28 | 1081.48
+CoT 1419.63 £ 826.18 852.78 £783.07  2090.85 £ 1027.10  1331.33 £ 874.37 | 1423.65
Open-weight Reasoning Models
OpenThinker3 7B 4386.88 £2777.18 3672.76 =2787.49 6164.33 £ 2439.96 4933.49 +2773.43 | 4789.36
+CoT 7538.26 £ 1933.86  7284.63 +2249.75 7139.14 £ 2387.52 7399.08 + 1985.14 | 7340.28
Open-weight Medical Reasoning Models

HuatuoGPT ol 7B 501.45 + 83.88 399.07 £ 124.61 515.03 +179.38 472.94 £ 287.54 472.12
+CoT 524.25 £ 315.82 410.86 + 189.21 535.78 +238.44 479.55 £ 96.68 487.61
ml 7B 23K 1423.43 £2067.20 1117.32 £1798.36  1958.03 4 2502.58 1811.57 £ 2445.53 | 1577.59
+CoT 8185.63 +195.05 8184.38 +£214.57 8188.19 £ 135.88  8182.06 & 262.03 | 8185.07
AlphaMed 7B Instruct RL  336.71 4+ 252.38 197.61 + 155.88 362.00 = 210.89 346.32 £+ 129.34 310.66
+CoT 400.09 + 330.13 322.74 +357.22 489.54 + 744.54 452.29 £ 488.71 416.16
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Table 19: Response length (mean + standard deviation) for QA answer format prompting across
benchmarks from Section 3}

MedQA MedMCQA MXQA MMLU Pro-H | Average
Proprietary Reasoning Models
Gemini 2.5 Flash Lite 539.03 £713.66  366.96 £ 1111.66  752.54 + 1854.21 386.84 £ 306.99 511.34
+CoT 2578.72 £ 375491 2193.28 +4331.44 4146.62 + 5493.75 2481.86 + 4558.74 | 2850.12
Gemini 2.5 Flash 312.46 +224.98 181.34 + 184.48 341.99 +238.11 258.09 £ 232.62 273.47
+CoT 1637.81 £980.09  1206.37 + 885.25 2051.34 £ 1222.96 1406.75 4+ 1055.64 | 1575.57
Gemini 2.5 Pro 499.26 + 286.12 363.56 + 278.51 545.75 +290.95 428.83 £ 298.50 459.35
+CoT 1555.26 £463.10  1402.16 = 784.48  1655.74 £479.10  1494.77 £ 545.76 | 1526.98
Proprietary Large Language Models
GPT-4.1 Mini 340.36 = 178.95 179.09 + 103.89 388.24 + 199.08 231.40 + 148.30 284.77
+CoT 320.84 + 119.89 238.50 + 85.35 355.43 +134.23 253.05 + 102.18 291.95
Open-weight Large Language Models
Qwen2.5 3B Instruct 246.31 + 343.36 170.46 + 268.18 245.44 +279.15 193.74 + 123.33 213.99
+CoT 314.92 + 117.15 307.22 + 595.46 340.17 + 402.12 296.82 + 426.34 314.78
Qwen2.5 7B Instruct 171.16 £ 251.37 108.60 £ 89.28 170.38 £ 108.71 133.57 £ 101.85 145.93
+CoT 214.56 + 82.16 164.49 + 252.89 225.74 + 85.32 179.28 + 78.02 196.02
Qwen2.5 14B Instruct 160.09 + 244.07 118.92 +78.74 156.92 + 92.65 122.62 £ 78.94 139.64
+CoT 217.01 &+ 75.96 195.16 + 305.39 240.56 +261.87 199.52 + 303.65 213.06
Qwen3 4B Instruct 2507 47431 £438.88  419.78 £+ 1037.35 563.43 + 679.78 341.24 + 485.06 449.69
+CoT 565.40 £482.77  521.64 £1000.22  624.52 £ 600.58 441.24 £ 500.05 538.20
Gemma 3 4B IT 480.07 £ 201.84 339.02 + 188.74 504.22 + 198.02 405.77 £ 210.79 432.27
+CoT 343.19 + 150.29 251.72 £ 210.98 343.45 + 154.01 275.65 £+ 136.41 303.50
Open-weight Medical LLMs
MedGemma 4B IT 166.35 + 345.02 108.60 + 528.33 183.20 + 381.67 150.28 + 531.34 152.11
+CoT 343.13 £962.56  600.20 + 1810.89  526.34 £ 1473.62  502.38 £+ 1534.13 | 493.01
MedGemma 27B IT 797.26 + 678.04 395.62 + 483.65 901.12 £+ 929.02 518.22 + 454.65 653.06
+CoT 1020.20 & 863.48  849.69 £ 1055.90 1168.26 £ 1020.78  826.97 + 854.14 966.28
Open-weight Reasoning Models
OpenThinker3 7B 4372.27 £ 2887.58 4053.37 +2843.18 5123.57 £ 2780.84 3843.64 + 2864.54 | 4348.21
+CoT 4483.61 £ 2925.64 4330.32 +2859.00 5184.47 £+ 2810.99 3801.95 + 2852.59 | 4450.09
Open-weight Medical Reasoning Models
HuatuoGPT ol 7B 509.17 £92.77 456.40 £ 299.47 530.70 &+ 252.94 484.12 £ 413.76 495.10
+CoT 532.43 + 323.88 455.65 £ 84.25 543.79 + 303.99 471.90 £ 96.36 500.94
ml 7B 23K 1628.53 +2083.86 1376.54 £ 1753.36  1909.36 4 2242.62 1254.38 £ 1786.37 | 1542.20
+CoT 2355.00 +2511.52 2068.92 £ 2256.22 2795.45 +2593.80 2091.34 4 2332.12 | 2327.68
AlphaMed 7B Instruct RL ~ 244.48 + 406.33 186.20 + 312.77 235.77 +272.32 198.74 + 108.44 216.30
+CoT 284.31 + 605.91 223.78 + 549.05 309.03 + 678.04 245.06 + 595.63 265.55
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Table 20: Response length (mean + standard deviation) for ranked-list answer format prompting
across benchmarks from Section

MedQA MedMCQA MXQA MMLU Pro-H | Average
Proprietary Reasoning Models
Gemini 2.5 Flash Lite 98.61 £+ 744.16 88.90 £ 997.32 135.87 + 1085.66 50.13 £ 111.02 93.38
+CoT 7697.65 + 8361.72 5191.43 £ 7473.53 10339.69 £ 8598.17 6364.13 £+ 8108.09 | 7398.23
Gemini 2.5 Flash 34.67 + 28.84 21.87 +24.46 39.85 £+ 41.35 31.26 £+ 38.97 31.91
+CoT 1090.39 +793.30  820.04 + 755.68 1209.99 + 1023.00  962.94 4+ 854.95 | 1020.84
Gemini 2.5 Pro 41.62 £+ 45.35 26.98 + 41.48 44.23 +45.51 41.07 + 88.56 38.47
+CoT 1073.70 4+ 254.87 885.01 £ 275.27 1133.54 + 264.44 985.43 4+ 332.91 1019.42
Proprietary Large Language Models
GPT-4.1 Mini 163.78 + 98.56 86.79 £ 60.53 186.19 £+ 107.64 111.20 + 77.52 136.99
+CoT 282.98 + 100.23 206.23 4+ 69.57 302.09 £ 99.34 216.46 £+ 80.95 251.94
Open-weight Large Language Models
Qwen?2.5 3B Instruct 42.18 £+ 36.45 24.36 £+ 20.55 46.25 + 38.97 33.09 £ 30.90 36.47
+CoT 180.81 + 329.07 157.29 + 350.21 176.33 4 188.08 153.23 + 67.16 166.92
Qwen2.5 7B Instruct 30.90 £+ 18.33 19.26 + 13.26 33.21 +£21.03 26.23 £+ 18.85 27.40
+CoT 4705.88 +3976.94 3723.11 +4008.96 4801.62 + 3962.49 4504.85 + 4015.31 | 4433.86
Qwen2.5 14B Instruct 37.05 £+ 20.16 26.90 + 16.62 42.33 +£25.19 31.74 £ 21.19 34.51
+CoT 167.78 + 54.69 142.31 +248.58 178.23 4+ 58.97 162.10 + 422.30 162.61
Qwen3 4B Instruct 2507 61.19 +48.45 98.58 + 676.35 69.45 +93.76 47.98 + 39.37 69.30
+CoT 490.88 +778.15  431.86 £ 1009.89 500.40 £+ 647.48 409.64 + 796.57 458.19
Gemma 3 4B IT 60.97 + 88.76 56.17 £ 71.18 57.65 £+ 68.12 70.92 £+ 310.54 61.43
+CoT 272.78 £+ 568.13 228.08 + 566.71 291.60 £+ 637.28 210.28 £+ 336.13 250.69
Open-weight Medical LLMs
MedGemma 4B IT 885.26 +2464.30  1032.49 £ 2662.78  966.32 £ 2566.97  921.43 + 2523.40 | 951.38
+CoT 8179.20 +£310.00  8177.36 4+ 334.93 8180.46 £+ 297.15 8181.04 +£293.15 | 8179.52
MedGemma 27B IT 75.15 £ 363.27 33.21 £ 249.06 66.23 +202.91 33.26 £+ 42.59 51.96
+CoT 1011.49 4+ 842.55 945.87 + 1202.11  1237.82 + 124942  866.86 +904.18 | 1015.51
Open-weight Reasoning Models
OpenThinker3 7B 4915.88 +3022.94 4411.53 +£3028.07 5495.49 +2829.85 4154.27 £+ 3049.39 | 4744.29
+CoT 7842.04 + 1404.18 7561.84 + 1881.72  7737.29 + 1577.02  7377.80 £ 2054.35 | 7629.74
Open-weight Medical Reasoning Models
HuatuoGPT ol 7B 55.94 +330.24 34.55 £ 176.57 61.56 £+ 358.68 36.49 £+ 31.11 47.14
+CoT 395.63 £ 275.05 361.73 £ 326.84 404.67 £+ 150.04 336.29 + 335.71 374.58
ml 7B 23K 1629.10 +2926.38 1564.04 + 2882.66  1733.96 4+ 2945.14  1702.78 £ 2966.04 | 1657.47
+CoT 8146.77 £ 548.03  8149.01 £ 552.57 8166.48 +418.94  8133.05 £+ 648.74 | 8148.83
AlphaMed 7B Instruct RL 20.58 +28.28 17.68 + 175.47 20.46 £+ 32.36 17.26 + 17.24 19.00
+CoT 1340.47 +2803.22  852.62 +2297.19  1033.94 4+ 2461.34  979.52 + 2451.48 | 1051.64
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Table 21: Metrics related to the ranked list answer format from the generated evaluation responses
across benchmarks from Section[3] CP denotes the average rank position of the correct item within
the generated list, LL represents the average list length across all responses, and VLL corresponds
to the average valid list length, computed only over non-empty outputs.

MedQA MedMCQA MXQA MLUP-H
LL VLL CP LL VLL CP LL VLL CP LL VLL CP
Proprietary Reasoning Models

Gemini 2.5 Flash Lite 2.84 3.00 127 270 273 146 296 3.07 159 259 261 122
+CoT 0.75 205 1.10 1.16 1.76  1.17  0.60 2.11 132 096 1.74  1.09
Gemini 2.5 Flash 3.26 331 134 242 242 144 339 342 153 286 2.87 132
+CoT 1.08 292 130 1.33 228 126 092 293 134 130 253 1.28
Gemini 2.5 Pro 3.66 371 127  3.02 3.02 154 3.58 362 148 328 330 1.30
+CoT 3.56 369 128 292 3.09 156 351 3.69 147 320 337 134
Proprietary Large Language Models
GPT-4.1 Mini 3.44 359 121 290 290 148 340 346 150 3.07 3.09 1.24
+CoT 3.99 400 122 339 339 1.51 3.88 3.88 149 3.59 359 1.22
Open-weight Large Language Models
Qwen2.5 3B Instruct 3.56 356 1.67 242 242 157 353 353 195 286 2.86 156
+CoT 1.79 1.83 124 1.61 1.61 125 190 193 135 1.83 1.84 1.23
Qwen2.5 7B Instruct 2.73 273 143 184 1.84 134 2.68 2.68 1.61 229 229 141
+CoT 19549 19693 1.65 153.75 154.89 2.04 210.52 212.15 2.25 17698 178.92 1.70
Qwen2.5 14B Instruct 3.23 325 143 276 276 152 3.28 329 170 2.89 2.89 1.29
+CoT 2.57 257 127 207 207 128 257 257 149 224 224 1.17
Qwen3 4B Instruct 2507 4.42 442 1.68 3.40 340 175 438 438 190 3.64 3.64 148
+CoT 3.75 395 141 269 293 153 3.6 396 1.74 3.10 341 132
Gemma 3 4B IT 4.40 458 1.78 4.00 4.02 194 429 440 194 5.66 572 1.64
+CoT 3.60 422 158 294 363 175 379 464 178 337 403 1.57
Open-weight Medical LLMs
MedGemma 4B IT 90.18 90.33 2.12 104.13 104.13 233 8722 8731 243 9849 9849 1.72
+CoT 49191 54691 2.44 331.35 387.53 330 42949 51578 3.54 42399 480.82 3.26
MedGemma 27B IT 3.66 382 137 299 299 148 329 336 172 2.86 2.89 1.28
+CoT 3.95 401 131 3.14 321 153 470 483 1.61 344 349 1.25
Open-weight Reasoning Models
OpenThinker3 7B 2.25 345 136 1.99 273 138 1.84 304 1.60 2.17 3.01 137
+CoT 0.07 1.84 1.00 0.13 230 1.83 0.57 13.09 1.00 0.16 1.80 1.33
Open-weight Medical Reasoning Models
HuatuoGPT ol 7B 3.14 536 158 3.21 376 1.84 246 481 1.89 241 3.64 150
+CoT 0.04 2.61 1.16  0.03 1.99 154 0.03 312 200 0.02 207 1.12
ml 7B 23K 1444 1444 185 9.82 9.82 206 1823 1823 236 11.06 11.06 1.77
+CoT 13.00 17.14 145 1485 18.01 1.83 1622 2258 1.89 1442 1839 1.37
AlphaMed 7B Instruct RL ~ 2.00 2.68 192 1.58 235 172 203 273 208 211 2.61 158
+CoT 61.01 71.04 1.68 35.16 40.67 184 50.63 60.62 242 4465 50.64 1.60

Table 22: Results table for SFT experiments evaluated on the benchmarks with MCQ answer format
from Section MXQA refers to MedXpertQA (text), and MLUP-H refers to MMLU Pro (Health).

MedQA MedMCQA MXQA MLUP-H | Average

SFT-MCQ 66.46 18.44 14.20 59.29 39.60
+CoT 70.23 19.09 15.71 61.12 41.54
SFT-QA 67.32 15.59 13.63 54.16 37.67
+CoT 66.06 16.08 13.18 55.87 37.80
SFT-List 26.24 0.31 5.67 10.51 10.68
+CoT 29.85 0.46 6.61 13.57 12.62

Table 23: Results table for SFT experiments evaluated on the benchmarks with QA answer format
from Section MXQA refers to MedXpertQA (text), and MLUP-H refers to MMLU Pro (Health).

MedQA MedMCQA MXQA MLUP-H | Average
Accqa AcclékM Accb&M Acc(L)];\M AccggM AchéI;M AcclékM Accgﬁ\M ‘ Accg;M Acc&M

SFT-QA 1825  52.72 7.75 42.48 5.27 40.41 13.72 50.68 ‘ 11.25 46.57

+CoT 18.09  53.28 8.35 42.11 4.89 40.17 13.72 52.58 11.26 47.04
SFT-MCQ 17.19  53.69 8.26 43.53 5.42 41.56 13.45 53.40 11.08 48.04

+CoT 19.14  56.85 8.62 43.99 4.84 38.59 14.27 50.82 11.72 47.56
SFT-List 0.32 0.97 0.05 0.64 0.19 1.63 0.41 1.36 0.24 1.15

+CoT 0.41 1.95 0.23 0.78 0.24 1.87 0.82 2.58 0.42 1.80
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Table 24: Results table for SFT experiments evaluated on the benchmarks with a ranked list answer

format from Section[d.T} MXQA refers to MedXpertQA (text), and MLUP-H refers to MMLU Pro
(Health).

MedQA
1 MRRi,  MRRED

Accrin
61.64 22.40 54.89
21.63 5391

60.50

63.42 15.36 4591
47.69 17.43 46.31
54.66 15.22 44.62

31.87

MedMCQA
Accli}! MRRuw
36.42 9.76
3175 9.71
51.28
25.37
46.56
18.39

MXQA

AcclM  MRRy
6.96

37.73
37.87 7.00

MLUP-H |

AccHM  MRRuq  MRRER | Aceri
14.83 54.30 15.26
14.79 5227 14.96
15.48
11.50
12.94
7.88

Average
clit! MRRi, MRRERY

Aceriy
49.10 1349
13.28

49.08
57.50

Accpise

24.90
24.01

2084
o 17.84
SFL.QA 1841
ot 1249

Accpise

11.33
11.10

15.50
8.39
12.84
6.01

MR
30.32
31.38

33.16
24.59
32.77
17.54

Accpise

8.92
8.96

MR
29.40
28.86

28.67
22.58
27.17
13.36

Accpise

15.90
15.76

15.62
13.86
13.32
9.38

SFT-List

ot

SFT-MCQ

51.00
46.00
51.53

12.17 3222

30.62

Table 25: Results table for prompting experiments evaluated on open-ended benchmarks using List
prompting strategies. The highest overall score in each benchmark column is shown in bold.

Model MedQA MedMCQA MXQA MLUP-H | Average
Acciiy! MRREG Accrit! MRRpp  Acepit! MRRE Acepid! MRREG | Accfid! MRRE
SFT-List 61.64 54.89 36.42 30.32 37.73 29.40 60.60 5430 | 49.10 42.23
SFT-MCQ  63.42 4591 51.28 33.16 46.26 28.67 69.02 51.00 ‘ 57.50 39.68
SFT-QA 54.66 44.62 46.56 32.77 38.30 27.17 65.76 51.53 51.32 39.02

Table 26: Response length (mean =+ standard deviation) for MCQ answer format for the experiments
from Section[4.1}

MedQA

MedMCQA

MXQA

MLUP-H

Average
| g

SFT-MCQ 3332.74 £+ 1671.04

+CoT

3148.79 + 1718.24

1344.50 £+ 1316.94
1278.25 £ 1211.38

3918.01 + 1859.36
3858.86 + 1820.45

2399.41 £ 1657.66
2287.22 + 1558.91

2748.66
2643.28

SFT-QA
+CoT
SFT-List

+CoT

2933.34 £1710.83
2870.24 £ 1623.05
3656.68 + 1433.71
3525.13 + 1581.85

1267.93 £ 1394.58
1361.11 £ 1477.56
1218.50 £ 1504.40
1257.90 £ 1481.72

3152.43 £ 1819.12
3307.65 + 1723.66
4169.00 £+ 1664.91
4063.66 + 1674.81

2105.04 £ 1657.94
2162.59 £ 1595.87
2378.76 £ 1851.69
2256.44 £ 1626.20

2364.69
2425.40
2855.74
2775.78

Table 27: Response length (mean =+ standard deviation) for QA answer format for the experiments

from Section@

MedQA MedMCQA MXQA MLUP-H | Average

SFT-QA 1295.77 £991.87 1082.37 4+ 1028.77 1468.30 + 1235.48 1092.76 £ 923.33 | 1234.80
+CoT 1450.64 £ 1084.56 1195.57 & 1168.67 1719.79 + 1428.31 1187.19 £+ 864.02 | 1388.30
SFT-MCQ 1448.70 +£ 1168.88  1123.19 +978.47 1823.66 + 1542.80 1281.55 4+ 1125.39 | 1419.28
+CoT 1442.76 £+ 1233.05 1146.67 = 1069.65 1769.96 4+ 1506.86 1200.58 + 1003.70 | 1389.99
SFT-List 1417.71 £1231.00 1019.12 £ 1068.58 1579.55 £+ 1346.94 1133.24 + 1090.30 | 1287.40
+CoT 1488.67 £ 1253.06 1073.88 4 1056.35 1648.48 + 1418.77 1120.35 + 883.86 | 1332.85

Table 28: Response length (mean + standard deviation) for a ranked-list answer format for the
experiments from Section[4.1}

MedQA MedMCQA MXQA MLUP-H | Average

SFT-List 1365.25 £ 1074.55 1154.27 £ 960.43 1485.45 + 1156.37 1120.23 £ 775.11 | 1281.30
+CoT 1527.38 £ 1109.57 1225.99 + 1073.97 1704.15 + 1294.16  1242.31 £ 968.28 | 1424.96
SFT-MCQ 2497.83 4+ 3257.88 1948.54 £ 3239.73 2984.07 4+ 3433.67 2320.56 £+ 3310.11 | 2437.75
+CoT 1801.25 £ 1373.75 1233.82 £935.18 219248 + 1561.14 1456.62 4+ 1238.29 | 1671.04
SFT-QA 1634.33 £+ 2060.58 1835.73 +2674.40 1798.66 + 2182.52 1761.27 +2501.29 | 1757.50
+CoT 1629.20 + 1134.62 1258.18 4+ 1244.22 1913.98 + 1349.85 1325.79 £ 960.62 | 1531.79
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Table 29: Metrics related to the ranked list answer format from the generated evaluation responses
across benchmarks from Section 4.1}

MedQA MedMCQA MXQA MLUP-H

ILL VILL CP LL VLL CP LL VLL CP LL VLL CP
SFT.List 272 274 129 211 213 146 282 284 160 237 237 128
+coT 278 280 128 210 2.3 144 285 288 1.63 247 249 133
SFT-MCQ 144.84 146.14 2.65 13598 136.04 2.82 15128 151.79 341 13236 132.90 2.43
+coT 151 154 107 129 131 107 146 150 116 147 150 1.07
SFT-QA 842 875 164 1552 1570 196 13.03 13.66 201 17.01 1727 1.65
+CoT 1.17 200 109 097 151 113 099 193 128 103 167 1.08

Table 30: Results table for RFT experiments evaluated on the benchmarks with MCQ answer format

from Section[d.2}
| Dataset  Prior Prompt Reward Function | Prompting | MedQA' MedMCQA MXQA MLUP-H | Average
RFT-MCQ (Baseline, No Prompt) MCQ No Prompt MCQ-Acc MCQ-CoT 66.30 16.99 14.20 58.31 38.95
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Acc MCQ 67.48 18.73 14.33 58.68 39.80
RFT-MCQ (MCQ-CoT) MCQ MCQ-CoT MCQ-Acc MCQ-CoT | 66.93 17.45 14.16 58.80 39.34
RFT-QA (Baseline, No Prompt) QA No Prompt QA-Acc MCQ-CoT 47.05 10.54 12.49 40.95 27.76
RFT-QA (Baseline, QA) QA QA QA-Acc MCQ 51.06 14.93 10.73 36.19 28.23
RFT-List (Baseline, List, Acc) QA List List-Acc MCQ 16.03 6.21 8.12 21.52 12.97
RFT-List (List-CoT, Acc) QA List-CoT List-Acc MCQ-CoT 36.53 797 9.55 35.57 22.40
RFT-List (List, MRR) QA List List-MRR MCQ 12.18 5.79 7.18 16.50 10.41
RFT-List (List-CoT, MRR) QA List-CoT List-MRR MCQ-CoT 23.96 10.65 7.51 30.81 18.23
RFT-List (List-CoT, Judge-MRR) QA List-CoT LLM-List-MRR MCQ-CoT 30.09 11.37 5.55 34.96 20.49
RFT-MCQ (MCQ-CoT, 4 Epochs) | MCQ MCQ-CoT MCQ-Acc | MCQ-CoT | 68.34 18.24 14.37 5892 | 3997
RFT-MCQ (MCQ-CoT, No format) | MCQ No Prompt MCQ-Acc-NF | MCQ-CoT | 67.56 18.18 13.96 5856 | 39.57
RFT-List (List-CoT, Judge-MRR-Simple) QA List-CoT LLM-List-MRR-Simple | MCQ-CoT 2427 12.15 7.76 31.91 19.02
RFT-List (List-CoT, Judge-MRR-Gemini) | QA List-CoT LLM-List-MRR-Gemini ‘ MCQ-CoT ‘ 54.12 18.46 9.76 50.12 33.12
RFT-MCQ (Acc) + QA (Acc) MCQ.QA MCQ-CoT.QA-CoT MCQ-Acc.QA-Acc MCQ-CoT | 28.04 0.00 9.88 1333 12.81
RFT-MCQ (Acc) + List (Acc) MCQ,QA MCQ-CoT,List-CoT MCQ-Acc,List-Acc MCQ-CoT 68.03 17.84 14.37 58.56 39.70
RFT-MCQ (Acc) + List (MRR) MCQ,QA MCQ-CoT,List-CoT MCQ-Acc,List-MRR MCQ-CoT 68.74 17.93 13.59 59.78 40.01
Qwen2.5 3B: RFT-MCQ MCQ MCQ-CoT MCQ-Acc MCQ-CoT | 54.05 14.96 12.33 43.77 31.28
Qwen2.5 3B: RFT-QA QA QA-CoT QA-Acc MCQ-CoT | 52.95 25.09 11.43 41.08 32.64
Qwen2.5 3B: RFT-List (Acc) QA List-CoT List-Acc MCQ-CoT 52.24 24.67 10.78 40.95 32.16
Qwen2.5 3B: RFT-List (MRR) QA List-CoT List-MRR MCQ-CoT 50.67 24.70 11.59 41.08 32.01
Qwen3 4B: RFT-MCQ MCQ MCQ-CoT MCQ-Acc MCQ-CoT | 75.88 18.81 18.12 68.09 4522
Qwen3 4B: RFT-QA QA QA-CoT QA-Acc MCQ-CoT 75.88 19.80 17.59 67.36 45.16
Qwen3 4B: RFT-List (Acc) QA List-CoT List-Acc MCQ-CoT 73.76 20.07 15.67 65.40 43.73
Qwen3 4B: RFT-List (MRR) QA List-CoT List-MRR MCQ 75.18 19.37 16.82 65.89 44.32
OpenThinker3 7B: RFT-MCQ MCQ MCQ-CoT MCQ-Acc MCQ-CoT 56.79 17.11 13.02 48.04 33.74
OpenThinker3 7B: RFT-QA QA QA-CoT QA-Acc MCQ-CoT 56.64 21.66 11.51 46.21 34.01
OpenThinker3 7B: RFT-List (Acc) QA List-CoT List-Acc MCQ-CoT 56.25 22.57 11.02 47.07 3423
OpenThinker3 7B: RFT-List (MRR) QA List-CoT List-MRR MCQ-CoT 57.50 21.76 11.35 47.80 34.60
ml 7B 23K: RFT-MCQ MCQ MCQ-CoT MCQ-Acc MCQ-CoT 76.28 19.95 19.63 64.06 44.98
ml 7B 23K: RFT-QA QA QA-CoT QA-Acc MCQ-CoT 72.51 21.79 16.33 61.61 43.06
ml 7B 23K: RFT-List (Acc) QA List-CoT List-Acc MCQ-CoT 73.06 21.69 17.96 63.45 44.04
ml 7B 23K: RFT-List (MRR) QA List-CoT List-MRR MCQ-CoT 75.88 20.60 16.90 60.76 43.54
AlphaMed 7B: RFT-MCQ MCQ MCQ-CoT MCQ-Acc MCQ-CoT 71.88 17.58 17.06 61.61 42.03
AlphaMed 7B: RFT-QA QA QA-CoT QA-Acc MCQ-CoT | 71.25 17.06 15.71 62.96 41.74
AlphaMed 7B: RFT-List (Acc) QA List-CoT List-Acc MCQ-CoT 68.19 15.50 12.61 57.09 38.35
AlphaMed 7B: RFT-List (MRR) QA List-CoT List-MRR MCQ-CoT 60.57 14.75 14.20 56.23 36.44
RFT-List (List-CoT, MRR, LP=0) QA List-CoT List-MRR-0 MCQ-CoT 17.12 8.11 5.10 21.39 12.93
RFT-List (List-CoT, MRR, LI QA List-CoT List-MRR-0.1 MCQ-CoT 65.04 20.00 12.94 52.93 37.73
RFT-List (List-CoT, MRR, LI QA List-CoT List-MRR-0.3 MCQ-CoT | 55.22 18.07 10.53 50.24 33.52
RFT-List (List-CoT, MRR, LI QA List-CoT List-MRR-0.5 MCQ-CoT 63.00 20.70 12.65 54.77 37.78
RFT-List (List-CoT, MRR, LP=0.7) QA List-CoT List-MRR-0.7 MCQ-CoT 56.48 18.78 12.24 51.34 3471
RFT-List (List-CoT, MRR, LP=0.9) QA List-CoT List-MRR-0.9 MCQ-CoT 60.88 19.01 11.51 50.49 35.47
AlphaMed 7B: RFT-List (Acc, LP=0.3) QA List-CoT List-Acc-LP-0.3 MCQ-CoT 23.88 11.72 7.67 44.01 21.82
ml 7B 23K: RFT-List (Acc, LP=0.3) QA List-CoT List-Acc-LP-0.3 MCQ-CoT 74.78 21.50 17.27 61.25 43.70
OpenThinker3 7B: RFT-List (Acc, LP=0.3) | QA List-CoT List-Acc-LP-0.3 MCQ-CoT 56.64 21.76 11.02 48.04 34.36
Qwen2.5 3B: RFT-List (Acc, LP=0.3) QA List-CoT List-Acc-LP-0.3 MCQ-CoT 49.57 21.38 11.88 41.81 31.16

N.2 FINE-TUNING

N.2.1 SFT

Tables [22] to [24] present the non-aggregated versions of the aggregated results shown in the main
body of this study (Table [T]in Section f.I). While, Tables [26] to 28] show average response length
per benchmark. Table 29] shows metrics related to list responses, e.g., list length and position of a
correct item.

N.2.2 RFT

Tables [30] to 32] present the non-aggregated versions of the aggregated results shown in the main
body of this study (Table [T]in Section [d.2). While, Tables [33]to [35] show average response length
per benchmark. Table [36] shows metrics related to list responses, e.g., list length and position of a
correct item.
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Table 31: Results table for RFT experiments evaluated on the benchmarks with QA answer format
from Section

| Dataset  Prior Prompt Reward Function | Prompting | __ MedQA MedMCQA MXQA MLUP-H | Average
| | Accor  Accg Accoa Accha! Accoa Acchi! Accoa Acchi! | Accoa  Acchi!

RFT-QA (Baseline, No Prompt) QA No Prompt QA-Acc QA-CoT | 584 2871 326 3174 153 571 3220 | 408
RFT-QA (Basclinc, QA) QA QA QA-Acc QA 065 2060 138 3193 029 149 2717 | 095
RFT-QA (Baseline, QA) QA QA QA-Ace QA-CoT | 105 2174 128 3087 0.14 231 2649 | 120
RFT-QA (QA-CoT) QA QA-CoT QA-Acc QA-CoT | 130 2238 133 3151 029 122 2785 | 103
RFT-MCQ (Bascline, No Prompt) MCQ  No Prompt MCQ-Acc QA-CoT | 1427 5150 739 4440 508 1291 50.00 | 991
RFT-MCQ (Bascline, MCQ) MCQ  MCQ MCQ-Acc QA 1298 4769 693 4427 374 1318 4986 | 921
RFT-MCQ (Bascline, MCQ) MCQ  MCQ MCQ-Acc QA-CoT | 1338 4720 748 4477 427 1182 4701 | 924
RFT-MCQ (MCQ-CoT) MCQ  MCQ-CoT MCQ-Acc QA-CoT | 1476 5036 720 4532 441 1345 5258 | 996
RFT-List (Baseline, List, Acc) QA List List-Acc QA 1354 4493 679 4367 436 1304 5163 | 943
RFT-List (Bascline, List, Acc) QA List List-Acc QA-CoT | 1241 4112 550 3633 379 1073 4198 | 811
RFT-List (List-CoT, Acc) QA List-CoT List-Acc QA-CoT | 624 2003 197 1748 158 734 2405 | 428

“List (List, MRR) QA List List-MRR QA 1549 5069 748 4413 465 1386 5190 | 10.37
RFT-List (List. MRR) QA List List-MRR QA-CoT | 17.52 5053 789 4427 451 1345 5149 | 1084
RFT-List (List-CoT, MRR) QA List-CoT List-MRR QA-CoT | 568 2060 321 2275 192 693 2758 | 444
RFT-List (List-CoT, Judge-MRR) QA List-CoT LLM-List-MRR QA-CoT | 973 3049 477 3028 278 870 3505 | 650
RFT-MCQ (MCQ-CoT, 4 Epochs) |MCQ  MCQ-CoT MCQ-Acc [QA-CoT | 1509 4866 729 4394 465 1200 5000 | 978
RFT-MCQ (MCQ-CoT, No format) |MCQ  No Prompt MCQ-Acc-NF |QACoT | 1387 4874 734 4491 436 1236 5217 | 948
RFT-List (List-CoT, Judge-MRR-Simple) | QA List-CoT LLM-List-MRR-Simple ‘ QA-CoT ‘ 470 2685 413 2835 187 679 3193 | 437
RFT-List (List-CoT, Judge-MRR-Gemini) | QA List-CoT LLM-List-MRR-Gemini | QA-CoT | 14.19 4696 739 4220 422 1182 4878 | 940
RFT-MCQ (Acc) + QA (Acc) MCQQA MCQ-CoT.QA-CoT MCQ-Acc,QA-Acc QA-CoT | 470 2985 330 3761 0.9 462 3682 | 340
RFT-MCQ (Acc) + List (Ace) MCQ.QA MCQ-CoT.List-CoT MCQ-Acc List-Acc QA-CoT | 1679 5247 853 4404 580 1386 50.68 | 11.24
RFT-MCQ (Acc) + List (MRR) MCQQA MCQ-CoT.List-CoT MCQ-Acc.ListMRR | QA-CoT | 1857 5296 794 4537 556 1522 5394 | 1182
Quen2.§ 3B RTMCQ MCQ  MCQ-CoT MCQ-Acc QA-CoT | 892 3536 583 3881 331 924 3845 | 682
Qwen2.5 3B: RFT- QA QA-CoT QA-Ace QA-CoT | 146 2522 087 3339 0.0 095 2867 | 0.84
Qwen QA List-CoT List-Ace QA-CoT | 1152 4096 573 4032 278 897 4008 | 725
Quen: QA List-CoT List-MRR QA-CoT | ILII 4071 638 4119 321 1101 4239 | 7.93
Qwen3 4B CQ MCQ  MCQ-CoT MCQ-Acc QA-CoT | I7.11 5100 853 4505 5.8 1318 4851 | 11.00
Qwen3 4B: RFT-QA QA QA-CoT QA-Acc QA-CoT | 1290 4899 748 4491  3.69 10.19 5095 | 857
Qwen3 4B: RFT-List (Acc) QA List-CoT List-Acc QA-CoT | 1857 5328 904 4615 570 1345 5367 | 1169
Qwen3 4B: RFT-List (MRR) QA List-CoT List-MRR QA 1841 5345 908 4550  6.09 1413 5476 | 1193
Qwen3 4B: RFT-List (MRR) QA List-CoT List-MRR QA-CoT | 1971 5418 986 4537 642 1440 5217 | 12.60
OpenThinker3 7B: RFT-MCQ MCQ ce QA-CoT | 649 4371 468 37.66 225 734 4511 | 519
OpenThinker3 7B: RFT-QA QA QA-CoT | 633 4185 450 4220 187 598 4239 | 467
OpenThinker3 7B: RFT-List (Acc) QA QA-CoT | 754 4558 505 3876 2.1 820 4266 | 575
OpenThinker3 7B: RFT-List (MRR) QA QA-CoT | 7.4 4412 523 39.13 283 707 4348 | 557
ml 7B 23K: RFT-MCQ MCQ QA-CoT | 1265 4818 642 3858 374 1114 4633 | 849
ml 7B 23K: RFT-QA QA QA-CoT | 10.87 4785 537 4578  3.12 815 5163 | 688
ml 7B 23K: RFT-List (Acc) QA QA-CoT | 1306 5028 771 4083 379 1128 49.18 | 896
ml 7B 23K: RFT-List (MRR) QA QA-CoT | 1468 5215 693 4087 446 1332 5149 | 9385
AlphaMed 7B: RFT-MCQ MCQ QA-CoT | 568 1809 275 1950 0.96 462 2296 | 3.50
AlphaMed 7B: RFT-QA QA QA-CoT | 624 3861 326 4055 149 476 4266 | 394
AlphaMed 7B: RFT-List (Acc) QA List-CoT List-Acc QA-CoT | 908 2539 514 2885 225 679 2908 | 582
AlphaMed 7B: RFT-List (MRR) QA List-CoT List-MRR QA-CoT | 1038 3017 647 3413 307 870 3723 | 7.6
RFT-List (List-CoT, MRR, LP=0) QA List-CoT List-MRR-0 QA-CoT | 1208 3698 555 3275 374 1155 4076 | 823
RFT-List (List-CoT, MRR, LP=0.1) QA List-CoT 1 QA-CoT | 1800 5126 853 4491 566 1522 5421 | 1185
RFT-List (List-CoT, MRR, LP=0.3) QA List-CoT QA-CoT | 1857 5442 757 4550 523 1481 5353 | 1154
RFT-List (List-CoT, MRR, LP: QA List-CoT QA-CoT | 17.60 5093 803 4560 5.8 1413 4891 | 1124
RFT-List (List-CoT, MRR, LP=0.7) QA List-CoT QA-CoT | 1809 5223 789 4326 5.8 1508 5326 | 1156
RFT-List (List-CoT. MRR, LP=0.9) QA List-CoT QA-CoT | 1573 4947 720 4431 499 1345 5027 | 10.34
‘AlphaMed 7B: RFT-List (Acc, LP=0.3) | QA List-CoT QA-CoT | 1582 4517 702 3683  3.69 1200 4321 | 966
ml 7B 23K: RFT-List (Acc, LP=0.3) QA List-CoT QA-CoT | 1233 5061 674  39.68  3.64 101 4823 | 843
OpenThinker3 7B: RFT-List (Acc, LP=0.3) | QA List-CoT co QA-CoT | 7.14 4469 500 3945 297 802 4538 | 578
Qwen2.5 3B: RFT-List (Acc, LP=0.3) QA List-CoT TotAcerp 03 QA-CoT | 989 3220 477 2904 259 802 3139 | 632

Table 32: Results table for RFT experiments evaluated on the benchmarks with a ranked-list answer
format from Section[d.2}

| Dataset  Prior Prompt Reward Function I prompting | MedQA MedMCQA MLUP-H Average
Acei Al MRy MRRED Accine Accl MRRx Accias MRREY Acci AccHy MRRin MRRES | Acciw Accia’ MRRi, MRREZ'
o 005 @0 B2 @66 1091 1726 704 205 Tase 1505 4660 | 2306 G108 D8} 3713
QA s s922 120 280 1L 266 WIS 186l @02 ISS7 5206 | 1865 SR 1352 066
QA 2412 49.83 1940 4729 1311 1395 2323 668 5175 211 5661 16.17 4026
0a n2 a0 055 %69 1280 1431 w0 2w 725 2 | 206 @00 1527 a124
QA 065 1729 a0 1180 1285 3 065 7 57 |04 w40 1504 4208
QA Licor S8 80 23 1226 1347 FIEERETR T ) 5623 | 096 6160 158 4%
QA Lincor 1851 607 261 562 966 73 364 14817323 1360 61 | 1486 090 1216 488
MCQ  NoPrompt B0 4649 794 3060 7107 o1 2430 1% 5393 1132 458 | 1032 4195 525 3649
MCQ  MCQ DR W3 71 WA TR 62 22 25 0136 4618 | loor 78 891 37
MCQ  MCQ 2% W2 716 12 67l 358 1786 1060 443 103 4237 | 89 5 019
MCQ  MCQCoT W WIS 766 N4 ea 542 2101 52004 100 4519 | 9% 006 sl6 3300
FTQA (Basclne, No PrompO) Q8 NoPompt [EEEE] 6 50 205 Si® S5 ws | 975 42 8@ m1
RFT-QA (Baseline, QA) QA QA ist 1277 4288 1064 4303 823 638 2683 1250 2.77 1072 51.56 1142 4993 9.06 3835
RFT-QA (Bascline, QA) QA QA QA-Ace. List-CoT 11.98 47.07 6 3679 6.54 56 26.06 8t 60.05 727 51712 8.7 4721 3854
RFT-QA (QA-CaT) QA QAT QAcAce 063 050 29 03 034 o2 o 47 | o 3 os 2w
RIT-MCQ (MCQ-CoT. 4 Epoch) MCQ  MCQCaT MO 1450 el %15 T st 49 Tles 4796 1122 das | 990 a6 93 220
RFT-MCQ (MCQ-COT, No forman) MCQ  NoPrompt g 1306 T4 %% 68 s N3 N9 068 129 400 | 001 3al o1 347
RET-List (Lot MRRSimplo [QA Lol NRRSimple S FERETE TR ¥5) B IR T R R TR IL I ¥ TR %1
RFTLin (ListCoT, Judge MRR Gemin) | QA ListCal LML Mk G | Lo Cor 1671 s 55 ow 520 Ms 137 Ti88 187 @5 | 37 93 i09s 00
RFT-MCQ (Ace) + QA (Acc) MCQQA  MCQ-CoT.QA-CoT Q-Acc,QA-Acc List-CoT 804 3307 518 316 2128 5448 652 46.60 630 4118 3424
RFT-MCQ (Acc) + List (Acc) MCQQA  MCQ-CoT List-CoT M(‘Q Acc List-Ace List-CoT 2260 1890 5294 12.19 1496 3129 2120 7310 16.6¢ 54.32 21 6152 15.10 41
RFT-MCQ (Ace) + List (MRR) MCQQA MCQ-COTList-CoT MCQ-Acc.Lis-MRR | List-CoT 20 160147911185 ek W1 2 179 5685 | 189 STa 148 880
MCQ  MCQCaT 1045 656 2017 598 360 56 o Gl6 8} Al [ 775 22 6% 3801
QA 1052 B 376 S04 260 1060 563 836 4486 78 7a B
Qn o 1743 B8 21 1036 161 s 7 Gs6l 1397 458 | 066 8 368
QA LiscCot 1775 17 28 1036 371 22 202 1495 ases | 205 ssaz 3401
NCQ LiseCoT 1867 13 a9 95 791 3500 1481 6875 3se 5097 | 13ee 4 61
oA 1605 0T 2T 89S 35 B[O 1250 6630 1176 72 | 1234 546 657
QA 160 6624 1346 271 Wse 2527 MU 0 060 | 2774 TLeo e
QA 94 V6 096 1319 1436 B4s 2@ 03 1540 SS06 | 208 6038 a1
OpenfThinker3 78: RFTMCQ MCQ 901 ST Ba7 sst 307 B 80 4592 8 e | Gis B W11
Ok T RITOA iry 520 o9 2826 367 177 S5 s s 4178 W 3o
an 1560 13 2% 96 1342 AT 224 6630 137 4ISI | 2005 69 1103 39
a 1368 80T 576 1000 127 B[R N BB AR M |83 o4 125 B0
MCQ 16,68 073 3505 958 66 WS 1386 S88 1298 24 | 240 424 1120 40
QA 13.08 913 3422 822 547 27.07 8. 57.20 822 5213 4 52 40.04
QA 3.6 2472 5830 1269 18.12 26.01 2636 7554 16.84 4543 2648 6635 1552
a nas WS 6106 13ds 1531 W7 B} B s 21 | BDsT e 156l 8200
MCQ i 1233 140 s Lis 207 sk T I A
ooy ot 1567 ETRE VY 23 2BE1 L4 SLe9 121 4775 | 1048 3789 3495
| QA List-CoT 2223 1550 4798 11.09 10.74 3208 1834 69.57 16.45 57.65 17.8¢ 5729 1432 4416
Alphabed 78: RFT-List (MRR) QA LiseCoT B 1537 4555 1106 116 3078 1957 eols 1714 5895 | 1847 5522 1505 4391
REFL (G N L) o TiseCoT 571 725 s 12w 250 25 2038 60 70 20 | D S
s P0 QA o 53 951 74y 95 7 N2 17 A8y 712 4% | 3% 02 e 340
Qn 1540 o 2% 903 638 ISS1se0 s 1se W77 | et e 1M 2nl
QA CoT 1663 PRI 647 155 154 3 154 3ag |18 2600 118 2601
RFTLin Mk LT oA ol 172 85 25 85 652 156 Q440 300 w0 302 | 1ies 2739 e 2734
RFT-n (L Cor, MRK. 19-0%) oA LiCoT 1500 B 25 sel % 1497 14271 361s 1427 61s | N8 2or nsy 270
AT R (e 705 |8 TeCoT 2020 s 018 76 1878 1T 470 1705 4280 | 48 }ss 025 319
nl 7B 23K: RFT-List (Acc QA 1067 0o 2399 973 535 105 I658 475 lel7 4228 |10 323 18I 3e
OpenThinker 75: R U0 | Gr Lin 1563 o6 752 i BRIl 374 1067 B0 | 922 86 884 2300
Quen2.5 3B: RFT-List (Ace, LP=03) | QA ListAceLP03 135 30 060 800 s 1608 101 38 1073 3179 | 9% 2665 960 2506

49



Under review as a conference paper at ICLR 2026

Table 33: Response length (mean =+ standard deviation) for MCQ answer format for the experiments

from Section

Dataset  Prior Prompt Reward Function Prompting MedQA MedMCQA MXQA MLUP-H Average
RFT-MCQ (Bascline, No Prompt) MCQ No Prompt MCQ-Acc MCQ-CoT | 529.06+ 660.03  293.64+281.92 57346+ 68275  497.52+559.83 | 473.42
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Ace MCQ 176.62 + 90.24 77.53+6476  141.82+18270 11684 +107.32 | 128.20
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Ace MCQ-CoT | 2317149031 1731412879 22221+ 12687  263.59+ 143.15 | 222.66
RFT-MCQ (MCQ-CoT) MCQ MCQ-CoT MCQ-Acc MCQ-CoT | 249.18 46722 13657+ 15645 23036 £91.73  199.08 + 107.90 | 203.80
RFT-QA (Baseline, No Prompt) QA No Prompt QA-Ace MCQ-CoT | 330.54+670.02 1712132932  302.67 40341  229.17+107.92 | 25840
RFT-QA (Baseline, QA) QA QA QA-Ace MCQ 17806 + 332.86  66.85 + 59.55 155.64 + 24744 117.39£90.03 | 129.48
RFT-QA (Bascline, QA) QA QA QA-Acc MCQ-CoT | 27726 +398.19  140.54 £ 116.14  282.95+29665 21252+ 11577 | 22832
RFT-QA (QA-CoT) QA QA-CoT QA-Ace MCQ-CoT | 3231624399 19273+ 163.01 3821949291 2858230512 | 29597
RFT-List (Bascline, List, Acc) QA List List-Acc MCQ 124.63 + 24231 40.48 = 51.09 108.21 + 86.27 64.19 + 73.56 8438
RFT-List (Baseline, List, Acc) QA List List-Acc MCQ-CoT | 220.93+74.88  131.90+54.60  224.68= 18661  194.70=9621 | 193.05
RFT-List (List-CoT, Acc) QA List-CoT List-Ace MCQ-CoT | 2447332616 13218+ 113.00 244.32+ 18584  208.52:29576 | 207.44
RFT-List (List, MRR) QA List List-MRR MCQ 2151 +47.27 15.78 + 28.55 45.85 + 176.77 2570 + 46.81 2721
RFT-List (List, MRR) QA List List-MRR MCQ-CoT | 22825+65.15  159.50+ 186.67 ~ 221.85+96.12  238.78+29646 | 212.09
RFT-List (List-CoT, MRR) QA List-CoT List-MRR MCQ-CoT | 187.05+64.96 122084446  208.78+242.88  176.09=8381 | 173.50
RFT-List (List-CoT. Judge-MRR-Gemini) | QA List-CoT LLM-List MRR-Gemini | MCQ-CoT | 28294 £98.54  150.54 £ 120.62 27870+ 17424 24320+ 12807 | 23885
RFT-MCQ (MCQ-CoT. 4 Epochs) | MCQ MCQ-CoT MCQ-Ace | MCQ-CoT | 32586+7829 202536622 43550+ 15171  379.03 % 130.02 | 335.73
RFT-MCQ (MCQ-CoT, No format) | MCQ No Prompt MCQ-Acc-NF | MCQ-CoT | 206.18 £232.18 132,61 £ 15200 19021 £78.16 17931 £89.46 | 177.08
RFT-List (List-CoT. Judge-MRR) QA List-CoT LLM-List MRR MCQ-CoT | 1951639585  114.92+211.49  199.62+491.15  160.93 40508 | 167.66
RFT-List (List-CoT. Judge-MRR-Simple) | QA List-CoT LLM-List-MRR-Simple | MCQ-CoT | 212.04 +324.82  127.65+53.78 2363929936  188.67£97.02 | 191.19
RFT-MCQ (Acc) + QA (Acc) MCQ.QA MCQ-CoT.QA-CoT MCQ-Acc.QA-Ace MCQ-CoT | 2232745545 14948+ 149.02 292367487  263.07+400.57 | 232.05
RFT-MCQ (Acc) + List (Acc) MCQQA MCQ-CoT.List-CoT MCQ-Acc.List-Acc MCQ-CoT | 26422423410 19186+ 11536  241.67+ 187.56  284.41+29577 | 24554
RFT-MCQ (Acc) + List (MRR) MCQQA MCQ-CoT.List-CoT MCQ-Acc,Li MCQ-CoT | 254.12+234.90 14982+ 18645 217458860 21551429804 | 209.22
Qwen2.5 3B: REEMCQ MCQ MCQ-CoT MCQ-Ace MCQ-CoT | 211.86+230.01 15312+ 151.00 21950+ 179.85  203.22+289.73 | 19693
Qwen2.5 3B: RFT-QA QA QA-Acc MCQ-CoT | 255.43+23229  173.03 £ 183.68 3421840094 28533440354 | 263.99
Qwen2.5 3B: RFT-List (Acc) QA List-Ace MCQ-CoT | 34533+ 109.04  270.55+237.46 28293 +266.59  359.82+ 137.04 | 314.66
Qwen2.5 3B: RFT-List (MRR) QA List-MRR MCQ-CoT | 380.28+45547  266.14+8248  323.41+264.62  365.62+139.18 | 333.86
Qwen3 4B: RFT-MCQ MCQ MCQ-Acc MCQ-CoT | 967.36+727.82 50820453222  1133.19 62674  769.45 + 562.13
Qwen3 4B: RFT-QA QA QA-Ace MCQ-CoT | 999.76+948.85  583.07749.84  1307.53 £948.42  890.22 + 845.93
Qwen3 4B: RFT-List (Acc) QA List-Ace MCQ-CoT | 929.42+82641  493.04+58696  1109.69 = 718.85 73217+ 625.36
Qwen3 4B: RFT-List (MRR) QA List-MRR MCQ-CoT | 1055.17+919.84 54532+ 62242  1235.80 £ 757.93  824.04 + 683.32
OpenThinker3 7B: RFT-MCQ MCQ MCQ-Acc MCQ-CoT 97725 £ 611.76  1577.11 £721.77  1344.25 + 667.48
OpenThinker3 7B: RFT-QA QA QA-Ace MCQ-CoT 966.07 51533 1507.42 £ 62586  1349.09 = 652.15
OpenThinker3 7B: RFT-List (Acc) QA List-Acc MCQ-CoT | 150123+ 869.45  1107.86 = 738.65  1832.06 +929.06 1631.76 + 101675
OpenThinker3 7B: RFT-List (MRR) QA List-MRR MCQ-CoT | 141560+ 81555  1073.69 +707.64  1799.80 + 92806  1611.12 + 1080.28
ml 7B 23K: RF-MCQ MCQ MCQ-Ace MCQ-CoT | 1375.52+715.10  980.54 582.88  1826.03 = 838.53  1397.08 = 854.26
ml 7B 23K: RFT-QA QA QA-Ace MCQ-CoT | 1113.09 £ 618.71 84873+ 584.92 148926 +921.50 1278.22 + 1049.86
ml 7B 23K: RFT-List (Acc) QA List-Acc MCQ-CoT | 1424.52 + 117436 1033.81 + 1003.63 1867.50 = 1173.63 1583.00 + 1479.20
ml 7B 23K: RFT-List (MRR) QA List-MRR MCQ-CoT | 1398.42+837.17 1178.52+959.30 1958.63 = 1097.68 1635.26 + 1257.96
AlphaMed 7B: RFT-MCQ MCQ MCQ-Ace MCQ-CoT | 391.99+50229 22523+ 15744  408.06+37336 34160+ 110.20
AlphaMed 7B: RFT-QA QA QA-Ace MCQ-CoT | 306.82 + 114. 17214+ 19450 279.55+ 12654 263.30 + 129.99
AlphaMed 7B: RFT-List (Acc) QA List-Acc MCQ-CoT | 2811348 167.18 £13020 29471+ 121.04  279.52+ 115.69
AlphaMed 7B: RFT-List (MRR) QA List-MRR MCQ-CoT | 29289+8525  184.36+70.76 3320220001 29719+ 112.16
{ (List-CoT, MRR, LP=0) QA List-MRR-0 MCQ-CoT | 190.76 £231.12  127.77 = 182.62 9330 + 72.01 168.04 = 77.98
QA List-MRR-0.1 MCQ-CoT | 204.93+23512 1264611336  190.61 = 182.44 18112+ 296.79
QA List-MRR-0.3 MCQ-CoT | 187.04+23485 11721+ 18519  190.08 +370.43  145.12 % 297.39
QA List-MRR-0.5 MCQ-CoT | 1906747647 11939+ 48.68 169.84 + 81.90 14540 + 93.76
RFT-List (List-CoT, MRR, LP=0.7 QA List-MRR-0.7 MCQ-CoT | 1871123888 12279+ 15543  197.52+24517  135.26+ 103.58
RFT-List (List-CoT. MRR, LP=0.9) QA List-MRR-0.9 MCQ-CoT | 104.93 % 70.75 2391 & 38.67 63.70 + 65.73 46.31 £ 290.60
List-Ace-LP-0.3 MCQ-CoT | 2449147556  148.10+6238 23357+ 10536 22271 =99.02
: 3) List-Ace-LP-0.3 MCQ-CoT | 1298.38 & 662.69 ~ 953.24838.02  1824.68 + 111828 1402.28 + 1035.36
OpenThinker3 7B: RFT-List (Acc, LP= List-Acc-LP-0.3 MCQ-CoT | 1328.06 + 668.88  950.61 + 564.96  1536.51 = 689.73  1334.80 & 758.55
Qwen2.5 3B: RFT-List (Acc, LP=0.3) A List-Acc-LP-0.3 MCQ-CoT | 222.24+23446 15913+ 12015 251.06+261.46  285.32 + 133.61

Table 34: Response length (mean + standard deviation) for QA

from Section

answer format for the experiments

| Dataset  Prior Prompt Reward Function | Prompting | MedQA MedMCQA MXQA MLUP-H | Average

RFT-QA (Baseline, No Prompt) QA No Prompt QA-Acc QA-CoT | 43244 100246  397.70 + 113640  507.90 + 1198.04  314.13 £721.69 | 413.04
RFT-QA (Baseline, QA) QA QA QA-Acc QA 197.96 £33322 10911 +£57.36  190.82£359.00  130.58 +74.56 | 157.12
RFT-QA (Baseline, QA) QA QA QA-Acc QA-CoT 31543 +64561  184.61 £38528 28130 £436.33 20647 +308.15 | 246.95
RFT-QA (QA-CoT) QA QA-CoT QA-Acc QA-CoT 3338240439 22949 £258.57 33898 +£212.60 25820+ 110.95 | 290.12
RFT-MCQ (Bascline, No Prompt) MCQ No Prompt MCQ-Acc QA-CoT 35293+ 40516 29723+ 66580  361.84+359.53 273124 11928 | 321.28
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Acc QA 140.94 + 80.24 82.22 + 64.89 149.78 +91.19 109.25+78.78 | 120.55
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Acc QA-CoT 21632 +87.21 169.16 +84.79 23181 £ 94.38 193.66 = 90.98 | 202.74
RFT-MCQ (MCQ-CoT) MCQ MCQ-CoT MCQ-Acc QA-CoT 183.95 + 63.42 133.19 + 60.97 194.40 + 68.97 155.69 + 66.20 | 166.81
RFT-List (Baseline, List, Acc) QA List List-Acc QA 164.01 £253.15 1119720270 16553 £207.60  132.05+ 109.84 | 14339
RFT-List (Baseline, List, Acc) QA List List-Acc QA-CoT 207.89 £ 40154 139.15 £ 182.24  197.26 + 76.08 156.66 = 70.12 | 175.24
FT-List (List-CoT, Acc) QA List-CoT List-Acc QA-CoT 23833 £606.57 15006 £348.68  226.65+£469.20  164.94+304.21 | 195.00

RFT-List (List, MRR) QA List-MRR QA 109.74 + 96.56 7232 £ 8751 116.82+99.87  101.04+313.73 | 99.98
RFT-List (LN MRR) QA List-MRR QA-CoT 19521 £23829  144.15+£6633  208.19+£311.32  159.03+67.04 | 176.64
RFT: CoT, MRR) QA List-MRR QA-CoT 172.84 £32854 1459538867 16541+ 57.77 139.83 £52.68 | 156.01
RFT-List (Lm CoT. Judge-MRR) QA LLM-List- MRR QA-CoT 24211 £85474 14445 £460.66 23031 £746.17  151.78£424.00 | 192.16
RFT-MCQ (MCQ-CoT, 4 Epochs) MCQ MCQ-CoT MCQ-Acc QA-CoT 22924 £91.13 168.53 + 92.16 08 +265.24  199.44£99.84 | 210.07
RFT-MCQ (MCQ-CoT., No format) MCQ No Prompt MCQ-Acc-NF QA-CoT 169.14 + 54.71 13418 + 49.48 179.33 + 61.03 14991 6148 | 158.14
RFT-List (List-CoT. Judge-MRR-Gemini) | QA List-CoT LLM-List- MRR-Gemini | QA-CoT 230.34+340.88 15486 £61.19  232.24 = 87.67 18232£77.84 | 199.94
RFT-List (List-CoT, Judge-MRR-Simple) | QA List-CoT LLM-List-MRR-Simple | QA-CoT 17430 £236.07  132.00=249.00 19359 £356.67  150.93 £301.78 | 162.70
RFT-MCQ (Acc) + QA (Acc) MCQQA MCQ-CoT.QA-CoT MCQ-Acc.QA-Acc QA-CoT 23412432794 173.61 £5223  230.94 + 68.45 19429 + 67.50 | 208.24
RFT-MCQ (Acc) + List (Acc) MCQQA MCQ-CoT.List-CoT MCQ-Acc.List-Acc QA-CoT 20997+ 13521 18150 £184.99 21216 £66.68  197.59+302.26 | 200.31
RFT-MCQ (Acc) + List (MRR) MCQQA MCQ-CoT.List-CoT MCQ-Acc,Lis QA-CoT 18222423695 14283 £250.70 19599 +310.87 15973 +£303.55 | 170.19
Qwen2.5 3B: RFT-MCQ MCQ MCQ-CoT MCQ-Acc QA-CoT 20190 £23277  162.63 +42.00 178.58 £50.93 | 189.11
Qwen2.5 3B: RFT-QA QA QA-CoT QA-Acc QA-CoT 32163 £235.17 26317 £347.28 284.53 +301.63 | 300.46
Qwen2.5 3B: RFT-List (Acc) QA List-CoT List-Acc QA-CoT 23047 +243.03  200.84 + 254.94 233 08420122 199.69+80.62 | 216.02
Qwen2.5 3B: RFT-List (MRR) QA List-CoT _ ListMRR QA-CoT 24939+£90.68 21089 +£78.76 25526+ 19531  243.26+423.55 | 239.70
Qwen3 4B: RFT-MCQ MCQ MCQ-Acc QA-CoT 61041 = 46846  501.89 £703.79  656.59 £436.12  446.52+£426.97 | 553.85
Qwen3 4B: RFT-QA QA QA-Acc QA-CoT 72240 £ 755.68 62148 £838.28  804.42+£77889  543.68 £ 57110 | 673.00
Qwen3 4B: RFT-List (Acc) QA List-Acc QA-CoT 540.34+339.57 4949487336 59103+ 52884  413.53 435113 | 509.96
Qwen3 4B: RFT-List (MRR) QA List-CoT List-MRR QA-CoT 71924 £ 64508 63151 £957.27 81348 £789.06  SSI.11+684.62 | 678.84
OpenThinker3 7B: RFT-MCQ MCQ MCQ-CoT MCQ-Acc QA-CoT | 1474.04 + 1217.77 126128 = 1148.17 151271 + 1070.72  1254.21 £953.77 | 1375.56
OpenThinker3 7B: RFT-QA QA QA-CoT QA-Ace QA-CoT | 1113.084459.48  1008.73 £ 586.59  1176.12 4 509.89  1052.97 & 598.95 | 1087.72
OpenThinker3 7B: RFT-List (Acc) QA List-CoT List-Acc QA-CoT | 125437478465 1141.69+901.81 131916 £750.65  1165.66 +778.19 | 1220.22
OpenThinker3 7B: RFT-List (MRR) QA List-CoT List-MRR QA-CoT | 119046+ 67334  1166.79 +930.09  1289.06 £79535  1132.11 £865.45 | 1194.61
ml 7B 23K: RFT-MCQ MCQ MCQ-CoT MCQ-Acc QA-CoT | 113154474199  982.54+585.13  1283.87 £799.90  1020.40 + 683.03 | 1104.59
ml 7B 23K: RFT-QA QA QA-CoT QA-Acc QA-CoT 8144542160 72660 £459.46 94077 £551.10  717.45+376.24 | 799.82
ml 7B 23K: RFT-List (Acc) QA List-CoT List-Acc QA-CoT | 1102.75+ 1090.86 1070.58 = 1160.48 1343.82 = 1340.30 1073.31 £ 1250.26 | 1147.61
m1 7B 23K: RFT-List (MRR) QA List-CoT List-MRR QA-CoT | 1223.82+ 1179.41  1174.57 + 1172.67 147291 + 1344.32 112270 & 1117.05 | 1248.50
AlphaMed 7B: RFT-MCQ MCQ MCQ-Acc QA-CoT 38335493058 26171 £595.90 33553 £698.01  254.68 +424.40 | 308.82
AlphaMed 7B: RFT-QA QA QA-Acc QA-CoT 29674 £ 564.64 19348 £257.98  285.55+£421.96  207.53+ 100.18 | 245.82
AlphaMed 7B: RFT-List (Acc) QA List-Acc QA-CoT 23153 £40291 1787249323 22428 +£31348  170.86 +82.34 | 20135
AlphaMed 7B: RFT-List (MRR) QA List-MRR QA-CoT 231.50+403.26  158.69+253.98  234.58+399.18  167.18=8051 | 197.99
QA ListMRR-0 QA-CoT 16131 £57.18 15197 +387.99 19324 £43385  156.14 £301.09 | 165.66

. QA -MRR-0.1 QA-CoT 180.52 + 400.85  158.07 +519.68  192.54+468.38  147.16+301.81 | 169.57

RFT Lin (Lm CoT, MRR, LP=0.3) QA List-MRR-0.3 QA-CoT 20723+ 64851 12497 £303.54 19127 £469.10  128.72+63.07 | 163.05
ist (List-CoT, MRR, LP=0.5) QA List-MRR-0.5 QA-CoT 156.96 +236.35  111.05 +43.68 156.53 = 60.98 128.68 +57.80 | 13831

CoT, MRR, LP=0.7) QA List-MRR-0.7 QA-CoT 18495 £ 40118 130.23 £303.87  198.13£43543  149.82+£303.94 | 165.78

RFT-List (List-CoT, MRR, LP=0.9) QA List-MRR-0.9 QA-CoT 71.79 + 86.99 52.64 + 65.27 68.50 + 89.23 59.79 + 74.88 63.18
AlphaMed 7B: RFT-List (Acc, LP=0.3) QA List-Acc-LP-0.3 QA-CoT 18391+ 69.14 14601 = 18271 19674 £311.27 16574 30343 | 173.10
ml 7B 23K: RFT-List (Acc, L QA List-Acc-LP: QA-CoT 92648+ 52848 79197 +488.93  1038.29 +663.29  802.68 +467.72 | 889.85
OpenThinker3 7B: RFT-List (Acc, LP=0.3) | QA List-CoT List-Ace-LP-0.3 QA-CoT | 1121204+556.09  986.88 +532.46  1164.90 £593.27  1033.99 £ 657.10 | 1076.74
Qwen2.5 3B: RFT-List (Acc, LP=0.3) QA List-CoT List-Acc-LP-0.3 QA-CoT 18858+ 5560  161.44+248.54 19332 £ 60.30 167.12 £ 55.51 | 177.61

50



Under review as a conference paper at ICLR 2026

Table 35: Response length (mean + standard deviation) for a
experiments from Section 4.2}

ranked-list answer

format for the

Dataset  Prior Prompt Reward Function Prompting MedQA MedMCQA MXQA MLUP-H Average
RFT-List (Baseline, List, Acc) QA List List-Acc List 7977.79 + 1277.05 7717.38 = 1891.88  7958.86 & 1326.88 780039 = 1707.57 | 7863.60
RFT-List (Baselme List, Acc) QA List List-Acc List-CoT | 3379.40 + 3956.56 2825.40 = 3826.98 338038 4 3959.44 3149.64 + 3919.37 | 3183.70
QA List-CoT List-Acc List-CoT 183.77+233.69  147.13£246.70  181.84 + 18246  147.06 £45.10 | 164.95
QA s List-MRR List 80.58 +£232.64  75.62 + 303.56 73.10 + 31.02 85.18 £368.82 | 78.62
QA ListMRR List-CoT 123.95 +3 10117+ 17637 130.06+25226 11537430003 | 117.64
. MRR) QA List-MRR List-CoT | 409.30 £ 1380.15  265.23 + 1059.86  342.08+ 1194.10  255.61 £980.80 | 318.05
RFT Lis (List-CoT, Judge-MRR) QA LLM-List-MRR List-CoT 15056 £327.42  108.58 £ 177.57  143.49£4930 126,61 +300.57 | 13231
RFT-MCQ (Baseline, No Prompt) MCQ No Prompt MCQ-Acc List-CoT 16224+ 6598 123.02+34854 16523 £67.44  13525+302.00 | 14644
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Acc List 26.75 + 1578 17.96 + 11.82 28.86 + 19.72 22.13 + 14.45 23.92
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Acc List-CoT 122.76 + 53.89 80.84 + 40.83 130.25 + 64.71 96.81 £52.00 | 107.67
RFT-MCQ (MCQ-CoT) MCQ MCQ-CoT MCQ-Acc List-CoT 34.24 + 3595 20.84+247.83  37.91+ 180.96 27.93 + 24.40 3248
RFT-QA (Baseline, No Prompt) QA No Prompt QA-Acc List-CoT 180.77 £332.36  129.07 £250.78  169.92£261.72  140.56 +304.27 | 155.08
RFT-QA (Baseline, QA) QA QA QA-Acc List 48.89 + 2326 31.86 + 15.97 49.08 + 24.28 38.58 +21.30 42.10
RFT-QA (Baseline, QA) QA QA QA-Acc List-CoT 160.03 +236.06  104.87 £41.05 149.65 + 57.38 117.44+53.06 | 133.00
RFT-QA (QA-CoT) QA QA-CoT QA-Ace List-CoT 61.37 +239.85 29.37 £ 27.61 524245127 4043 + 4425 45.90
RFT-MCQ (MCQ-CoT. 4 Epochs) | MCQ MCQ-CoT MCQ-Acc | ListCoT | 201.07+87.92 13461 =187.36  207.87+197.89  164.63=90.19 | 177.04
RFT-MCQ (MCQ-CoT, No format) | MCQ No Prompt MCQ-Acc-NF | List-CoT | 138.93 & 5327 10175 + 41.95 14404+ 5774 12744430230 | 128.04
RFT-List (List-CoT, Judge-MRR-Simple) | QA List-CoT’ LLM-List-MRR-Simple | List-CoT 156.06 + 43.61 11427 + 37.69 159.25 + 46.14 12677 + 4246 | 139.09
RFT-List (List-CoT, Judge-MRR-Gemini) | QA List-CoT LLM-List-MRR-Gemini | List-CoT 16031 £287.29  113.02 + 35.09 157.10 + 42.85 13222 £ 4351 | 140.66
RFT-MCQ (Acc) + QA (Acc) MCQQA MCQ-CoT.QA-CoT  MCQ-Acc.QA-Acc List-CoT 13723 +242.17 10324 £25299 12184 £ 194.14  101.34£7048 | 11591
RFT-MCQ (Acc) + List (Acc) MCQQA MCQ-CoT,List-CoT t-Ace List-CoT | 206.07+512.63  154.45+423.94 22403463292 18676 +593.83 | 192.83
RFT-MCQ (Acc) + List (MRR) MCQQA MCQ-CoT,List-CoT -CoT 1433743817 12126+ 176.64  144.46 = 38.48 123.71+37.68 | 133.20
Qwen2.5 3B: RFT- MCQ MCQ MCQ-CoT List-CoT 19278+ 63.89 15883 = 18150 19830 £ 62.74 165.53+67.83 | 178.86
Qwen2.5 31 QA QA-CoT ListCoT | 313.74+396.93 3367289891 35540467224  301.23 58892 | 32677
Qwen2.5 3| QA List-CoT | 7981.94 + 1267.20 7839.86 + 1628.74 790321 + 1474.86 7797.95 + 1716.17 | 7880.74
Qwen2.5 3| QA List-CoT | 7466.06 = 2271.20 6866.39 = 2958.28 747222 +2267.48 6922.35 & 2905.46 | 7181.76
Qwen3 4B: MCQ List-CoT | 4853752174  380.66+ 649.82  545.024 58460  399.98 +£637.79 | 452.76
Qwen3 4B: QA List-CoT | 564.63+481.94 47046+ 698.12  618.16+522.63  440.12+£440.77 | 52334
Qwen3 4B: RFT-List (Acc) QA 8091.63 + 874.48  7734.96 = 1831.24  8046.00 + 1057.95 7841.95 = 1616.59 | 7928.64
Qwen3 4B: RFT-List (MRR) QA 62755+ 563.57 56206 £805.94 73216 £857.50  481.87 £413.29 | 600.91
OpenThinker3 7B: RFT-MCQ MCQ 1106.96 + 1054.86  930.15 £932.33  1181.00 & 1017.38 ~ 947.84 £ 805.67 | 1041.49
OpenThinker3 7B: RFT-QA QA ListCoT | 81542+ 37680 72065+ 48447 86092 £ 45305 75626 + 55282 | 790.56
OpenThinker3 7B: RFT-List (Acc) QA List-CoT | 8127284 671.54 8032.82+ 1041.90 813162 £630.39  8052.70 £ 956.61 | 8086.10
OpenThinker3 7B: RFT-List (MRR) QA List-CoT | 8106.50 4 771.38  7972.78 + 1247.39  8105.47 + 767.94 8006.78 + 1145.71 | 8047.88
ml 7B 23K: RFT-MCQ MCQ List-CoT | 1125.62+917.94  996.85+958.58  1250.13 £876.76  988.88 =849.23 | 1090.37
ml 7B 23K: RFT-QA QA List-CoT | 835.24 112129  687.59 = 88035  866.42+ 1052.75  603.96 + 688.68 | 748.30
m1 7B 23K: RFT-List (Acc) QA List-CoT List-CoT | 8130.05+626.72 815235+ 46426 817318 £300.29  8175.90 £ 308.29 | 8157.87
m1 7B 23K: RFT-List (MRR) QA List-CoT List-CoT | 7638.32 + 1963.90 7569.11 2086.31 7819.54 + 1627.80 7685.50 + 1898.64 | 7678.12
AlphaMed 7B: RFT-MCQ MCQ r ListCoT | 3323177898  21531+459.06 33119 +76659  232.98 £424.80 | 277.95
AlphaMed 7B: RFT-QA QA List-CoT | 267.25+406.98 17093 +25413 25297420100 18538 +£85.02 | 219.13
AlphaMed 7B: RFT-List (Acc) QA List-CoT | 2695.47 + 3635.98 4582.20 +3956.01 2571.44 +3580.99 382351 + 3952.14 | 3418.16
AlphaMed 7B: RFT-List (MRR) QA List-MRR List-CoT | 264.34+10699 157387403 26113+ 101.89  188.60£94.62 | 217.86
RFT-List (List-CoT, MRR, LP=0) QA List-MRR-0 List-CoT 15030 £325.93 11960+ 17540  137.81 +3LI8 119.40 +3037 | 13178
RFT-List (List-CoT, MRR, LP=0.1) QA List-MRR-0.1 List-CoT 13131 +£41.85 1143430235  146.14 30843 112454190 | 12606
QA List-MRR-0.3 List-CoT 1134 £5.52 10.89 + 4.47 11.24 £ 6.61 10.38 + 3.60 10.96
t (Li QA List-MRR-0.5 List-CoT 10.27 +2.49 9.74+225 10.20 + 2.81 958 +2.38 9.95
RFT-List (List-CoT, MRR, LP=0.7) QA List-MRR-0.7 List-CoT 10.63 +2.88 10.46 + 3.67 10.80 +3.59 10.13 £3.10 1051
RFT-List (List-CoT, MRR, LP=0.9) QA List-MRR-0.9 List-CoT 10.67 +2.82 10.27 £ 3.01 10.65 + 3.29 10.13 £ 3.11 10.43
AlphaMed 7B: RFT-List (Acc, L QA List-Acc-LP-0.3 List-CoT 17832+32044 12220 £49.75 167.40 + 64.77 13474+ 5833 | 150.66
ml 7B 23K: RFT-List (Acc, LP=0.3) QA List-Acc-LP-0.3 ListCoT | 777.42£424.12  649.14 45705 88274 +562.16  656.73 £356.51 | 741.51
OpenThinker3 7B: RFT-List (Ace, LP=0.3) | QA List-Acc-LP-0.3 ListCoT | 752.86+521.78  660.12+ 41833  785.64 £467.11  681.26 £ 50839 | 719.97
Qwen2.5 3B: RFT-List (Acc, LP=0.3) QA List-Acc-LP-0.3 List-CoT 1392143586 117.15+£ 17588 1453717986 119.65+35.07 | 13034

Table 36: Metrics related to the ranked list answer format from

across benchmarks from Section@

the generated evaluation responses

| Dataset  Prior Prompt Reward Function | Prompting | MedQA MedMCQA MXxQA MLUP-H
‘ ‘ ‘ LL VLL CP LL VLL VLL CP LL VLL
RFT-List (Baseline, List, Acc) QA List ListAce List 59139 59139 459 65882 63882 56717 614 64331 64331
RFT-List (Baseline, List, Acc) QA List ListAce ListCoT | 24362 24402 238 22927 22938 23492 424 26506 26506
RFT-List (List-CoT, Acc) QA List-CoT Lis Li oT 5.98 5.98 186 578 579 597 2.37 6.03 6.03
RFT-List (List, MRR) QA List List 9.55 955 236  9.60 9.60 9.39 3.08 9.49 9.49
RFT-List (List, MRR) QA List List-CoT 6.70 6.71 1.86 631 6.31 6.98 2.36 8.02 8.03
RFT-List (List-CoT, Ml QA List-CoT Li oT 2190 2190 1.89 15.13 15.15 17.94 241 12.90 12.90
RFT-List (List-CoT, Judbe MRR) QA List-CoT Li oT 4.60 4.61 1.51 429 429 4.57 1.84 4.36 437
RFT-MCQ (Baseline, No Prompt) MCQ No Prompt MCQ-Acc List-CoT 2.46 246 1.29 1.89 1.89
RETMCQ (Baseline, MCQ) MCQ  MCQ MCQ-Ace List 234 235 140 I8y 183
RFT-MCQ (Baseline, MCQ) MCQ MCQ MCQ-Ace List:CoT | 152 157 117 144 145
RFT-MCQ (MCQ-CoT) MCQ  MCQ-CoT MCQ-Ace ListCoT | 246 246 143 207 207
RFT-QA (Baseline, No Prompt) QA No Prompt QA-Ace LicCoT | 322 341 141 239 241
RFT-QA (Bascline, QA) QA QA QA-Acc 38 386 167 313 313
RETQA (Baseline, OA) QA QA QA-Ace 339 339 143 265 265
RFT-QA (QA-CoT) QA QA-CoT QA-Acc 032 371 185 027 252
RFT-MCQ (MCQ-CoT, 4 Epochs) MCQ MCQ-CoT MCQ-Acc 1.71 1.71 1.18 1.66 1.66
RFT-MCQ (MCQ-CoT, No format) MCQ No Prompt MCQ-Acc-NF 1.99 2.00 1.24 1.78 1.80
RFT-List (List-CoT, Judge-MRR-Simple) QA List-CoT LLM-List-MRR-Simple 3.71 371 134 336 3.36
RFT-List (List-CoT, Judge-MRR-Gemini) QA List-CoT LLM-List-MRR-Gemini 438 4.38 1.40 408 4.08
RFT-MCQ (Acc) + QA (Acc) MCQQA MCQ-CoT.QA-CoT 318 309 141 234 234
RFT-MCOQ (Acc) + List (Acc) MCQ.QA MCQ-CoT.L ce.List-Ace 947 947 210 945 945
RFT-MCQ (Acc) + List (MRR) MCQ.QA MCQ-CoT.List-CoT MCQ-Acc.List MRR | List 499 499 160 479 479
Qwen2.5 3B: RFT-MCQ MCQ MCQ-CoT MCQ-Acc List 2.08 2.08 1.26 1.69 1.69
Qwen2.5 3B: RFT-QA QA QA-CoT QA-Acc Li:l 4.83 4.84 1.71 342 3.47
Qwen2.5 3B: RFT-List (Acc) QA List-CoT List-Acc 795.83 79648 3.96 81450 815.25
Qwen2.5 3B: RFT-List (MRR) QA List-CoT 755.56 755.56 3.51 720.06 721.05 X
Qwen3 4B: cQ MCQ  MCQCoT 375 376 130 292 303 33
Quen3 4 QA QA-CoT 107 207 136 302 303 3
Qwen3 4B RFT-Li QA List-CoT §08.06 80306 7.9 78694 790.93 56
Qwen3 4B: RFT-I QA List-CoT 7.66 7.66 182 11.40 11.40 81
OpenThinker3 7B: MCQ MCQ-CoT 2.92 297 1.38 213 215 29
OpenThinker3 7B: QA QA-CoT 342 342 142 218 218 31
OpenThinker3 7B: RFT-List (Acc) QA List-CoT 820.24 821.58 522 829.59 831.88 .95
OpenThinker3 7B: RFT-List (MRR) QA List-CoT 804.32 806.28 4.94 805.84 809.92 42
ml 7B 23K: RFT-MCQ MCQ MCQ-CoT 276 2.76 128 223 223 21
ml 7B 23K: RET-QA QA QA-CoT 356 356 126 214 214 2
ml 7B 23K: RFT-List (Acc) QA List-CoT 75742 75804 690 80849 808.86 01
ml 7B 23K: RFT-List (MRR) QA List-CoT 63300 68300 460 72951 73085 96
AlphaMed 7B: RFT-MCQ MCQ  MCQCoT 048 128 102 070 150 105
AlphaMed 7B: RFT-QA QA QA-CoT 1.58 1.59 1.15 1.44 1.48 1.14
AlphaMed 7B: RFT-List (Acc) QA List-CoT 4.61 4.62 1.54 477 4.77 1.52
AlphaMed 7B: RFT-List (MRR) QA List-CoT 5.92 592 147 489 4.89 1.42
RFT-List (List-CoT, MRR, LP=0) QA List-CoT List-MRR-0 5.26 5.26 1.61 478 478 1.65
QA List-CoT List-MRR-0.1 143 1.43 111 1.52 1.52 1.16
QA List-CoT List-MRR-0.3 1.14 1.14 1.08 1.18 1.18 1.06
QA List-CoT List-MRR-0.5 1.00 1.00 1.00 1.01 1.01 1.00
RFT-List (LIS -C. QA List-CoT List-MRR-0.7 Li 1.02 1.02 1.00 1.07 1.07 1.00
RFT-List (List-CoT, MRR, LI QA List-Co] List-MRR-0.9 ist-CoT 1.01 1.01 1.00 1.04 1.04 1.00
‘AlphaMed 7B: RFT-List (Acc, LP=03) | QA ListCoT ListAcc-LP0.3 iseCoT [ 124 124 108 134 134 109
ml 7B 23K: RET-List (Acc, LP=03) QA 4 4 1 128 18 108
OpenThinker3 7B: RFT-List (Acc, LP=0.3) | QA 1.37 1.37 1.16 1.38 1.38 1.18
Qwen2.5 3B: RFT-List (Acc, LP=0.3) QA 1.31 1.31 1.09 1.29 1.31 1.12
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