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Abstract

Differentially private (DP) linear regression has received significant attention in the recent theoret-
ical literature, with several works aimed at obtaining improved error rates. A common approach
is to set the clipping constant much larger than the expected norm of the per-sample gradients.
While simplifying the analysis, this is however in sharp contrast with what empirical evidence
suggests to optimize performance. Our work bridges this gap between theory and practice: we pro-
vide sharper rates for DP stochastic gradient descent (DP-SGD) by crucially operating in a regime
where clipping happens frequently. Specifically, we consider the setting where the data is multi-
variate Gaussian, the number of training samples n is proportional to the input dimension d, and
the algorithm guarantees constant-order zero concentrated DP. Our method relies on establishing
a deterministic equivalent for the trajectory of DP-SGD in terms of a family of ordinary differen-
tial equations (ODEs). As a consequence, the risk of DP-SGD is bounded between two ODEs,
with upper and lower bounds matching for isotropic data. By studying these ODEs when n/d is
large enough, we demonstrate the optimality of aggressive clipping, and we uncover the benefits of
decaying learning rate and private noise scheduling.

1. Introduction

Differential privacy (DP) [22] has consolidated as the standard framework for privacy guarantees
and data protection in machine learning. This has motivated an extensive research effort in problems
spanning from fundamental questions in optimization [5, 6, 8, 13, 14] to deploying DP in large
scale deep learning architectures [19, 36, 42]. When there is no prior information on the Lipschitz
constant of the objective, training with DP differentiates from standard stochastic gradient descent
(SGD) methods due to additional algorithmic steps: clipping the per-sample gradients and adding
white noise to the parameters updates, depending on the desired privacy requirement and the number
of training iterations [1]. Carefully defining the hyperparameters of DP-SGD plays a crucial role
in the maximization of its performance, and a principled understanding of their impact in different
settings is fundamental to reduce costly grid searches and the related privacy leakage [49].

In particular, the problem of DP linear regression presents the challenge described above, in a
setting amenable to a precise theoretical analysis [12, 38, 46, 59]. Recent work providing efficient
algorithms to improve the theoretical guarantees on the test risk [9, 39, 57] has a common pattern:
the clipping constant Cy;p is set to be sufficiently large so that, with high probability, gradient
clipping does not take place throughout the dynamics of the algorithm. This approach brings the
benefit of a simpler analysis, as the optimization becomes more easily comparable to a quadratic
problem with noisy gradient updates. However, the practical advantage of avoiding clipping remains
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unclear: it is pointed out in [9] that the lowest error occurs under significant clipping, and this last
conclusion is in agreement with experimental evidence for DP-SGD in deep learning [19, 35, 36],
which supports setting Cqj;p sufficiently small, rescaling appropriately the learning rate.

In this work, we show that, in DP linear regression, DP-SGD achieves better rates in the regime
where Cyj;p is of the same order of the typical per-sample gradients and, thus, clipping occurs fre-
quently. In particular, we focus on the setting where the number of training data n is assumed to
grow proportionally with the number of input dimensions d, with constant-order guarantees in terms
of zero concentrated DP (see Definition 1). Notably, in this regime, the upper bounds provided by
prior work on DP linear regression [9, 39, 57] diverge (see Appendix A for details), and a crucial
reason behind this is the extra logarithmic factors in Cyj;p, which in turn define a regime where clip-
ping does not happen with high probability. An exception to this is given by the recent work [23],
which provides constant-order test risk guarantees for the implicit solution of minimization prob-
lems with output and objective perturbation. However, the approach of [23] is restricted to isotropic
data covariance, it provides limited insight on DP-SGD (the results are in terms of dynamical mean-
field theory equations [26, 28], which are then hard to interpret), and it does not characterize how
hyper-parameters affect utility for a fixed privacy budget. Our contributions are summarized below.

1. We consider a one-pass DP-SGD algorithm (Algorithm 1) and provide privacy guarantees in
terms of zero concentrated DP (Proposition 2). Our argument is based on privacy amplification
by iteration [24, 25], and the privacy guarantees only regard the final output of the algorithm.

2. Following recent progress in high-dimensional optimization [17, 41, 51], we track the test risk of
DP-SGD via a stochastic differential equation (SDE), dubbed homogenized DP-SGD (Theorem
4). This is turn provides a deterministic equivalent for the DP-SGD trajectory in terms of a
family of ordinary differential equations (ODEs), and we exploit the equivalence by bounding
the test risk between two ODEs, with upper and lower bounds matching for isotropic data.

3. Finally, we give sharp bounds on the ODEs above for polynomially decaying learning rate sched-
ules, in the setting where d/n — -y is sufficiently small (Theorems 6 and 7). This allows us to (i)
demonstrate the optimality of aggressive clipping, i.e., when Cqjip, is set to be of the same size of
(or even much smaller than) the expected norm of the per-sample gradients, and to (ii) compare
the utility of different schedules, proving the benefits of fast-decaying learning rates.

Our analysis is fueled by a methodology that is both innovative compared to earlier work [9, 39, 57]
and rather general, thus laying foundations for the sharp characterization of high-dimensional DP
optimization, beyond linear regression. We discuss directions for future work in Appendix F.

2. Preliminaries

Notation. Given a vector v, we denote by ||v||, its Euclidean norm. Given a matrix A, we denote
by tr(A) and [|Al|,, its trace and operator (spectral) norm. Given a symmetric matrix A, we denote
by Amin (A) (Amax (A)) its smallest (largest) eigenvalue. All complexity notations €2(+), O(-), w(+),
o(-) and ©(-) are understood for large data size n and input dimension d. We indicate with C' > 0 a
numerical constant independent of n and d, whose value may change from line to line, and we say

that an event holds with overwhelming probability if it holds with probability at least 1 — e~w(logd)
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Algorithm 1: DP-SGD
Input: Training data (X,Y), learning rate schedule {7 }}'_;, clipping constant Cj;p, noise
multiplier schedule {0}, }}_,, initialization 6y = 0.
fork e {1,...,n}do
. T 2 T
Compute the gradient g, = Vg (mk Or_1— yk) /2 = xy, (wk Or_1 — yk).

Clip the gradient g, = g min (1’ |§Zlﬁ’ )
2

Set the learning rate adaptively 7, = min (nk, —H;HQ )
kll2
Sample independent Gaussian noise by, ~ N (0, ).
Update the model parameters 0y, = 0;_1 — N gr + 2Cc1ipokby.
Output: Model parameters 0P = 6,,.

Linear regression. Let (X,Y) be a labeled training dataset, with X = [z1,...,2,]’ € R™*¢
and Y = [y1,...,ys]’ € R” s.t. input-label pairs are i.i.d. from a joint distribution Pxy. We
consider a linear regression model: y; = :L‘;r 0* + z;, where 0* € R? z; has mean-0 and co-
variance Y, and z; is independent label noise with mean-0 and variance (2. The goal of DP lin-
ear regression is to find #P guaranteeing a required privacy budget and minimizing the test risk:
P(0P) = E(yy)opyy (2707 — y)z]/2 = ||ZY/2 (6P — 6*) ||3/2 + ¢2/2. We also use the notation
R(6P) = P(6P) — (?/2 to denote the noiseless test risk s.t. R(6*) = 0.

Differential privacy (DP). We recall that a dataset D’ is adjacent to a dataset D if they differ by
only one sample. In this work, we frame privacy in terms of zero-concentrated DP (zCDP).

Definition 1 (Zero concentrated DP [11]) Given « € (1, +00) and two random variables X and
X' with laws px and px:, their a-Rényi Divergence [53] is defined as

Do (X1X) = Ly [ (Z20) pionan n

a—1 pX/(Q)

Then, a randomized algorithm A satisfies p-zero concentrated DP (p-zCDP) if, for any pair of
adjacent datasets D, D’ and any « € (1, 400), we have D, (A(D) || A(D")) < ap.

Guarantees for zCDP can be translated to other formulations, such as (e, §)-DP, see Appendix B.

3. Homogenized DP-SGD and deterministic equivalent

We consider DP-SGD performing a single pass on the n training samples (Algorithm 1).

Proposition 2 Algorithm 1 satisfies (p® /2)-zCDP, where p = maXye () Mk/ />y 05

Proposition 2 (whose proof is deferred to Appendix B) states that each sample zj is “protected”
. . . . 2 . .

by the overall noise introduced in the following updates Z;‘: 1. 0;- For an assigned privacy guaran-

tee, we can minimize the noise introduced by the algorithm 29:1 0]2- (and, therefore, optimize its

performance) via the schedule below:

-, ke{l,...,on—1},
2

2
M k=n. @

n
N =P Z 0']2-, or, equivalently, p2a,% = {
j=k
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Homogenized DP-SGD. Our analysis is based on tracking the risk R of Algorithm 1 via an SDE
in parameter space. This approach was developed in a series of works [17, 41, 50, 51] aimed at char-
acterizing high-dimensional optimization problems and the implicit bias of stochastic batching in
regression tasks. We now make two assumptions on data distribution and hyper-parameter scaling.

Assumption 1 (Data distribution) {z;}" , are n i.i.d. samples from the multivariate, mean-0,
Gaussian distribution Px, with covariance > = E [:Ea:T] € R4 Furthermore, the noise z; is
mean-0, Gaussian, with variance (* > 0, and ||0*||, = ©(1). We also assume that tr(X) = d and
K = Amax (X) /Amin (X) = O(1), i.e., the data covariance is well-conditioned.

Assumption 2 (Hyper-parameter scaling) Let the clipping constant in Algorithm I be Cejip =
cVd, where c is a constant independent of n and d. Furthermore, the learning rate schedule is
given by n, = ”(kn/ ") \where 7 : [0,1] — R is a function such that both ii* (-) and the absolute value

of its first and second derivatives are uniformly bounded by a constant independent of n and d.

Definition 3 (Homogenized DP-SGD) For any t € [0, 1), we define the homogenized DP-SGD
(H-DP-SGD) as the solution of the SDE

21/0(@15)77(975)2(135 + ch&(t)dny 3)

dO; = —ij(t)pe(©1)VP(0;)dt + ﬁ(t)\/ -
where ©g = 0y = 0, Bf and B! are two independent standard Brownian motions in R%, 7(t)
is defined as in Assumption 2, G(t) is such that p*5*(t) = —dn?(t)/dt, and p.(0), v.(0) are the
descent and the variance reduction factor respectively, defined in (17) in Appendix C.

Theorem 4 Let Assumptions 1 and 2 hold. Let p = ©(1), n,d — oo s.t. d/n — v € (0,00),
and sup,¢(o 1) 7(t) < 2/v. Denote by O and 0y, independent realizations of H-DP-SGD (as per
Definition 3) and Algorithm 1. Then, with overwhelming probability, we have

log?n
sup [R(©) — R0, :0< > )
te[(),l)‘ ( t) (LH)’ \/ﬁ

Theorem 4 formalizes the equivalence in terms of risk between Algorithm 1 and the H-DP-SGD
dynamics in (3), and its proof is deferred to Appendix D.1.

Deterministic equivalent. The SDE in (3) can be well approximated in terms of d coupled ODEs
(see Lemma 15 in Appendix D.1), and a similar approximation was pursued by earlier work on SGD
without private noise [17]. This system of ODEs then provides a deterministic equivalent for the
dynamics of DP-SGD, since it approximates sharply its risk without depending on the stochasticity
of the private noise and of the data. Given the difficulty of handling d coupled ODEs, for general
covariance we opt to give an upper and a lower bounds in terms of two decoupled ODEs, namely

dR(t) = —2Aminf) (t) e (R) RAL + AT (1) Ve (R) (R + (*/2)dt + 26252 (t)y*dt,
dR(t) = ~2Amaxtl()pe(B) Bt + 77 (t)ve(B) (R + (2 /2)ydt + 2¢°5% (t)y*dt,

&)

where, importantly, the upper bound R and the lower bound R match when the data is isotropic
(X = I). A formal statement is in Proposition 13 (deferred to Appendix D) and Figure 2 (also in
Appendix D) shows that the convergence is already evident at moderate values of n, d.
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Noise in the last iteration. Theorem 4 holds for {Hk}Z;i as the supremum in (4) is taken on the
open interval ¢ € [0, 1). The last iterate 6,, = 6P, which corresponds to ¢ = 1 and gives the (private)
output of the algorithm, is treated separately via the result below.

Proposition 5 Let Assumptions 1 and 2 hold. Let p = ©(1) andn,d — oo s.t. d/n — v € (0, 00).
Then, with overwhelming probability, {R(@p) = R(On—-1) — 2272 (1)7*/p?| = O (log n//n).

Better rates in the proportional regime. Combining Theorem 4, Eq. (5), and Proposition 5
gives that, when d/n — « with n, d — oo, R(#P) is bounded between R(1) + 2¢%7%(1)v%/p? and
R(1) +2c%72(1)y?/ p%. This is a constant-order upper bound on the risk in the proportional regime,
which improves upon prior work on DP linear regression [9, 39, 57], due to the additional log terms
implicit in their notation O(-), as discussed in Appendix A.

4. Polynomial schedules and the benefits of aggressive clipping

Our analysis not only provides better rates than earlier work, but it is also sharp enough to (i)
establish optimal hyper-parameter choices, and to (ii) compare different learning rate schedules. To
do so, we focus on the case 7 = d/n — 0. This limit is taken after the limit d, n — oo, which means
that d and n are incomparably larger than 1/-. Thus, our bounds on R (6?) neglect the smaller terms
that vanish as d, n — co. We use the asymptotic notation € (-), O~(-), ©~(+),w (), 0,(-) intended
for small enough +, and the quantities p and « are allowed to depend on ~ (but not on n, d). Below,
we provide informal statements where we assume Apax = O-(1) and Apin = ©,(1). Formal
statements that also tracks the dependence on Apax, Amin, together with the corresponding proofs,
are given in Appendix E. We also assume || S1/20%||y = ©,(1), ¢? = ©,(1), i.e., the test risk of the
model at initialization and the label noise variance are fixed strictly positive constants.
We study the ODEs in (42) for a family of polynomially decaying learning rate schedules:

1(t) = 7(0)(1 —1)%, (6)

fora = 0, @ = 1/2, and o > 1. The case o = 0 corresponds to output perturbation: the learning
rate is fixed, and the private noise is added only at the end of the algorithm, as (2) implies o3, = 0
fork € {1,...,n—1}and o,, = 1 /p. The case o = 1/2 corresponds to a linearly decaying 7?(t),
which in turn gives a constant level of noise o, = 11 /(1/np) in the iterations of DP-SGD.

Theorem 6 (Informal) Ler 0 and 6% /2 be the solutions obtained with Algorithm 1 with 7(t) given
by (6) for a = 0 and o = 1/2 respectively, in the setting v = o0,(1). Pick ¢ = O,(1), 7(0)c =
C'ln(1/7), 7(0) < 2/~, for a large enough constant C which does not depend on -, p, . Then,
under some technical assumptions, we have that, with overwhelming probability,

21n? 214/3
R(05) = Oy (’Y In(1/7) + 71[)51/7)> ) R(Qf/g) =0y <’Yln2/3(1/’y) + 71/)2(1/7)> _

Furthermore, for any ¢ and 71(0) s.t. 77(0) < 2/~, a matching lower bound holds (up to a universal
multiplicative constant).

The result has two remarkable consequences: (i) the proposed hyper-parameters are optimal (assum-
ing 77(0) < 2/7), and (ii) DP-SGD outperforms output perturbation. In Appendix E, we comment on
the hyper-parameters and support our conclusions via the simulations of Figure 3. Our analysis also
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shows the benefits of aggressive clipping: the lower bound can be increased by a factor max (1, ¢?),
which demonstrates the sub-optimality of ¢ = w, (1) (corresponding to infrequent clipping), see the
end of Appendix E.3 for details.

Finally, as & = 1/2 improves over o = 0, we reduce the noise at the end of training and pick
52(t) proportional to 2c(1 — ¢)2*~! for o > 1, corresponding to a decay at least linear.

Theorem 7 (informal) Let 0%, be the solution obtained with Algorithm 1, with 7j(t) given by (6)
for o > 1, in the setting v = 0,(1). Pick c = O+(1), 71(0)c = CaIn(1/7), 7(0) < 2/~, for a large
enough constant C' which does not depend on v, p, %, a. Then, under some technical assumptions,
we have that, with overwhelming probability,

mw—a«mm#ww+

02

M%miﬂmv

Thus, for small +, it is convenient to increase « and decay the noise faster during training, up to
a level « = ©,(Inln(1/v)), which gives a bound of order vInln(1/v) + v?(Inln(1/7))?/p?.
Different learning rate schedules are also compared numerically in Figure 4 in Appendix E.
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Appendix A. Related work

DP optimization. Since its introduction in [22], DP has provided the golden standard in the field
of private data analysis, and different methods have been proposed with the purpose of learning
with DP, such as objective and output perturbation [13, 14, 34] or different variants of DP-SGD
[1, 5, 54]. In the last decade, a popular line of work has theoretically investigated private learning in
various settings, such as Lipschitz and bounded optimization [5, 6, 34] or generalized linear models
with Lipschitz loss [32, 55]. In DP linear regression, the objective is non-Lipschitz and, hence, the
straightforward adaptation of previous results fails to provide tight guarantees, with improvements
being achieved via alternative approaches. Specifically, assumptions on the covariates are used
in [59]. These hypotheses are lifted in [46], at the expense of requiring n = Q(d?’/ 2) samples,
where the ~ hides logarithmic terms and the privacy budget is assumed of constant order. DP-
SGD with adaptive clipping is shown to achieve a sample complexity of n = Q(d) in [57]. This
is “nearly optimal”, in the sense that it matches, up for logarithmic factors, the min-max lower
bound in [12]. Similar nearly optimal rates were previously obtained by [38] (however with a
computationally inefficient method), and more recently by [39] and [9]. Notably, in the proportional
regime n = ©O(d), if the privacy budget is of constant order (¢/4/In(1/5) = (1) in [39, 57], or
p = ©(1) in [9]), then prior bounds on the test risk diverge logarithmically either in n [57] or in
the failure probability [9, 39]'. This barrier has been recently broken by [23], with the limitations
mentioned in Section 1.

Gradient clipping. In the context of private optimization with a non-Lipschitz loss, the role of
clipping and the magnitude of the corresponding clipping constant C¢j;p, has attracted attention due
to its nuanced implications: while a small C;, significantly affects the gradients, larger values force
the addition of more private noise, suggesting that the choice of C.j;, induces a bias-variance trade-
off 12, 3,9, 18, 43]. Prior work has argued that the bias induced by small clipping constants can
prevent convergence [2, 15, 55], which motivates an adaptive selection of C;, based on (private)
statistics of the magnitude of the gradients [1, 3, 27, 52]. Recent experimental studies have given
evidence that the best performance is achieved with a sufficiently small C;, [19, 35, 36], but it has
also been shown that overly-aggressive clipping can be damaging in the context of model calibration
[9, 10]. Theoretical insights on the benefits of small clipping constants have been provided in
[15, 18], with [15] proving optimization guarantees when the gradients distribution is sufficiently
symmetric and [18] considering the setting where the Lipschitz constant of the loss is sample-
dependent. Recent work on DP linear regression [9, 39, 57] shares the common feature of setting
the (possibly adaptive) Cj;p a poly-logarithmic factor larger than the expected norm of the per-
sample gradient. This ensures that, with high probability, at most a few gradients are clipped during
training, and we note that these logarithmic factors are strongly tied to the consequent logarithmic
divergence of the test risk guarantees discussed in the previous paragraph. Finally, the recent work
[41] provides a precise analysis of a version of clipped-SGD, although it does not focus on privacy.

Learning in high dimensions. The statistical setting where the input dimension (or model size)
d scales with the number of training samples n gained popularity due to its power in explaining
many empirical phenomena occurring in practice [4, 7, 30]. In this direction, a line of work has
characterized the interplay between over-parameterization and generalization for linear models [16,
29], logistic models [20, 48] and random features [31, 44, 45]. Random features have also been

1. More precisely, in [39] the number of samples would not be sufficient to achieve Eq. (4) with high probability.

11
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considered recently to explain the benefits of scale in private optimization [8]. Another line of
work has analyzed the behavior of one-pass SGD algorithms in terms of high-dimensional SDEs
[17, 41, 50, 51]. By passing from the SDE to a family of ODEs, this strategy gives a deterministic
equivalent for the gradient dynamics, which in turn leads to remarkable insights on optimization
stability and the role of stochastic batching.

Appendix B. Proofs on differential privacy

The notion of zCDP can be converted in (&, §)-DP, which in turn is defined below.

Definition 8 ((¢,0)-DP [22]) A randomized algorithm A satisfies (£, 0)-differential privacy if for
any pair of adjacent datasets D, D', and for any subset of the parameters space S C RY, we have

P(A(D) € S) < P (A(D') € S) + 6. (7
For completeness, we also provide the following definition.

Definition 9 (Rényi DP [47]) Given a € (1,400) and € > 0, an algorithm A satisfies («,¢)
Rényi DP if for any pair of adjacent datasets D, D' we have D, (A(D) | A(D")) < e, where
D, (A(D) || A(D")) is the Rényi Divergence [53] between the probability distributions induced by
the randomness of A, i.e.,

9 (6%
Da (AD) | ADY) = g tn [ (A2 (0100 ®

Note that Definitions 1 and 9 imply that an algorithm is p-zCDP if, for any o > 1, it is also («, pav)
Rényi DP. The following proposition allows to translate Rényi DP and zCDP to (¢, ¢)-DP.

Proposition 10 (Proposition 1.3 in [11]) If A satisfies p /2-zCDP, it also satisfies (p2 /24 py/21n(1/6), (5) -
DP, for any § € (0,1).

Then, if we consider § such that p < /In(1/9), we achieve (g, d)-DP if we have

P12+ p\/2In(1/8) < 2p\/In(1/6) <, ©)

which means that for algorithms respecting p?/2-zCDP, we can replace 2p by ¢/+/In(1/6) in the
error bounds to evaluate the cost of privacy in terms of (&, d)-DP.

B.1. Proof of Proposition 2

Let us define the family of functions £y ¢, () : R — R, for all k € [n], such that ¢ ¢, (0) = 0,
and

Cci
0}, Gy (2) = zmin <1, |1P> . (10)

2| [zl

12
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In words, £k ¢, (2) is a quadratic function, but linearized for sufficiently large values of |z|, such

that it is Ceiip/ || ||5-Lipschitz. Then, we have

C .
gk = gk min <17 clip >
19kl

Ceii
T . clip
= i (mk Or_1— yk> min | 1,
@klly |2 Or—1 — k| (11)

/ T
= $k€k7cclip (mk Hk;_l — yk;)

= Volk cp (96291%1 - yk) ,

where the first step follows from the definition of g in Algorithm 1. Furthermore, we have
Hvefk,ccup (@0 — y) — Volcup (@h 0 — yr) H2

= Nzl [ o @10 = 90) = o @0 = ) )

< lowlly |=f (6-9)

< k3]0 — ¢

Iy

where the second step follows from the fact that %7cchp(z) is a 1-Lipschitz function. Let us now
define

) 2
||$l<:||2 Nk

Then, we have that every iteration of Algorithm 1 takes the form

_ ) 92
fk,(}chp(z) = min (1 ) Ekpchp(z). (13)

Ok = Ok—1 — Mk Volk,Coy (Th Ok—1 — Yk) + 2Cetipoiby, (14)

where Ek,Ccnp (a:l@ — yr) is Ceiip-Lipschitz with respect to 0, and it is 2 /7;-smooth, i.e.,

_ _ 2
HVQEIC,CCIip(x;—Q - yk) - v6€k7cclip(x;—9/ - yk)H2 < % H@ o 0/‘ (15)

2 )

due to (12) and (13). Thus, the desired result follows from Theorem 3.1 in [25], after setting their
batch sizes { By} identically equal to 1, and their projection set K equal to all R%. |

Appendix C. The auxiliary functions 1..(0) and v.(0)

Let us introduce

c
r(0,x,y =z'0—y, re(0,x,y) = r(0,x,y) min (1,), (16)
) o) =rmyrmn (L o)
where (0, 2, y) represents the residual in 6, and r.(0, , y) is a clipped version of it. Then, as done
in [41], we define the descent reduction factor and the variance reduction factor

_ ]E(zvy)NPXY [Tc(e, x, y)Q]

= Bepey rboval, - ) E 0.0
(x,y)NPXY r\w,xr,y

HE(:B,y)NPXy [’I“(G, z, y) 33] HQ

fre(6)
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Lemma 11 below provides a closed-form expression for y.(6) and v.(6) in terms of P(6) and c,
and the subsequent Lemma 12 gives bounds that will be useful in the rest of the analysis.

Lemma 11 Let Assumption 1 hold, and let 1i.(0) and v.(0) be defined according to (17). Then, we
have

we(0) = erf (2 W) , (18)

C2 C C
where

erf(z \F/ F(z) = \/12? /_Zz 2 t/2dt = ert (é) - \/Zze_zzﬂ. (20)

In particular, 11.(0) and v.(0) depend only on ¢ and the test risk P(0) via the ratio c/+/2P(0).

Proof Recall that

c
r0,x,y) =z 60—y, re(0,2,y) =r(0,z,y min(l,), 21
( ) ( )= ) (0, 2,y)|

_ HEx,y [rc(97x7y) $”|2 v _ ]El“»y [TC(Hvxvy)Q]
O =, Ol T, re ey

Until the end of the proof, we will use the notation clip,(-) : R — R to denote the function such
that

(22)

clip,(a) = amin (1, @) . 23)

In particular, r.(6, z,y) = clip, (r(6, z, y)).
Let us look at the first entry of the vector E, ,, [rc(0, z, y) x],

Evy [re(02,9) " er] = Epy o [clip.(p1)p2] 24)

where the second step introduced p; and ps, defined as two mean-0 Gaussian random variables,
such that

2
Var(py) = Hzm(e—e*) T Var(p) =Su,  Cov(pi,pa) = [ S(0—67). ©25)

Then, we have

Cov(pr, p2)
Var(p1)
_ Covlp1,p2) A

o) [chpc Var(pl)p)p} (26)
T *

= 920 et (2P @)

V2P (0)

14
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where we used P(6) = R(#)+(?/2 = Var(p;)/2 and we introduced the standard Gaussian random
variable p. As this argument holds for any component of the vector E; ,, [r.(¢, x, y) x], plugging the
equation above in (24) gives

(0 —6%)
By re(6.2,9) )l = 20D [aip (/2P @)0)]
2P(0) 27
_ HEaay [T(Q, 7y) ]”2
- TS [clip.(v2P(©)7)7]
where in the second step we used that E,, , [r(0, z,y) x] = 3(6 — 6*). Then, we also have
Ey [clip.(v/2P(#)5)s|
:uc(e) = : (28)
2P(0)

Defining the shorthand ¢/ (0) = ¢/+/2P(0), the numerator of the expression above yields
. 273(9) 6/(9) 2 _ a2 2 2C +o0 _ A2 2
E; |clip.(v/2P(8)p)p| = / pre P 2dp + / pe P 12dp
p [elip.(VZP@R] = Y= o =L
I (0 0o
2P(9) _pAe_ﬁQ/Q (9) + / ( ) 6_52/2(1’[) _ 2C 8_[)2/2 +
V2 —c/(6) —c'(0) ous c(9)
2P(6) 119\~ (0)%/2 O e 2¢ _c(0)2/2
_26(9)6c<>/+/ 1245 | 4 2 =)/
V2T ( —c/(6) V2

_ /P(Q) d(0) 6*ﬁ2/2dﬁ
VT e

dO)/V2
_ 2\@f\/7>(0) / "
™ 0

= +/2P(0) erf (473@> :

which, plugged in (28), gives the first part of the thesis.
For the second part of the thesis, following the same argument we used to write (28), we have

E [clip.(v/2P(0))’]

(29)

0) = 30
VC( ) 27)(9) ’ ( )
where, as before, o denotes a standard Gaussian random variable. Then, we have
1 <(6) 2 2c (9) Too
ve(f) = — pre P Pdp+ L e P 2dp
‘ V2T J_c(8) VP

1 c(9) R . R
:m/ /(9)p26p2/2dp+c( (1_\/%/ e P/de> (31)

c? c ,
= 2P (0) <1 —erf (W)) + F(c'(0)),
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Figure 1: The functions p.(R), pc(R)/c¢, ve(R), ve(R)/c, plotted as a function of ¢ =
c//2R + 2.

which concludes the proof. |

Lemma 12 Ler Assumption 1 hold, and let ji.(R) and v.(R) be defined according to (17), where
R denotes a generic value of the test risk, since j1.(0) and v.(6) depend only on c and the test risk
P(0) due to Lemma 11. Then, for any ¢ > 0, we have that

v 2
MC(R)\/CW<\/3 e.0) < «(R)(2R + ¢?)

c2

c,(c,¢) < <1, (32)
where ¢, (c, () and ¢, (c, () denote two positive constants which depend on the values of c and ¢ and
are monotonously decreasing in c.

We also have that, as ¢/ — 0,

«(R)\/2R + (2 2 (R) (2R + ¢2
pe(R) ¢ —\fzo(l), V()(g C)—lzo(l)- (33)
c T c
Furthermore, we have
«(R)(2 5 1
WREREE) 1y ey
C
) 2R:—C (34)
Ve(R) > —, if — >
=3 V2R + (2
Proof Note that, introducing the notation
, c c
c = < -, (35)
2R+¢2 "~ ¢
we have that
pe(R) = erf (¢/V2) < 1, (36)
and
ve(R) = (¢)? (1 —erf (c’/\/i)) + () <1, 37)

where the last inequalities can be verified directly via the definitions in (17). Furthermore, we have
that both y.(R) and v.(R) are increasing functions of ¢/, equal to 0 when ¢’ = 0. This follows from
the definition for p.(R), and can be promptly verified for v.(R) via derivation.

16



BETTER RATES FOR PRIVATE LINEAR REGRESSION VIA AGGRESSIVE CLIPPING

We further have that, for ¢/ > 0,

peR)VPR+C Lot (o43) < ﬁ (38)

C

and

2 /

ve(R) (22R +¢) _ (1 erf (c’/ﬁ)) LEE) (39)

(¢)?
where both the LHSs are decreasing functions of ¢/, going to 0 for ¢’ — o0 (this can be seen via
explicit derivation with respect to ¢/, and via the identity 0 > [* —2t%e~"dt = ze*" — [ e=¥dt),
and where the last inequalities can be verified computing the limit for ¢ — 0T via 1’'Hopital rule,
which gives

C

lim
/=0t

= 1. (40)

pe(R)V2R+ 2 _ \/5 oy VeB) 2R+ )

c/—0t c?

Note that, as R > 0, the above limit is achieved when ¢/{ — 0. Then, due to the inequality in (35),
the first and second part of the thesis follow.
Note that, for ¢ = 1, we have

2
ve(R) = 1— 1/ — ~ 0516, 41)

Thus, the third and fourth part of the thesis follow from the monotonicity of v.(R)/c¢’ and v.(R). R

Appendix D. Deterministic equivalent

As 110(0) and v.(6) depend only on c and the test risk P(6) via the ratio ¢/1/2P(6) (see Lemma
11 and Figure 1 in Appendix C), we use the notation y.(R) and v.(R), where R is the noiseless
test risk. We also use the shorthand Apax (Amin) to denote the largest (smallest) eigenvalue of the
covariance matrix .

Proposition 13 Let Assumptions 1 and 2 hold. Let p = (1) and n,d — oo s.t. d/n — v €
(0,00). Define R(t), R(t) : [0,1] — R as the unique solutions of the following ODEs

dR(t) = =2 minf1(t) pre(R)RAt + Amax®* (t)ve(R) (R 4 ¢ /2)~ydt + 2¢262 (t)y2dt,

~ ~2 2 220\ 2 (42)
dR(t) = =2 max)(t) pe(B) RAL + 777 (L) ve(R) (B + ¢7/2)ydl 4 2767 (¢)ydt,
where R(0) = R(0) = ||%'/26*||3/2. Then, with overwhelming probability, we have
sup (R(0)uny) — (1)) = O <1°g2”> sup (B(t) — R(B1n))) = O <10g2”> 3)
te[o,1) Lin] N tefo,1) Lin] vn o)’

Proposition 13 gives that R(t) and R(t) are asymptotically an upper bound and a lower bound for
the test risk R(0|,|). In the isotropic case ¥ = I, the upper and lower bounds coincide, i.e.,

R(t) = R(t) for all t € [0,1]. Intuitively, compared to the isotropic case, the upper bound R(t)

17
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Figure 2: Numerical simulations for Algorithm 1 (d = 10,100, 1000) and the ODEs in (42). We
consider two schedules of the form in (6): output perturbation (o = 0, first and second panel) and
DP-SGD with constant noise (o« = 1/2, third and fourth panel). We fix v = 0.1, p = 1, ( = 0.3,
7(0) = 3, ¢ = 1, and consider both isotropic data (x = 1, first and third panel) and data covariance
with condition number £ = 2 (second and fourth panel). For o = 0, we also report for ¢ > 1 the risk
R(6P), and the values of R(1) + 2¢27%(1)v?/p? and R(1) + 2¢?72(1)7?/p* with a red continuous
and dashed line respectively. 6* is sampled uniformly on the unit sphere and the spectrum of X
follows a power law with appropriate exponent to achieve the specified value of k. For each value
of d, we report bands corresponding to 1 standard deviation around the mean over 10 independent
trials of Algorithm 1. In the first and third panel, we have R(t) = R(t) as the ODEs in (42) match.

reduces the descent term by a factor A\, < 1 and increases the SGD noise diffusion term by a factor
Amax > 1. Instead, the lower bound R(t) just increases the descent term by a factor Apyax > 1.
Tighter bounds are possible by making additional assumptions on the covariance spectrum, e.g., a
power-law decay (as considered in the theoretical literature [33, 37, 40] also in the context of DP
algorithms [21]). The proof of Proposition 13 is tied to the one of Theorem 4, and it relies on the fact
that the predictable part from the Doob’s decomposition of DP-SGD can be expressed via a family
of coupled ODEs. To give the bounds in (42), we decouple this system relying on ODE comparison
arguments. The complete proof is in the later Appendix D.1.

The convergence of Proposition 13 is already evident at moderate values of n, d, as showcased
by Figure 2 for different schedules (7(¢) = 1 and 7(¢) = /1 — t) and different data covariances
(having condition numbers x = 1,2): the upper and lower bounds on R(f;,|) coming from the
ODEs in (42) become more accurate as d, n increase and, for isotropic data, they match.

Both Theorem 4 and Proposition 13 require that sup;¢|q ] n(t) < 2/~, which guarantees, due to
Lemma 16, that the adaptive learning rate step does not take place with overwhelming probability,
i.e. T, = ny for every k € [n]. Notice that this corresponds to the stability conditions for SGD from
[17], with the difference in scaling motivated by tr(X) = d and Assumption 2.

D.1. Proof of Theorem 4 and Propositions 13 and 5

We will use the notation || Z||y, = inf{t > 0 : Eexp(|Z[P/t?) < 2} to denote the Orlicz norm of
a random variable Z for any p > 1. We denote the inner product between two vectors a and b as
{a,b) = a"b. Given two real valued quantities a, b, we denote by a A b = min(a, b). Furthermore,
we will denote with ~y,, the ratio d/n for a fixed value of 7.

It is useful to provide a statement of Theorem 4 for a more general class of functions other than
R. As in [41], we will work with a set of quadratic functions of the form

Q:={v— v R(z;X)v,Vz € Q}, (44)
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where Q := {w € C : |w| = max(1, 2||||op) } and R(z; ) = (X — 2zI)~! is the resolvent matrix
of ¥. We further introduce a norm || - || o2 on quadratic functions ¢ : R — C such that

lalle= = 1IV2qllop + 1Va(0) 12 + [q(0)- (45)

The proof relies on few separate technical lemmas, whose statements and proofs are deferred to the
later Appendix D.2.

Theorem 14 Let Assumptions 1 and 2 hold. Let p = O(1), n,d — oo s.t. d/n — v € (0, 00), and
supyepo,1) 7(t) < 2/7. Denote by © and 6y independent realizations of H-DP-SGD (as per Defini-
tion 3) and Algorithm 1. Let Do = ||0p — 0*||?. Then there exists a constant C = C(c, 7, p, Do, ()
such that, for any function q € @)

Elog’n
sup [q(©¢) —q(0)4n :O< >, (46)
tE[O,l)‘ (90) = a0y J)‘ Vn
with overwhelming probability, where £ = exp (C’ fol o )iR(e )ds>.
s Lsn]

Proof Let us first focus on Algorithm 1 where no adaptive learning rate step is taken (this will
be shown to happen with overwhelming probability in (59)). Then, introducing the notation u, =
0 — 6%, we have the following update rule

Upt1 = U — NGk + 2cVdogby, 47)
where we recall that
_ . eVd
Jk = gk min (1, H%b) ) Gk = (Thg1, Uk) Ty (48)

Let ¢ : RY — R be any quadratic function. Then, using a Taylor expansion, the update rule for
q(uy) reads

o) = alm) — " g () + 20V (b, Vatun) )
+ S {(2eVdoubisn — Ck/n)ge) % Vg(m).

Defining the o-algebra Fy := o ({u;}¥_,) generated by the iterates of DP-SGD in (49), it then
follows via Doob’s decomposition that the above process can be decomposed into its predictable
martingales and errors parts (see also Eq. (49) in [41]):

o) — atug) = ~ "D ) D, ) 50)
+ I, () (02 ) + - et s, T

+ AMF(q) + AMES(q) + E[AET (q) | Fi)
4 Ml]:lmse(q) + E[Ag}jmse(q) ‘ ka
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where we introduced the shorthands

anmgeg) = =T 6 Gty + TD ) (o, T G1)
AMEq) 1= 5 (/)30 ™, Palur)) — 5 LG /m)g)® | Fid, Vau)
BIAEF(0) | Fil == 55 (BIGI(E /)™ | i, Vg
i(k/n)?

T P ) (Vg )

_ 1 d N _
AMEO“B(Q) = 20\/&0k<bk+1, Va(ug)) + oW <20\/>akbk+1n(k/n)g,;r, V2q(uk)>
vn n
d
+ §<(200kbk+1)®2, V2q(ur)) — 2dc*(oida, V2q(uy))

E[AENS(q) | Fi) := 2dc2<<a,3 — nlg&(k/n)2> I3, V2q(uy)),

where the first three terms are in common with the analysis in [41], while the last two are the result
of the private noise in Algorithm 1.

In a similar way, we introduce the shorthand V; = ©; — 6* such that V[ = ug. Using Itd’s
formula on (3), for any quadratic function ¢, we have that

d4(V) = = 00c(V) VA, Da(Vidt + (O (VP () Ler (59277 a

d (52)
+ 2$02&2(t)tr (V2q(Vy)) dt + dME-PPSGD,
where we introduced the shorthand
27(t)2v, by

with B; being a d-dimensional standard Brownian motion.
Let M be a positive constant that will be fixed later. The dynamic is first controlled up to the
stopping time
7 :=1inf{k : ||uglla > M U [tn] : ||Vi||2 > M}. (54)

Then, we will denote the stopped processes u;, = ugnr and V" = Vir(7/,), Which will be the
objects we will compare in the following arguments. This stopping time is introduced for technical
reasons (see, e.g., (86)), and we will later show that 7 > n.

Denoting with 7j = supc[o 1) 7/(¢), taking the difference between (50) and (52), and follow-
ing the same argument in Lemma 1 in [41], we get that there are two absolute constants C; =
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C1(||E]lop, ¢, 7), C2 = C2(¢, ¢,77) > 0 such that, almost surely,

ds

Cy
sup [a(ufyy) — a(V7)] < / (€1 + 2 supa(u,y) — a(V7)
0<t<1 0 Ms qeQ

+sup (IME(Q)]+ MU ()] + M (g)] + IMEPPSP(g)))

0<t<(1IN(T/n))
ltn] [tn]
+ osup | ) O E[AEI(g) [ Fill + 1) E[AE™(q) | Fil| + O ), (55)
0<t<(IN(T/n)) p—1 k=1

where m = \/R ) + R(0|sn)). Here, we are also using the notation My (q) = E?:i AM;(q),

and MIPP-SGD (g fo dMIDPPSED () The last term follows from transitioning (50) to the
continuum limit, which involves an additional discretization error of O(d~!) (see also Section A.3
in [17] for more details).

Denoting with M the sum of the last two lines in (55), by Lemma 2 in [41] (for \Mﬁ%‘?( )

(MU (g)|and | =1 BIAEHS (g) | Fi]|), Lemma 17 (for |MYC8e(q)| and | 1] E[AENOS(g) |

Fx]]), and Lemma 18 (for |MIDPP-SED(4)|) there are two constants C5(||%|op, 7, M, c,7), and
Cs(|IX|lop, 7, M, ¢) > 0 such that, for any u > 1,

M < Csn™ V2 (u+Cy), (56)
with probability at least 1 — e . B -
Then, by Lemma 3 in [41] or Lemma 2.2 in [17], we can define a set Q C Q with |Q] <
C(||Z]op)d*, such that for all ¢ € @Q, there exists a ¢ € @ that satisfies ||g — gl|c2 < d72. Then,
taking the union bound over this set yields

C
sup sup ‘q(u[tnj) - q(‘/f)‘ < / (C1 4+ —)sup ‘q Ugn)) — (VST)‘ ds+M, (57)
qeQ 0<t<1 0 Ms qeQ

with probability at least 1 — C(||2|op)d*e™". Thus, with this same probability, the application of
Gronwall’s inequality gives

1
sup sup ‘Q(ui—tnj) - CI(V}T)‘ < Mexp (Cl + 02/ 1d5> : (58)
qeQ 0<t<1 0o Ms

Then, we are left to show that 7 > n. This follows the same approach as in Lemma 4 in
[41], which is here formalized in Lemma 19. In particular, we show that there exists a constant
C(||X|lops ¢, v) > 0, such that for any » > 0, with probability at least 1 — 2¢~"*/2, it holds that
SUPyse(o,1] V|12 < ||V0||260d71/27”. Then, it can be shown that M (see (54)) can be chosen as a
constant independent from d and n, such that 7 > n with overwhelming probability. This is shown
before on V; (via Lemma 19), and later on ary via the argument in Eq. (81) in [41].

Lemma 16 guarantees that, if sup,c[ 1 77(t) < 2/, we have, for all k € [n],

Mk = Mks (59)
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with overwhelming probability. Then, the event in (58) intersected with 7 > n, after setting v =
log? n, holds with overwhelming probability also on the original algorithm, and the thesis readily
follows.

|

Lemma 15 Let Assumptions 1 and 2 hold. Let p = ©(1) and n,d — oo s.t. d/n — v € (0, 00).
Define R(t), R(t) : [0,1] — R as the unique solutions of the following ODEs

dR(t) = =2 minf1(t) pre(R)RAt + Amax* (t)ve(R) (R 4 ¢2/2)~ydt + 2¢262 (1)~ dt,
AR(t) = =2 maxT](t) pe(B) RAL + 77 (t)ve(R) (R + ¢ /2)ydt 4 2667 ()5 dt,

where R(0) = R(0) = ||%'/260*||3/2. Then denoting with ©; a realization of H-DP-SGD (as per
Definition 3), with overwhelming probability, we have

(60)

— log?n log?n
WDR@O—Mﬂ=O< ), wpm@—n@m:0< 6
tef0,1) ( ) vn t€[0,1) vn

Proof Let ()\;,w;) be the eigenvalues and eigenvectors of 3, and consider the shorthand D;(t) :=
d(Vi,w;)?/2. Set q(V;) = ﬁ 25:1 ﬁ(\/t, w;)2, the argument used in the proof of Theorem 14
can be extended to the set of contours that enclose only the ¢-th eigenvalue. Then, integrating over
both sides of (52) via the Cauchy integral formula, we have that there exists a set of coupled ODEs

dD; = =2Xifj(t) pe(R(1)) Didt + Niff? (H)ve(R(8) (R(t) 4 ¢*/2)vdt + 2¢°5°()7dt,  (62)
with R(t) = 1329 A;D;(t) and D;(0) = d);(w;, 6%)2/2, such that

£ log? n)

NG (63)

sw\R@O—R®N=O<

te(0,1)

with overwhelming probability, where £’ = exp (C fo \/W 3) and C' is a positive con-

stant (see pages 9-10 in [17] and Appendix G in [41] for details).

Until the end of the proof, we will define more auxiliary ODEs, such that the RHS is uni-
formly Lipschitz in the dependent variable at all times ¢t € [0,1]. Then, by the extension of the
Picard-Lindel6f theorem (see Corollary 2.6 in [56]), we have that their solutions exist and are
unique, and therefore also have continuous derivatives. Then, defining

dD; = ~2huanii(#)p1e(R(E) Dadt + AP (Ove(RIO) (R(E) + C2/2)ydt + 252(¢)yt,

_ (64)
dD; = ~2Xmaxfi () e (R(£)) Dyt + i (H)ve(R()) (R(t) + ¢ /2)ydt + 252 ()y*dt,

by standard ODE comparison arguments (see Theorem 1.3 in [56]) we have that D;(t)

D,(t) forall t € [0,1]. Then, averaging over i (welghtlng by \;) the equatlons in (64) an
. -/

defining R (t) = é Zi:l )\,D,( ) and ﬂ/( ) = d Zi:l AiD;(t), we get R (t) > R(t)

all ¢t € [0, 1], with

> Dy(t) >
nd (62), and
>

R/(t) for

0R = DO ROVR 0t + T 200 (R (RO + 29t + 226 (1),
AR = ~DriOpiel RO E A+ T 3200 (RO)RE) + 2t +2252 (1)t

(65)
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Furthermore, for a fixed value of ¢, we have that the functions z.(R) and v.(R)(R + ¢2/2) are
respectively monotonically decreasing and increasing with respect to R (see Lemma 11). Then,
since by Jensen inequality we have that tr(X?) > tr(X) = d (where the last step holds due to
Assumption 1), and since we also have tr(3?) > A\paxtr(X) = Amaxd, by defining

dR = —2Xmin71(t) pte(R)RAL 4+ Mnax i (1) ve(R) (R + ¢2/2)~dt + 26262 (t)~2dt,

= (66)
AR = —2Amaxi(t) pe(R)RAL + 72 (£)ve(R) (R + (% /2)ydt + 2¢°5° (t)v*dt,

we get that R(t) > El(t) > R(t) > R/(t) > R(t) forall t € [0, 1]. Thus, to obtain the thesis, it is
sufficient to prove that the term £’ in (63) is of constant order, which is in turn implied by showing
that R(t) = (1) for all ¢ € [0, 1]. This is readily implied by the fact that

AR = —2\pax ROV dt, (67)

dR™ = Apax>ydt + 2c25242dt, (68)

are respectively a lower and upper bound of R(¢) and R(t), which have a closed form solution and
guarantee that R(t) > Cy > 0 for every ¢ € [0, 1], giving the desired result. [ |

Proof of Theorem 4. The result follows from Theorem 14, after setting ¢(0—60*) = HZI/ 2(0 — 0%) H;
and proving that £ = O(1). This is due to Lemma 15, which guarantees a lower bound on R(©;)
via R(t) and the latter is shown in the argument after (68) to be €2(1) for all ¢ € [0, 1]. Note that the
upper bound in (68) and the following argument also guarantee R(©;) = O(1), for all ¢t € [0, 1],
which then yields, with overwhelming probability,

R(0) = ©(1), (69)

for any iterate k € [n — 1]. [ ]

Proof of Proposition 13. The result follows from Theorem 4 and Lemma 15, after an application
of the triangle inequality.

Proof of Proposition 5. Due to the update rule in Algorithm 1, we have

2
IR(0,) = |[2V2 (6, — %) ,

= |22 (001 — 71ugn + 2Caiponbn — 07)

2

) ‘2 ) (70)
125 5.

e

= 21/2 (97171 — 0"+ QCclipUnbn)

— 27 Gn 2 (Op—1 — 0%) — 471G,y 2CllipTrnby.

By Assumptions 1 and 2, and due to the definition of g,,, we have

Y21= (1= 11 _ Vdy o (1
< IS il gl = O ( ! ) o[- )

=g
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Theorem 3.1.1 in [58] also guarantees that ||b, ||, = O(v/d) with probability at least 1—2 exp (—c1d),
for some absolute constant ¢; > 0. Thus,

’ 4ﬁn§;— EC(clipUn bn

= ‘ 477”'{_]; ZCclip %bn

_OCL\/Ex/&TlL\/&)_O(\}g), (72)

which gives

’27@(9”) _ HEW <9n_1 — oy 2Cc“pan21/2bn) i

(2‘ ~0 <1 + W) NCE)!

Similarly, we have

HEUQ (en—l - 0"+ 2Cclipanbn)
+4CC11pUanE (Qn_l — 9*) .

= 0

(74)

However, since b,, is a standard Gaussian vector, we have that, with probability at least 1—2 exp (—02 log2 d),

‘4C'Cnp0nb;|; 5 (01 — 07)| < 4Cp0, 212 )21/2 (61— 6%)|| logd
op
(1
= 4(:\/21m HEUQ ‘21/2 (0p—1 —6%)|| logd
pn op 2

(75)

2

o

-0 V R(‘gn—l)logd
= \/Zl .

Then, an application of the Hanson-Wright inequality (see Theorem 6.2.1 in [58]) yields

‘Hchipanzl/?bn

2 ~2(1) 7~72(1) logd
4 an Y)| <4 2d Y|logd = O
2 ¢ p2n2 tI'( )‘ > aC anQ || H Og < \/g > 9 (76)

with probability at least 1 — 2 exp (—03 log? d). Putting everything together gives

R(6) — R(Bar) — 227 (1)72/4?| = O (1"%) , an

with overwhelming probability, where we used tr(X) = d and (69). |

D.2. Technical lemmas

In this section we provide the statements and proofs for the technical lemmas used for the proof of
Theorem 4. The notation is defined accordingly, and Assumptions 1 and 2 will always be assumed
to hold. In this section, we will use the shorthand || - || to denote both the Euclidean norm of vectors
and Frobenius norm of matrices.
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Lemma 16 [f'supcjoq1)7(t) < 2/7n, we have that, for all k € [n],
Mk = Mks (78)
with overwhelming probability.

Proof Since we have tr (X) = d and ||X[|,, = O(1) by Assumption 1, due to Theorem 6.3.2 in
[58], for every k € [n], we have that H”mk”Q - \/&Hw = O(1). This implies
2

P (Jlagl; — d > t) < 2exp (—ert), (79)

where c; is an absolute constant. By hypothesis, there exists a positive constant co such that

2 2
< = . 80
M = Yan(l+c2)  d(l+c2) (80)

Then, we have

2
P (7 # i) = P <||xk||§ > nk) <P (Jlokl} > d(1 + ) < 2exp(-csd), (8D

where the first step follows from the definition of 7 in Algorithm 1, the second step follows from
(80), and last step follows from (79). Thus, the deisred result follows via a union bound over all
k € [n], with probability at least 1 — 2nexp (—c3d) > 1 — 2 exp (—cad). [

Lemma 17 We have that, for any quadratic q € Q such that ||q||c2 < 1,

Ltn]

. 2Vn
E E[Ac‘f}:me(q) | Fr]| < pQLnCn’Q’ a.s. (82)
k=1

where C,) o denotes the upper bound on the absolute value of the second derivative of 72(t). In
addition, there is a constant C = C(c, vn, p, M) > 0, such that, for any y € [1,n],

sup [ MYO(q)| < Cn~ 3y, (83)
1<k<(nAT)

with probability at least 1 — e™ Y.

Proof Recall the definition in (51)

. 1 d - _
AMRS(q) = 2eVdoy (bs1, Va(ug)) + M<20\/;Ukbk+l77(k/n)gl—crv V2q(u))
+2dc o ((be1)®?, Vq(ur)) — 2?07 (1a, Vq(ur)).
Then, for any k£ < 7, we rewrite the martingale as a combination of the following three terms
1 1

AMI}:Ioise(q) = —={bpi1, Ak,l + Ak,2> +

=—n (b7, — 1a, Ci), (84)

n2
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where we introduced the shorthands

Ay = 2cn3/2\/gaqu(uk), Apo = cn\/zakﬁ(k/n)VQq(uk)gk, C) = 2dn2020zv2q(uk).
(85)
We will separately bound the contribution of each term in terms of its Orlicz norm. Let us
start with the second term, and consider ¢ € (). This is a quadratic function of the iterates; its
Hessian, therefore, does not depend on the iterates and explicitly on k. In addition we have that
sup.cq [|[R(z;2)|lop < 2. Since by41 ~ N(0,1;) and independent, using the Hanson-Wright in-
equality (Theorem 6.2.1 in [58]) we have that, for some ¢ > 0 and K = max;c(q) ||bx+1,ill 55

1 t2nt tn?
P — (b2 —14,C >t><2ex <—cmin( ) >>
<n2< br1 ~ L0, Ch) 2 ) < 2exp KT[Chl?” K2[|Clop

t2 4
< 2exp <—c’ min <;L,tn2>> .

To justify the last passage, note that, by the structure of the noise,

;);M\ﬁ(k/n)Q —i((k+1)/n)*| < QLn?’ max

4
< anl,

2
O < > 5 2
P23y,

as ‘%ﬁQ (x)’ < Cy,1 for some C), 1 due to Assumption 2. Using the above bound, we obtain that
[Ckllop < 2dn%c®a2||qllc2 < 8¢%/p?Cy 1, and similarly ||Ck|| < 8v/dc?/p*Cy 1. We, therefore,
have that ||#(b§fl — 14, Cy)|ly, < Cn~1, for some constant C(p, ¢, Cyy 1) > 0.

For the first term, by Eq. (89) in [41], the norm of ¢ is bounded for the stopped process uj, as
follows,

Vgl < [IV2qllopllull + [VaO)]| < lallcz(1 + [lul]) < C(1 + M). (86)

Hence, we have that || Ay 1| < 2n%/%cy/nopC(1 + M) < 4/der/Cp1/7aC(1 + M) /p, which
implies that

with C' = C(M, p, Yn, Cy 1, ¢) > 0. Using a similar analysis as in Eq. (92-99) in [41], we have

1

W<bk+1w4k,1> <

P2

g, 87)
n

1 _
< n3/2 cn\/%akn(k/n) ’ <bk+17 VQQ(uk)9k>1||gk||2§c\/g\ (88)

1
‘n3/2<bk+17 Ap2)

1 - g
+ ch\/%ffm(k/n)m/a“bkﬂ, V2q(uR) = s vl

gk |l2
4ey/Cpa 4ey/Cpa
7n‘<bk+la V2Q( 7n’<bk+l7 V2Q<

< ug)gr)| + ug)gr) |
YnTp YnMp
86\/0 1
< Y (bger1, V2 (k) Tps1) (Tegt, we) + 251)]-

Vnnp

Due to (86) and Assumptions 1 and 2 we have || (bg+1, V2q(ur)Zr+1)]lr < Clloksllwsl|Trt1lls <
C for some C' > 0 that depends on the ||X||,p. Finally, we note that |[(xp11, uk)|ly, < C(1+ M),
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and ||z|ly, < C( for any k < 7. Combining the above, we obtain that there is a constant
C = C(c,Cpu,p,Yn, M,{) > 0 such that

P = inf{t > 0: Elexp(|AMYS(q)|/t) | Fp_1] <2} < Cn~t (89)

We then apply Lemma 5 in [41] for some absolute constants C' > 0 for all £ > 0:

1<k<nAT Cmaxgep) ¢r1 C Y i) 67, J
(90)

. . 2
P ( sup  |MYB(q) — EMEOSe(q)| > t) < 2exp (— min{ ! t )

< 2exp (—Cn min{t,tQ}) .

As we assume that n is proportional to d and noting that EM}°¢(g) = 0 by our construction, we
then have that, for any y € [1, n],

sup | MY (q)| < On~ 2y, 1)

1<k<(nAT)

with probability at least 1 — e~ ¥ for any y € [1,n].
Next, we bound the error due to the discretization:

[tn] [tn]

SOEAEN(q) | Fil| <242 Y |07 - i3 (/)2 - [6x(V2q(up))|
k=1 k=1
Ltn]
2d2 2 2 1 ~ 2
< _ =
< Z (k/n)? —7((k+1)/n) ~5(k/n)
2’y i d2 9

where we use the definition of the noise function as the derivative of the learning rate & ()% =
— 4 52(x) at any point z € [0,1). Then, as \;—;ﬁz(mﬂ < ()2 for some constant C,, 2, the desired

result follows. [ |

Lemma 18 Denote by MH DPSGDT 1he H-DP-SGD martingale in which the stopping time is im-

posed. There is a constant C = C(c, Cp 1,n, ||Xlop, M) > 0, such that for any quadratic q € Q
with ||q||c2 < 1, and for any y € [1,n], we have

sup |MPPPSEPT () < Onay, (92)
0<t<1

with probability at least 1 — e™ Y.

Proof To bound the martingale error from H-DP-SGD under some general statistic ¢ € (), differ-
ently from the argument to obtain Eq. (72) in Lemma 2 in [41], we need to control the additional
term due to the additive noise in Algorithm 1.
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Using It6’s formula for any quadratic function ¢:
_ _ 1
dq(8;) = — 7(t)ue(©1)VP(0,) T Vq(O(t))dt + UQ(t)Vc(@t)P(@t)ﬁtr (ZV2q) dt

d . DP-
+ ZECQJQ(t)tr (V2q) dt + dM;FPPS6P, (93)

2ﬁ(t)2yc(®t)77(@t)2

n

d .
dMi{_DP_SGD — <Vq(Vt), \/ + 4ﬁ020(t)2Id dBt>,

with By being a standard d dimensional Brownian motion. The quadratic variation of the martingale
is then bounded a.s.

Ct d ~
(M(q)): < o + ﬁ(4c27]2\|2|]0p(1 + M)Z)a

for some constant C' = C(||X||op, M, Cp.1,¢,7n) > 0, where we used Assumption 2 which gives
5(t)] = | &#2(t)| < Cp1. The claim is then proved by an application of Gaussian concentration
inequalities as in Section B.6 in [41]. |

Lemma 19 There exists a constant C(||X||op, ¢, v) > 0 such that for any v > 0 with probability at
least 1 — 2e="°/2 it holds that SUPye(o,1] HVtH2 < HV0H2€Cd*1/2T'

Proof The proof follows a path similar to the one of Lemma 4 in [41]. In particular, consider the
function ¢(V;) = log(1 + ||V4]|?). Then, by application of It6’s Lemma to (3),

Nc(et)
L+ [|Ve||?
Ve(©)P(Oy) 1
(L+[[Vil*)? n

+ 2%252@)
n

dp(O:) = — (1) VP(6r) Vidt

+ 237%(t) tr (S(La(1+ [|Ve]?) — Vi @ Vp)) dt (94)

T T M)

with

dMi(p) =

1 ( \/277(75)2%(907)(@:5)2
EEREIATINLL
(1 +[Vall®) n

The drift terms and the quadratic variation terms can be bounded by some C(c, ||X||op, {,¥n). The

quadratic variation of the martingale term is bounded (M); < % We then have by Gaussian
concentration inequality,

d ..
+ 4ﬁ620(t)21d dBy).

P<wpwwwzcu+ﬁ¢m)§eﬁ”, 95)

0<t<1

which proves the claim. |
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Figure 3: Numerical simulations for R(6”) obtained via Algorithm 1 for d = 1000 and k = 1,
as a function of ¢ and 77(0). We consider the schedules in (6) corresponding to output perturbation
(o = 0, first and second panel) and DP-SGD with constant noise (o« = 1/2, third and fourth panel),
with fixed p = 1 and ¢ = 0.3. We set v = 0.1 in the first and third panel, and v = 0.01 in the second
and fourth panel. The values of R(6P) are capped at 1, and 6* is chosen such that R(6p) = 0.5. We
indicate with red dashed lines the curves ¢ = 1, 77(0) = 2/, and ¢7(0) = In(1/7), and we display
the average over 10 independent trials.

Appendix E. Formal statements and proofs for Section 4
E.1. Formal statements

Theorem 20 Let Assumptions 1 and 2 hold. Let 08 and 9119 /2 be the solutions obtained with Algo-
rithm 1 with 1(t) given by (6) for o = 0 and o« = 1/2, respectively. Consider the setting

d In(1/7)7 Y
=" 0,(1), W (Amax + ,02> = 04(1), (96)
and pick
Cln(1 2
=00, =S o< 2, ©7)

for a large enough constant C which does not depend on v, p, .. Then, we have that, with over-
whelming probability,

2 n2
R(E) = O, (Amaxfyln(l/,ywr 1 47l (1/v)>7

22 22 P2
min min (98)
Amax 1 7 Wn*?(1/7)
R(67 ) = O (AZ‘ Y3 (1/7) + 15 7 :

Furthermore, assume that p = QV(’yl_h) for some h > 0. Then, for any choice of the hyper-
parameters ¢ and 77(0) s.t. 7(0) < 2/, we have that

1 1 42In?(1/7)
R(to) = 1 <A?nax71n(l/ KA ’ (99)
1 1 2 In*/3(1 0%
RO} ) =y (}\%naX'yIHQ/g(l/'y)—i- T, p2( [V
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Theorem 20 (proved later in this appendix) gives upper and lower bounds for output perturba-
tion (& = 0) and DP-SGD with constant noise (o« = 1/2). Our analysis requires that neither the
condition number « nor the inverse of the privacy parameter 1/p are too large with respect to 1/7
(see the second condition in (96)), and the condition p = Qw(vl_h) needed for the lower bound in
(99) is qualitatively similar. We highlight that for both values of «, if Amax, Amin = ©-(1), then
upper and lower bounds match. This has two remarkable consequences: (i) the hyper-parameters
in (97) are optimal in terms of rate (assuming 77(0) < 2/+), and (ii) DP-SGD outperforms output
perturbation.

We now comment on the optimal hyper-parameter choice in (97). First, the condition 77(0) <
2/~ implies that n, = 7, for all k € [n] (see Lemma 16), i.e., the adaptive step on the learning rate
in Algorithm 1 never happens. If that was not the case, the gradient update would be proportional
to M < Mg, while the private noise oy, still depends on 7, via (2). This suggests the sub-optimality
of having 75, < 7, and of the regime 77(0) > 2/~. Second, the choice 77(0)c = C'In(1/) provides
the optimal trade-off between two competing objectives: on the one hand, 77(¢)c controls the size
of the first term of the ODEs in (42) (for ¢ = O,(1) and bounded values of R, Lemma 12 gives
that p.(R)/c is lower bounded by a constant), which in turn determines the speed of convergence
towards O of the risk; on the other hand, a large product 7j(¢)c increases at least one of the last
two terms of the ODEs, which have the opposite effect of increasing the risk. We remark that
this scaling agrees with the empirical practice of using a small clipping constant, with a learning
rate renormalized by its value [19, 42]. Third, the choice ¢ = O,(1) is motivated by the fact that
increasing ¢ beyond this point does not further increase p.(R) < 1, which drives the risk to 0.
However, larger values of c increase the private noise in DP-SGD, and hence the last term in the
RHSs of (42), which increases the risk. Formally, it can be shown that, if p/c = Q. (y'") for
some h > 0, then the lower bounds in (99) increase by a factor max (17 02), thus demonstrating the
sub-optimality of the choice ¢ = w(1).

These conclusions are supported by Figure 3: performance deteriorates if either ¢ exceeds 1,
(upper part of the heatmaps) or 77(0) exceeds 2/ (right part of the heatmaps); the lowest values of
the risk are roughly parallel to the line ¢77(0) = In(1/v). Combining the upper bound on 77(0) with
this last condition gives the lower bound ¢ = Q(1In(1/7)). This still allows for a wide range of
aggressive clipping regimes s.t. ¢ = 0,(1). We also remark that the lower bound on the optimal ¢
comes from considering one-pass DP-SGD, and it may not hold in other settings (e.g., full batch
DP-GD [9]).

Theorem 21 Let Assumptions 1 and 2 hold, and let 0%, be the solution obtained with Algorithm 1,
with 7j(t) given by (6) for « > 1. Consider the setting

d In*(1/7)y v
v=g=o P (et ) <o) (100
and pick
N Caln(1 5 2

for a large enough constant C' which does not depend on v, p, ¥, . Then, we have that, with
overwhelming probability,

Amax | L 1 a2+2InTra (1
R(62) = O, (A; avyInTHe (1/4) + = ey an ( /'Y)). (102)
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R(0F) R(67)/R(0F) An immediate consequence of Theorem 21
(proved later in this section) is that, by taking
a = Inln(1/7), in the setting where Apax, Amin =
©,(1), we have

2
10° 10* 10° R(6P)=0, (’y(ln]n(l/"}/))—l—;(1n1n(1/’y))2).
(103)
Thus, for small ~, it is convenient to increase
« and decay the noise faster during training, up to
alevel « = ©,(Inln(1/7)). Values of « larger
than that may then deteriorate performance. Fig-
ure 4 investigates the phenomenon by comparing
different schedules after the hyper-parameters 77(0)
and c have been optimized numerically. The left
panel shows that, while all schedules rapidly give
better results as n increases, larger values of « are
optimal only for large enough n. This effect is clearly shown in the right panel, which reports the
same results normalized by the loss of output perturbation (o« = 0). Hence, if n is sufficiently
small compared to d, output perturbation can in fact be better than DP-SGD, in agreement with an
observation made in [23] regarding the comparison between output and objective perturbation.

Figure 4: Numerical simulations for R(6%)
obtained via Algorithm 1 ford = 1000, x = 1
and p = 1, as a function of n. We consider the
schedules in (6) for o € {0,0.5, 1,2}, we op-
timize w.r.t. ¢ and 77(0), and we report the av-
erage over 10 independent trials, as well as the
confidence interval corresponding to 1 stan-
dard deviation.

E.2. An auxiliary bound

Lemma 22 Let 8 < 1 and Eg(x) : RT — R be the exponential integral function defined as

+o0 ef:pt
Then, we have that
lim 2P Eg(x) =T(1 - B), (105)
z—0*

where T'(-) denotes the Euler Gamma function
o0
[(s):= / e it dt. (106)
0
Furthermore, we have that, for all x > 0,
Eg(x) <T(1 - B)a 1P, (107)

Finally, if either 8 > 0 or x > —20, we also have that

2e7 %

X

Eg(z) < (108)

31



BETTER RATES FOR PRIVATE LINEAR REGRESSION VIA AGGRESSIVE CLIPPING

Proof The change of variable v = ¢ in the definition of Eg(z) yields

—Uu

+o0
— 81 €
Eg(z) =2 / " du
X

—+o00 €T
— P ( / e Uy P du — / ety P du) (109)
0 0
= 281 <F(1 —-pB) — / ety du) .
0

Then, (105) and (107) readily follow from the fact that the last term in the equation above is bounded
by

x T xl—ﬁ
0< / e uP du < / u P du = : (110)
0 0 1-p5
For the upper bound, denoting with
(o9}
[(s,z):= / e sl de (111)
x
the upper incomplete Euler gamma function, (109) allows us to write
1
Eg(x) = =51 = B,2). (112)
Via an integration by parts, we have
o0 oo
r(1—8,z) = / et Bdt =z P — 5/ et A1 dt. (113)
€T €T

If 3 > 0, we have I'(1 — 3,2) < e 2%, which together with (112) gives (108). If 3 < 0, the
second term in the equation above is positive, and since ¢ > z, it can be upper bounded as

> 1 B[~ p
—5/ e P dt < —/ et Pdt=—-T(1 -6, z), (114)
which, if plugged in (113), for z > —20 gives
e Ty P
I'(l1-8,2)< ——— <2 %75, 115
(1-8,2) < 1+ 8/z = (115)
and the thesis again follows from (112). |

E.3. Proof of Theorem 20

All the ODEs defined in this (and the following) section will be such that their RHS is uniformly
Lipschitz in the dependent variable at all times ¢ € [0, 1], which in turn guarantees they have a
unique solution. Furthermore, the RHSs will also be uniformly Lipschitz with respect to the variable
t due to Assumption 2. Thus, if R(0) = R’(0), and

dR = f(t,R), dR =f(t,R), (116)
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with
F(tR(t) > f(t, R'(t)), (117)
forall t € [0, 1], we have that

R'(t) > R(t) forall t € [0,1]. (118)

The same statement holds also for the opposite inequality, and will be used extensively to bound the
solutions of R(t) for different schedules. This is a direct application of Theorem 1.3 in [56]

To ease the presentation, we introduce the notation v = 77(0). We will provide the proof sepa-
rately for « = 0 and @ = 1/2, and the proof for o > 1 in the next section. We will also denote the

test risk at initialization R(0) = || »1/2g H; /2, and all asymptotic notations will be with respect to
the limit v — 0.

a = 0: output perturbation. Recall that in the setting o = 0, we have

V(R 2
dﬁ(t) = _2>\minUCMC(CR) Rdt + )\max(UC)2 VC(R)(FE;_ ¢ /2) ~dt
(119)
2
dR(t) = _mmaxvcﬂc(ﬁ) Rdt + (Uc)zuc(R)(szg /Q)th

Importantly, recall that the risk R(6P) in this setting is not well approximated by R(1), due to
Proposition 5.

Theorem 23 Let Assumptions 1 and 2 hold, and let 0P be the solution obtained with Algorithm 1,
with the schedule defined in (6) for o = 0, in the setting v = d/n — 0. Furthermore, assume

/\max
2 In(1/v)y = o(1). (120)
Then, by setting
c=0(1), we= Cl;‘(l/”) v <2/, (121)

for a large enough constant C' which does not depend on vy, p, 3, we have that, with overwhelming
probability,

AmaxyIn(1/7) | 7*In*(1/7)
R(ap):O< ot ) (122)

Furthermore, suppose there exists h > 0 such that p = () (’yl*h). Then, for any choice of the
hyper-parameters ¢ and v such that v < 2/, we have that

R(6%) = <71§£}/{ D 4 72;1 i;ﬂi ) ) . (123)
Proof Let us introduce the shorthands
F(t, R) = —2Amimvel” C(CR) Rdt + Amax(ve)? vo(R) (}i; </ 2 ar, o
F(t,R) = —2Aaxve’ C(CR) Rat + 72(t)(ve)2 LY (]i; R
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corresponding to the RHSs of the ODE:s of interest. Then, consider the auxiliary ODEs

dR' = —aRdt+bdt = f (¢, R)dt,  dR = —aR'dt+bdt =: f'(t,R)dt,  @b,a,b>0,

(125)
with initial conditions R (0) = R(0) = R(0) = R(0) = R'(0).
Notice that R (¢) admits the closed form solution
R'(t) = (R(0) — b/a) e ™ + b/a. (126)
Similarly, we have that
R'(t) = (R(0) — b/a) e~ + b/a. (127)
Since ¢ = O(1), by Lemma 12, we have that
c,(c, (R 1 2v.(R) (R + ¢%/2
&(e.9) < HelB) ;a6 < V()(Q C/)<1. (128)
V2R + (2 c T (R+(%/2) c
Then, let us set
2.2 2.2
d— el gy vy Amx o veg,(e0)
R(0)+1+¢? 2 V(2/2 2
(129)

As cv = CIn(1/7)/Amin. the choice in (129) ensures that b/a < 1 and b/a < 1 as long as
Amax/ A2 In(1/7)y = o(1), which in turn guarantees that

!/

R (t) € [0, R(0) + 1], R'(t) € [0, R(0) + 1]. (130)
Thus, (129) guarantees

F&R@®)<F LR ®),  f(LR1)> f(t,R (1), forall ¢ € [0, 1]. (131)
Thus, by (118), we have

-/

R'(t) < R(t), R (t) > R(t) forall t € (0,1]. (132)

In particular, plugging ve = C'In(1/7)/Amin and (129) in (126), we have that

_ — z b Amax

R <R()<e®+==0 < o ln(l/'y)'y> , (133)

a )‘min

as long as C' is chosen to be large enough. Then, the upper bounds follows from Proposition 13 and

Proposition 5, as the risk at the last iterate roughly increases by 2c2v?~2/p? = O(72 In?(1/7)/(p?X2,.)).
For the lower bound, let us first suppose ¢ < 1, which implies that (128) holds. Pick a, b as in

(129).

First, let us consider the case a < 1. We have that (132) gives

SIS
Q]I

e™% > R(0)e® > R(0)/e = Q(1). (134)
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In the case a > 1, (132) gives

R(1) > R'(1) = R(O)e*%ré_

b b b
Zet > R(0)e 4 =(1—e ") = R(0) <evdmaxa + L ) ,

a Amax@

(135)
where a, b are positive constants which do not depend on 7, v, ¢ and the spectrum of >. Then, let us
consider the following quantity

b 2
R = R(0) [ evermma - YOV ) 4 o227 (136)
Amax@ p2
We have that )
b 1 A
arg min e~V maxa@ 4 v In (Amaxa) , (137)
ve )\maxa )\maxa b7
which implies
( 7’UCAmaXCL /UCb,y > Q (71112(1/,)/)) . (138)
Amax@ )‘max
Note that, assuming p = Q(y'~"), we have
2 2 21 2 1
min e~ VCAmaxad 4 v262fy—2 > min U262l2 =0 (g 2( /'Y)) ,
ve> 1!;(0)\2/72) ve> 13(?)\2/72) P -
aAmax max (139)
2 A2 In?
min e~ VCAmaxa —|—’U2621 > b —0 (’Y In 2(1/’)/)> —Q < l;l 2(1/7)) .
O<vc<% P p Y )‘max
Then, merging (136), (138) and (139) yields
yIn(l/y) | y°® (1))
R=Q ( 2 + N . (140)
max max
The result in (135) together with Proposition 13 and Proposition 5 implies that, with overwhelming
probability,
yIn(l/y)  y*®(1/7)
R(OP) = Q . 141
o) =a (T (14

It remains to prove the lower bound for ¢ > 1. From (18), one readily has that 0 < u.(R) < 1.

Note that
ve(R)(R +¢*/2)

c2

ve(R)(R + ¢%/2) > max ( ve(R)C? /2) , (142)

which combined with (34) gives that v.(R)(R + (?/2) > by, for a positive constant by independent
of v, v, ¢ and the spectrum of . Furthermore, (32) implies that v.(R)(R + ¢*/2) < ¢?/2. Thus,
the solution of R is lower bounded by that of the ODE below:

dR" = —2X\maxvR"dt 4+ v2byvdt, (143)

with initial condition R”(0) = R(0). Thus, following the same steps we used to achieve (140), it
can be shown that, as ¢ > 1, we have, with overwhelming probability,

In(1 21n? (1
R(@p):Q<7 XAE /) 2X2( /v))j

max max

(144)
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which gives the desired result.

DP-SGD with constant noise. In the setting o = 1/2, (6) gives

pe(R)

dR(t) = —2AminveV/1 — t Rdt + Amax (ve)?(1 — 1)

. o\ 2 2 2
Y (R)(R;_C / )vdt + 2(1)6)212dt,
c p

BB+ e g

(145)
Importantly, recall that the risk R(6P) in this setting is well approximated by R(1), due to Proposi-
tion 5, since 77(1) = 0.

dR(t) = —2A\maxvev'1 — t'uC(CR)Rdt + (UC)2(1 —t)

Theorem 24 Let Assumptions 1 and 2 hold, and let 0P be the solution obtained with Algorithm 1,
with the schedule defined in (6) for « = 1/2, in the setting v = d/n — 0. Furthermore, assume

In®(1/7)y v
ﬁ <)\max + p2> =o(1). (146)
Then, by setting Clu(l
c=0@), we=BUD <y (147)

for a large enough constant C' which does not depend on vy, p, 3, we have that, with overwhelming
probability,

Amaxy In?/3(1 2?31
Amin P )\min
Furthermore, suppose there exists h > 0 such that p = ) (fyl_h). Then, for any choice of the

hyper-parameters ¢ and v such that v < 2/, we have that

R(0P) = O (71111;12/ D L7 lpffg;(alx/ ”) . (149)
Proof
As before, let us introduce the shorthands
f(t,R) = —2)\minvcmuc(cR>R + Amax(ve)*(1 — t) ve(F) (Jz;_ 42/2)7 + Z(UC)Q;i’
f(t,R) = —2)\maxvcx/17—tuc(cR)R + (ve)*(1 - t) el (}i;r </ 2)7 + 2(vc)21z.
(150)

Then, consider the auxiliary ODEs

AR = —ay/1T — tR'dt + by (1 — t)dt + bydt =: [ (
dR = —av1 —tR'dt + by (1 — t)dt + bydt =: f'(

R)dt, a@,by1,by >0,
(151)
R)dt, a,by, 05 >0,

t,
t

)
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with initial conditions & (0) = R(0) = R(0) = R(0) = R'(0), which admit the closed-form
solutions

() = R(0) —2a(1-(-0%2)3 <3+

3
2 2 2a(1 —t)3/?
~R0) by e??/3 (El/s <3> —(1—t)E_y3 <3 (152)

. a a(l —t)3/?
_Ra®¥m<ﬂﬁ<é>_“_w&“<2u3ﬂ>>>

R(t) = PO —2a0--772)3 (3+

3
2 2 2a(1 — t)3/2
— R(O)ble%w (E—1/3 <;> —(L=t)’E_y3 (a( 3 ) )) (153)

a a1 — 1)3/2
- R?())b262a/3 <E1/3 (23> —(1=t)Ey;3 <2(1 3 ‘) >>>7

expressed in terms of the exponential integral functions £_; /3(-), Fy/3(-) defined in (104).

Note that, for ¢ € [0, 1], El(t) > 0. In fact, if this is not the case, by continuity of El, there exists
an interval (t*,t* + 6) C [0,1] s.t. B (t*) = 0 and R (t) < 0 forall ¢ € (¢*,¢* 4 ). However, if
El(t*) = 0, then the derivative of T evaluated at t* is > by > 0 by (151), which is a contradiction.
A similar argument gives that, for ¢t € [0,1], R/(t) > 0.

Next, we upper bound E/(t) as

R T 2a (1 _ +\3/2
R (1) < R(0) + 25,e20-0"2/3(1 _ £2E_y 5 (m(lt)>

3 3
N » (154)
+2w@W”Wﬂr¢w%(mu_ﬂ )
3 3
If 2a(1 — t)%/2/3 > 2/3, an application of (108) gives that
_ —1 _ 1\3/2
aW4w%u_w%gB<%““>g31_tg?
3 a a
» (155)
2a(1—1)%/2/3 2a(1 —¢) 3 ~1/2 3
) /(1—t)E1/3<3 < -(1-1) / Sy
Instead, if 2a(1 — t)3/2/3 < 2/3, by using (107) we have
132 2a(1 — t)3/2 4\ (2a\ 3
62 (1-t) /3(1 —t)2E71/3 ( ( 3 ) S 62/3P g ? ,
(156)

_ .\ —2/3
e g (OG0 < ane () (3)
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Thus, the following upper bound holds for ¢ € [0, 1]:

— by 2y oo (2N (AN B a2\l 2) B
T z Z) =L z 2) 22 (57
R (t) < R(0) + - +62/3+e 3 r 3 a4/3+e 3 r 5) =25 (157)

Following the same passages, we have that, for ¢ € [0, 1],

9 9 o\ 3 /4 N3 /9
R/(t) < R(0) + % + % +e*? <3> r (3) 3—1/3 +e¥/3 <3) r <3) g—"’/g (158)
a a a a

Let us now pick

¢, (c, B 2.2 B 2
a = 2vcAmin 7/1( C) y 1= )\maxmy by = 40262127
VR(0) +1+¢2/2 2 159)
1 2.2 2
a= QUC)\maXW’ by = UC’Y;V(C’C)’ by = 0202'772‘
™ 4

Since ¢ = O(1), by Lemma 12, we have that (128) holds. As cv = C'In(1/7)/Amin, the choice in
(159) ensures that 0 < R'(t) < R (t) < 1+ R(0) for ¢ € [0, 1], as long as we have by + by = o(1),
which holds due to (146).

Thus, (159) guarantees

F&R@®)<F LR ®),  f(LR(1)> [t R (1), forall ¢ € [0, 1]. (160)

Note that f(t, R) and f(t, R) are continuous in both variables in the intervals ¢ € [0,1] and R €
[0, 1]. Furthermore, they are also Lipschitz in R in these same intervals. Thus, (118) gives

R(t) < R(t), R(t) <R (t), for all ¢ € (0, 1]. (161)

__ To prove the upper bound, due to Propositions 13 and 5, it suffices to give an upper bound on
R'(1). To this aim, note that Lemma 22 yields

:}E% 22 By (2@;3/2) _ (2)4/31“ (;1) a3
iig})xEl/:a <2a§3/2> _ <2>2/3P (;) 2
where I'(+) denotes the Euler Gamma function (defined in (106)). Thus,
= o (20 (5)- () 1 ()7
_ R?())erQ“/S (Em <23“) - (;)2/3 r @) a_2/3>) (163)
< R(0)e %% + <2> " <§> bia 3+ <2>_1/3 r <§> boa /7,

38
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where in the last line we have used the non-negativity of the exponential integral functions. For C'
sufficiently large, due to (159), the first term in the RHS is o(7y) (recall that ve = C'In(1/7)/Amin)-
The other two terms are O(Amaxy In?/3(1/7)/A2,..) and O(y2 In*/3(1/~)/(p?A2,..) respectively.
Note that R(1) < R/(l) and 7(1) = 0. Thus, the desired result follows from Propositions 13 and 5.

To prove the lower bound, due to Propositions 13 and 5, it suffices to show that the inequality in
the thesis holds for R(1). Let us first suppose ¢ < 1, which implies that (128) holds. Pick a,b;, b,
as in (159), and consider the ODE R'(t) defined in (151) with the initial condition R'(0) = R(0),
which is a lower bound on R(t) due to (161), i.e.,

= (o (s (3)- () (o)

e (5 (2) - (2) 0 (2) 7))

(164)

We consider two additional cases depending on the value of a. If @ > 2, then (108) gives that

2a 2¢~2a/3 2a 2¢~2a/3
E_y/3 <3> S TR Eys <3> S o (165)
3 3

which implies that

2 3
o\ 173 ) (166)
Q) B
Note that
3\"* (4 —4/3 —2a/3; -1 —4/3 —2a/3; —1< 1, _as3
5 r g Q1Q —2e Q1Q > Q1Q —2e % Q1Q > §Q1Q y
2\ ~1/3 ) . (167)
<2> r <3) bya %3 — 2¢724/3p,a7 1 > bya 3 — 2e724/ 3,0 > gQQQ_Q/ ’,
where the inequalities on the right hold for ¢ > 2. Thus,
R(0 b
E(l) Z < é )e—a’l)C)\max _|_ ?)1/\;1;1‘{(3&_4/3(06)2/37)
(168)

b 2
4 <Réo) e*aUCAmax + ;Am§43a2/3(vc)4/3’;2> ,

where a, b1, by are positive constants which do not depend on v, v, ¢, p or the spectrum of X..
Denoting with @’ = aApax, 7 = ve, we have that for a fixed 8 € {2/3,4/3}, and for any

d=o(1),
) 2-8 2-8
mine "¢ + T =Q <61n(1/6)> ; (169)

>0 (a')B (a')?
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which follows from the following calculations:

_ S 2785 < ) ) O §In?=8(1/6)
min e min = —_—
7>In(1/6)/(2a") (@")P ~ r>m(1/8)/(2a) (a')P (a')? ’

) §In%=5(1/6)
i —Ta > 52 =Qm* P =0 ——L2 .
0<r<In(1/8)/(2a) " (a")? ~ (Om™(1/8)) (a')?

(170)

Then, since p = Q(y'™"), we can set § = v and § = 72/ p? to obtain

1 2/3 1 2] 4/3( .2 /.2
(D) = (7 w4/7) ) 2 }Agp / )) | a7

max max

which implies the desired result (due to Propositions 13 and 5).
If a < 2, then (107) gives that

2a 4\ (2a\"Y? 2 2\ (2a\"%?
en(3)=r(5)(5) - ma(5)=r()(E) - o

which implies that
R(1) > R(0)e?*/* = (1), (173)

thus again proving the desired claim (due to Propositions 13 and 5).
Finally, for ¢ > 1, due to the same argument used to show (142), the solution of the original
ODE is lower bounded by that of the ODE below:

2
AR = —2\maxvv/T — IR"dE + 021y (1 — 1)dt + 207 L dt, (174)

p
with initial condition R”(0) = R(0), where b is a positive constant independent of v, v, ¢, p and

the spectrum of ¥. Thus, following the same steps above with @ = 2vApax, 07 = 0217, by =
2v2c?~2 / p?, one readily shows that

m*3(1/y)  +*I*(1/4)

R'1)y=0(” T : (175)
>\121'18,X p2 )\IQHaX

concluding the proof (due to Propositions 13 and 5). |

Proof of Theorem 20. The result is a consequence of Theorems 23 and 24. |

Sub-optimality of ¢ = w,(1). Note that, if ¢ > 1, the ODE in (143) maps to the one in (127),
with a, b defined as in (129) (except for absolute constants), with vc — v. This mapping also holds

when defining (136), via p — p/c. Then, if we consider the further condition p/c = Q(y'~"), for
some h > 0, the lower bound in Theorem 20 becomes
yIn(1/7) | max(1,¢*)y*In® (1/5)
R(65) = . 176
R (170

The same argument holds also for the ODE in (174), providing analogous expression for 72(9’13 /2).
This quantifies the negative effects of using a large clipping constant ¢ = w.,(1).
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E.4. Proof of Theorem 21

Let R(t) be defined as in (42), with the learning rate schedule in (6) for a generic aw > 1. Then, we
have

o He(R)

dR = —2vcAmin (1 — 1) Tﬁdt + (UC)2>\max (1- t)2a ve(R)(R+(?/2)

2 ~vdt
(177)

2
+4(ve)?a (1 — )2t %dt.
The argument is similar to the one used to obtain Theorem 20, so we only highlight differences.

Using (118), we have that R(t) is strictly bounded by the auxiliary ODEs
dR = —a(1 — t)°R'dt + by (1 — £)2*dt + bo(1 — t)?>* 't =: f (¢, R)dt, @by, by >0,
AR = —a(1 —t)*R'dt + by (1 — £)**dt + by(1 — t)** 1t =: f/(¢t, R)dt,  a,by,by >0,
(178)
with initial conditions & (0) = R(0) = R(0).
To establish a closed form solution for the ODEs in (178), we start by analyzing the ODE
dR = —a(1 — t)*Rdt + by (1 — t)**dt, (179)

with initial condition R(0) = R(0), which admits the closed form solution

- a(1-(1-plte)
) = RO oG (1 ba—

51 _a_ a
1 &E PR
RO)C s <1+a>

(1+ «) B (180)
LY g gyrrep (U0 -
R(0) s 1+« ‘
Let ~

w(t) =R (t) - R(t), (181)
and note that -, ~
dw AR _dR
dt — dt  dt

(182)

= —a(1 —t)°R+a(l — t)*R + by(1 — t)?*!
= —a(l —t)%w + by(1 — t)** .
Thus, by using the initial condition w(0) = EI(O) — R(0) = 0, we have
_ Z(1—p)l+a al(l — )+ _
w(t) b2 e T <(1 —t)2F1a (“(t)> — Fi-a ( a >> , (183)

:1—|—a T+a 1+« T+a \ 1+«

which implies that

—1_ R(0) _sa-a-—n'te by a
R(t)— e 1+ 1+a-— el+ E71+1+%

(14« R(0) 1+«
by a 142 a(l—¢)tte

a(l — a 184

+R(o)€1+ (1—1) E—1+1ia T a (184)

by & 9 a(l —t)tte a
JrR(O)€+ <( 2 ha( 1+a Ta\l+a
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Similarly, we have that

, 1 _a(-(-n'te) _a_ a
El)= i+ RO)I+a) —bieteE_y 1 {17
o 1—¢t)lte
Tra (] — 1+2aE Q( 1
B AU FT (189

a 1-— t)H'O‘ a
boeTra ( (1 —t)**Ei-a Q(i —Fio — .
thae <( ) }+a < 1+« 7o \ 1 + «

Fort € [0,1], R(t), R(t) > 0. Furthermore, the following upper bounds hold for ¢ € [0, 1]:

— 25 5 _ 1 *1+1+% 1
R,(t)SR(0)+?1+EQ+b1 (1—i—a> p<2_ 1+O[)a—2+1+1(x

) (186)
— « a—1 2a
bl 1 Tag Tta.
+ by <1 n a> (1+a)itea
Let us take )
a = ChveAmin, b = Cg’vacQ)\max, by = 0302021204 (187)
p

yith C1,Cy, Cs constants independent from +, p, ., v, ¢ or the spectrum of 3. Then, we have that
R'(t) <1+ R(0)fort € [0,1], as @ = Q(In(1/~)) and

In*(1/7)y
)\2

min

(Amaxa + ;) = o(1). (188)

As aresult, we can apply the argument in (118) to obtain that

R(1) < R'(1) = R(1) + w(1). (189)
Note that Lemma 22 yields
Fplt 245
matt2p |, () o (2 (oo L )ars (190)
a—0 e \1+a 1+« 1+«
Thus,

R() = 5 (RO)(1+0) — heTn B a

ETN GoneT ez 11 a

_ —24 1=
+bietia < ! ) T (2 _ > a2+1+1a>
1+a I+« (191)

a 1 s 1 P N
< R(0)e” THe r{2-— bia 2t ita
< R(0)e +<1+a> ( 1—|—a) 14

< R(0)e T + (1 + a)byg 2tia,
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where in the second line we have used the non-negativity of the exponential integral function and in

the third line we have used that I" <2 — 1%}) <TI'(2) = 1forall « > 1. Next, we bound w(1) as

52 2 20 20 a
1 = F 1 aq O‘_Efa
w(l) 1+a< <1+a>( Fajrea T ha<1+a>>

< bQ r 2 (1 4 a) lafxaa_l%a (192)
1+« 1+a

&)

< (14 a)bya 1+a,

where in the last line we have used that T’ (ﬁr—o‘a) < 1 for a > 1. By combining (189), (191) and
(192), we conclude that

_i 1/37 7_@ - 7_27‘1
R(1) < R(0)e” T+a + (1 + ) /?bia” 1+e + (1 + a)boa T+e

Amax QY lnl%a(l/fy) a?y? lnH%(l/'y) (193)
=0 5 + 50 ,
)‘min p Amin
which gives the desired result, after applying Propositions 13 and 5, since 77(1) = 0. |

Proof of (103). By taking @ = Inln(1/7), we have

1 a“y?Int+a (1
ayInT+e (1/7) + 7 e (1/7)
Inln(1/~) 2 21n1n(1/7)
=~vln ln(l/v)e”lnln(ﬂ/v) + lz(ln 111(1/’)/))261*1“1“(177) (194)
P
2

< (nln(1/7)e + 2 (nln(1/7))%

Thus, in the setting where Amax, Amin = ©-(1), this choice (together with Propositions 13 and 5)
yields

2
R(6P) = O <’y(ln In(1/7)) + %(m 1n(1/’y))2> . (195)

Appendix F. Future work

Our work opens the door to a number of interesting future directions. The first consists in a tighter
characterization of the test risk with respect to the condition number £ = Apax/Amin Of the data
covariance. This is done e.g. in [39, 57] which are however unable to handle the proportional regime
considered in our work. The second direction regards the study of the optimal scheduling of learning
rate and private noise beyond the regime v = d/n — 0. In fact, Figure 4 suggests that different
values of «y lead to different optimal schedules. Finally, homogenized DP-SGD has the potential
to offer a powerful tool to study differentially private optimization beyond linear regression. A
concrete setting for future work is provided e.g. by logistic regression, where the SGD dynamics (in
the absence of clipping and private noise) has been considered in [17].
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