
Is this the real life? Is this just fantasy?
The Misleading Success of Simulating Social Interactions With LLMs

Anonymous ACL submission

Abstract

Recent advances in large language models001
(LLM) have enabled richer social simulations,002
allowing for the study of various social phenom-003
ena with LLM-based agents. However, most004
work has used an omniscient perspective on005
these simulations (e.g., single LLM to gener-006
ate all interlocutors), which is fundamentally007
at odds with the non-omniscient, information008
asymmetric interactions that humans have. To009
examine these differences, we develop an evalu-010
ation framework to simulate social interactions011
with LLMs in various settings (omniscient, non-012
omniscient). Our experiments show that in-013
terlocutors simulated omnisciently are much014
more successful at accomplishing social goals015
compared to non-omniscient agents, despite the016
latter being the more realistic setting. Further-017
more, we demonstrate that learning from om-018
niscient simulations improves the apparent nat-019
uralness of interactions but scarcely enhances020
goal achievement in cooperative scenarios. Our021
findings indicate that addressing information022
asymmetry remains a fundamental challenge023
for LLM-based agents.024

1 Introduction025

People navigate everyday social interactions eas-026

ily despite not having access to other’s mental027

states (i.e., information asymmetry; Weber 1978;028

Tomasello 1999; Oey et al. 2023). As illustrated in029

Figure 1, the communication between two agents030

that are bargaining over a price requires complex031

interactions for them to understand the interlocu-032

tor’s motive. With modern-day LLMs, simulating033

such interactions has gotten better. From building034

a town of AI-powered characters (Park et al., 2023)035

to simulating social media platforms (Park et al.,036

2022), and training better chatbot systems (Kim037

et al., 2023a; Hong et al., 2023), LLMs seem to038

be capable to realistically simulate human social039

interactions.040

Scenario: In a store

Agents Simulation

Sally (seller): This is the latest suit in our store, 
and its has the finest fabric, the price is $1000.

Jack (buyer): Hmmm, what? $1000?  
I am only willing to pay $400 for that

Sally (seller): Oh, I gonna pay it out of my pocket  
if I give you $400…$800 is the best I can do… 

Jack (buyer): What about …

Sally (seller): This is the latest suit in our store, 
and its has the finest fabric, the price is $500.

Script Simulation

Jack (customer): Oh nice!  
That’s great, I will take it. 

Prompt 
Seller: $300 is 💯 , but I want 💰 + 

Buyer: $500 max

Prompt 
$500 max

Prompt 
$300 is 
💯 , but I 

want 💰 +

Figure 1: An illustration between SCRIPT simulation
and AGENTS simulation. In the AGENTS simulation,
two agents, each equipped with an LLM, negotiate and
strategically seek information to reach a mutual agree-
ment. Conversely, in SCRIPT simulation, a single om-
niscient LLM orchestrates the entire interaction based
on full access to the agents’ goals. While initially ap-
pearing efficient, this interaction lacks essential human
communication properties.

However, despite their impressive abilities, one 041

key shortcoming has prevented realistic social sim- 042

ulation: a wide range of prior research has lever- 043

aged the omniscient perspective to model and sim- 044

ulate social interactions (Park et al., 2023; Wang 045

et al., 2023; Li et al., 2023a; Pang et al., 2024). 046

By generating all sides of interaction at once or 047

making agent goals transparent to all participants, 048

these simulations diverge from the non-omniscient 049

human interactions that rely on social inference to 050

achieve goals in real-world scenarios (Goodman 051
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and Frank, 2016). Studying these omniscient sim-052

ulations could potentially lead to biased or wrong053

conclusions (Das et al., 2024).054

To investigate the effect of this incongruity, we055

create a unified simulation framework by building056

on Sotopia (Zhou et al., 2024), a platform to sim-057

ulate and evaluate social interactions with LLMs.058

We set up two modes for simulating human interac-059

tion in LLMs: SCRIPT mode and AGENTS mode.060

As shown in Figure 1, in the SCRIPT mode, one om-061

niscient LLM has access to all the information and062

generates the entire dialogue from a third-person063

perspective. In the AGENTS mode, two LLMs as-064

sume distinct roles and engage in interaction to065

accomplish the task despite the presence of infor-066

mation asymmetry.067

Comparing these two modes, we find that there068

are drastic disparities in each of these modes in069

terms of achieving social goals and naturalness.070

The SCRIPT mode significantly overestimates the071

ability of LLM-agents to achieve social goals,072

while LLM-based agents struggle to act in situ-073

ations with information asymmetry. Additionally,074

the agent mode generates interactions that sound075

significantly less natural, further highlighting the076

disparities in these simulation modes.077

We then ask the question of whether LLM agents078

can be learned from SCRIPT simulations. Inspired079

by Kim et al. (2023a); Hong et al. (2023), we080

finetune GPT-3.5 (Ouyang et al., 2022) on a large081

dataset of interactions generated omnisciently. We082

find that through finetuning, AGENTS models be-083

come more natural yet barely improve in coopera-084

tive scenarios with information asymmetry. Further085

analysis shows that SCRIPT simulations contain086

information leakage in cooperative scenarios and087

tend to produce overly agreeable interlocutors in088

competitive settings.089

Our findings suggest that the success of LLMs in090

simulating social interactions with SCRIPT mode091

can be misleading. While simulations generated092

from the third-person perspective of SCRIPT score093

highly in terms of goal completion rate and dia-094

logue fluidity, the conversation strategies used by095

these LMs over-rely on the benefit of having direct096

access to the internal states of both parties. These097

artifacts hinder SCRIPT ability to simulate human-098

like interaction (Tjuatja et al., 2023; Ziems et al.,099

2023), and likely lead to an overestimation of the100

social capabilities of LLMs (Shanahan, 2023; Ben-101

der et al., 2021). Based on our findings, we provide102

recommendations for reporting LLM-based agent103

work, encouraging more careful considerations and 104

transparency in using LLMs to simulate social in- 105

teractions from both data and learning perspectives. 106

2 Background & Related Work 107

Agent-based modeling and social simulations have 108

a long history in social sciences for specific tasks 109

(e.g., decision making, business, cognitive science, 110

etc.). More recently, advances in LLMs have 111

sparked a new wave of simulations tackling more 112

open-ended and complex social scenarios. We re- 113

view some recent progress in these directions below 114

and highlight different themes and shortcomings of 115

these prior methods. 116

Simulating Society for Analysis Multi-agent 117

simulations offer an opportunity to explore com- 118

plex social systems’ theories over time, serving as 119

a generative complement to conventional empirical 120

research methodologies (Sawyer, 2005). Previous 121

simulation environments have been crucial for the- 122

ory building and hypothesis formation across vari- 123

ous disciplines, but they often limit agents’ commu- 124

nicative abilities to artificial languages and present 125

a highly reductionist view of simulated human be- 126

havior (Gilbert, 2005; Tesfatsion and Judd, 2006; 127

Huang et al., 2014). The recent advancements in 128

LLMs have enabled the development of more re- 129

alistic and expressive agents, which can be used 130

to simulate social interactions in a more natural- 131

istic manner (Park et al., 2023, 2022; Zhou et al., 132

2024; Li et al., 2023a). These simulations, operat- 133

ing in different settings and scenarios, are hard to 134

compare. Meanwhile, some of the simulations are 135

based on assumptions often divergent from human 136

social interactions, which may mislead downstream 137

applications and the public’s understanding of AI 138

capabilities (Hendrycks et al., 2023). 139

Simulating Interactions for Training A com- 140

mon issue in training social chitchat models (i.e., 141

chatbots) is the lack of large-scale, high-quality 142

training data, which can be addressed by using 143

LLMs to generate synthetic text data (Smith et al., 144

2020; Chen et al., 2023). Kim et al. (2023a) first 145

introduced SODA, a large-scale synthetic dataset 146

for training chatbots, and showed that training chat- 147

bots with synthetic data generated by LLMs can 148

improve their naturalness and consistency. There 149

are also works that use LLMs to generate synthetic 150

data (SCRIPT mode) for training chatbots in a goal- 151

oriented setting, either using reinforcement learn- 152
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ing (Hong et al., 2023) or using techniques to boot-153

strap the training data (Ulmer et al., 2024). How-154

ever, these works mostly consider chitchat settings155

and overlook more complex scenarios involving156

cooperative or competitive motives. Consequently,157

the impact of learning from generated scripts on158

models’ ability to navigate complex, multi-turn159

interaction scenarios and accomplish social tasks160

remains elusive.161

Modeling Human Communication Information162

asymmetry is a characteristic part of human lin-163

guistic interaction (Stalnaker, 2014). It poses a164

challenge when we attempt to jointly achieve goals165

(Tomasello, 1999) and is exploitable in cases where166

one party is attempting to deceive the other (Oey167

et al., 2023). It also plays a large part in the human168

ability to achieve social goals in dialogue through169

strategic information omission and indirectness170

(Pinker et al., 2008; Yoon et al., 2020; Radkani171

et al., 2022; Bridgers et al., 2023; Achimova et al.,172

2023; Carcassi and Franke, 2023). Despite the173

asymmetry, human communication is remarkably174

efficient (Kemp and Regier, 2012; Zaslavsky et al.,175

2018; Gibson et al., 2019), and humans show a176

remarkable ability to track and modulate their be-177

havior based on information added to the common178

ground during dialogue (Clark, 1996; Stalnaker,179

2014).180

3 SCRIPT vs AGENTS Simulation181

To investigate whether the success of the omni-182

scient SCRIPT mode reflects how LLMs would be-183

have in the realistic human communication setting,184

we set up a unified framework to generate synthetic185

text data for different simulation settings and com-186

pare the performance of LLMs in these settings. In187

this section, we first introduce the general frame-188

work of agent-based simulation and SCRIPT sim-189

ulation, and then we simulate social interactions190

across these settings to answer the following re-191

search questions (RQ): RQ1: Do the SCRIPT sim-192

ulations reflect how LLMs achieve social goals in193

the agent-based simulation? RQ2: Do the SCRIPT194

simulations reflect how LLMs communicate in the195

agent-based simulation?196

3.1 The Unified Framework for Simulation197

We build on the Sotopia framework (Zhou et al.,198

2024), in which 40 unique characters with rela-199

tionships interact in 90 diverse social scenarios.200

We then simulate social interactions across vari-201

ous setting under a unified framework. Sotopia is 202

built on AGENTS mode interactions natively, allow- 203

ing agents to generate utterances (e.g., Ben said: 204

“how are you?”), non-verbal communication (e.g., 205

Ben smiled), and actions (e.g., Ben moved to the 206

room). We add these other modes of simulations 207

for comparison. 208

Social Scenarios We use free-text descriptions 209

of the social situations and the corresponding so- 210

cial goals for each character from Sotopia. Shared 211

information includes the scenario context: location, 212

time, and relevant details of the social interaction 213

(e.g., “a person selling an antique chair for $100 on 214

their patio, with another person interested.”). So- 215

cial goals are only visible to the respective agents 216

(e.g., “Your goal is to buy the chair for $80”). These 217

scenarios are designed to cover a wide range of so- 218

cial tasks, such as cooperation and competition. 219

Characters We set profiles for each agent to role- 220

play in the simulation from Sotopia. Each character 221

has rich background information, including their 222

demographics, personality, occupation, public in- 223

formation (e.g, “has two cats”)and secretive infor- 224

mation (e.g., “secretly funds a college student”).1 225

Different characters have different relationships 226

with each other, which affect the information they 227

can access about each other and the social scenarios 228

they are involved in. 229

Simulation Modes We explore three simulation 230

modes in our experiments. For the SCRIPT mode, 231

one LLM has access to all the information of the 232

characters, relationships, and social scenarios, and 233

generates the entire social interactions at one turn 234

from an omniscient perspective with a third-person 235

point of view. For the AGENTS mode, each LLM 236

is assigned a character and has access only to the 237

information of the corresponding character, rela- 238

tionship, and social scenario. The LLMs interact 239

with each other to complete the social task from a 240

first-person point of view in a turn-by-turn manner. 241

To study the effects of information asymmetry, we 242

add one ablation setting where information asym- 243

metry is removed from the AGENTS simulation by 244

giving each agent access to other characters’ infor- 245

mation (e.g., social goals). We refer to this setting 246

as MINDREADERS mode.2 247

1We also perform similar analysis with simplified char-
acters, which only have names. We observe similar trends.
Please refer to the Appendix D for more details.

2Please refer to the Appendix B to see the full prompts we
design for each mode.
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Figure 2: Average goal completion score of models across different modes in various settings. Overall contains all
the scenarios, and the other two contains representative scenarios from the cooperative and competitive scenarios.
We perform pairwise t-test, and * denotes the score is statistical significantly different from the other two modes in
this setting (p < 0.001).

Simulation Evaluation As human social behav-248

iors are primarily driven by their social goals249

(Tomasello, 2021; Weber, 1978), we consider the250

ability to complete the social goals as one of the ma-251

jor indicators of the success of social interactions.252

Following Sotopia, we use the goal completion253

score (ranging from 0 to 10, higher scores indicate254

the agents achieve their social goals better) as the255

main metric to evaluate the success of the social256

interactions across different modes.3257

3.2 Experimental setup258

We evaluate two state-of-the-art LLMs, GPT-3.5259

(Ouyang et al., 2022) and Mixtral-8x7B (Jiang260

et al., 2024), on SCRIPT, AGENTS, and MIN-261

DREADERS simulation. In the AGENTS and MIN-262

DREADERS mode, agents interact with each other263

using the state space model in the Sotopia library.4264

We conduct 450 simulations for each model and265

each setting with 5 pairs of characters for each so-266

cial scenario. For evaluation, we use GPT-4 to au-267

tomatically assess the goal completion rate, which268

prior work showed had high correlation with hu-269

man evaluations in Sotopia (Zhou et al., 2024).5270

3.3 RQ1: SCRIPT mode overestimates LLMs’271

ability to achieve social goals272

Figure 2 shows the average goal completion rate273

of different models in different simulation settings.274

3We also evaluate using other Sotopia dimension of the
social interactions (e.g., knowledge gain), and we do not ob-
serve consistent trends across different settings. Please refer
to the Appendix D for more details.

4https://pypi.org/project/sotopia/
5Please refer to the Appendix F for more details of the

simulation.

We find that the SCRIPT and MINDREADERS sim- 275

ulations achieve a significantly higher goal com- 276

pletion rate than the AGENTS simulations. This 277

suggests that information asymmetry, which is only 278

present in AGENTS mode, hinders agents’ ability 279

to achieve social goals, and SCRIPT mode vastly 280

overestimates that ability. 281

We further narrow down our goal completion 282

analyses to a set of representative cooperative (i.e., 283

MutualFriends) and competitive scenarios (i.e., 284

Craigslist). These two tasks represent the two ends 285

of the cooperativeness-competitiveness spectrum, 286

which help us isolate the effects of these motives 287

on goal completion. Specifically, MutualFriends is 288

a task to find common friend with each character 289

provided with their friend list (He et al., 2017) and 290

Craigslist is a bargaining task given detailed prod- 291

uct description and target prices (He et al., 2018). 292

As shown in Figure 2, in cooperative scenar- 293

ios, whether agents have access to the other’s men- 294

tal states is critical to the task, as evidenced by 295

MINDREADERS and SCRIPT simulations scores 296

being similar to each other and both significantly 297

better than AGENTS simulations. In contrast, for 298

competitive scenarios, access to the other agent’s 299

information is insufficient to achieve a high goal 300

completion rate, as evidenced by MINDREADERS 301

simulations being significantly worse than SCRIPT 302

simulations. Qualitatively, we find the characters 303

in the SCRIPT simulations always end up reach- 304

ing the deal while the characters in the AGENTS 305

simulations tend to leave when the likelihood of 306

successful negotiation appears unlikely. We further 307

investigate the issue in §4.4. 308

4

https://pypi.org/project/sotopia/


3.4 RQ2: SCRIPT mode overstates LLMs’309

capability of natural interactions310

The natural flow of interaction (i.e., how LLMs311

emulate human-like communication) is an impor-312

tant factor for assessing the abilities of LLMs in313

navigating human social scenarios (Shuster et al.,314

2022; Sharma et al., 2023). As shown in Figure 3,315

the AGENTS simulations are often overly verbose.316

To compare the naturalness of the simulations from317

different modes, we ask a set of human evalua-318

tors to choose the more natural dialogue given a319

pair of a SCRIPT and a AGENTS interaction. We320

gather 30 annotations for each comparison pair and321

conduct significance tests to confirm any observed322

differences.6 We additionally measure the average323

length of each turn in the dialogues from the two324

modes as a coarse-grained proxy of the verbosity325

of the generated dialogues.326

As shown in Figure 4, we find that the SCRIPT327

mode generates social interactions that are substan-328

tially more natural than the AGENTS mode. The329

overly verbose simulations likely contribute to the330

lower naturalness of the generated dialogues. Note331

that naturalness is not easy to improve by simply332

prompting for brevity, which is likely due to com-333

peting prompt instructions in the scenarios.7334

Overall, our findings show that drastic dispar-335

ities exist between SCRIPT and AGENTS simula-336

tions. SCRIPT mode overestimates LLMs’ ability337

to interact in realistic scenarios with information338

asymmetry (i.e., the AGENTS mode).339

4 Learning from Generated Stories340

Given that the SCRIPT mode produces more “suc-341

cessful” and natural social interactions, this raises342

the question of whether models can improve their343

social skills in the more realistic setting (i.e.,344

AGENTS mode) by learning from the generated345

scripts (Kim et al., 2023a; Hong et al., 2023).346

We finetune GPT-3.5 on the simulations of347

SCRIPT to answer: RQ3: Can a specialized LLM348

finetuned on the SCRIPT simulations reach the349

same level of success (goal completion and nat-350

uralness) as the SCRIPT simulations in the agent351

mode? RQ4: If not, what are the potential aspects352

6Qualitative analysis finds MINDREADERS simulations
have similar naturalness to AGENTS simulations. See Ap-
pendix E for more details on naturalness assessment.

7Please refer to the Appendix H for more details of prompt-
ing efforts for increasing the naturalness of the agent-based
simulation.

of SCRIPT simulations that hinder the LLMs as 353

agents from learning social skills? 354

4.1 Creating New Scenarios 355

To ensure the finetuning examples resemble the 356

original nature of the evaluation set of Sotopia, 357

we create new social scenarios following the same 358

structure and procedure in Zhou et al. (2024). 359

Specifically, we create 269 new social scenarios, 360

each with a unique context and social goal span- 361

ning across topics such as bargaining, finding mu- 362

tual friends, making appointments, etc. Each sce- 363

nario has 5 pairs of characters, and each pair of 364

characters has their own background information, 365

relationship, and social goals. We then generate the 366

social interactions for each scenario using GPT-3.5 367

with SCRIPT prompting. This process produces 368

1,252 valid episodes.8 369

4.2 Finetuning Setup 370

Due to the overall high performance of SCRIPT 371

mode (Figure 2), we choose to finetune GPT-3.5 372

on the SCRIPT generations following Kim et al. 373

(2023a). Specifically, we first convert the gen- 374

erated social interactions into several structured 375

subparts: (1) The perspective/speaker instruction 376

i (e.g., “Imagine you are Eli Dawson, your task 377

is to act/speak as Eli Dawson would, keeping in 378

mind Eli Dawson’s social goal.”), (2) The context 379

of the interaction c (e.g.,“Scenario: 2 strangers are 380

meeting at a party. Participants: Eli Dawson and 381

William Brown”) along with the corresponding so- 382

cial goal g of the current acting agent (e.g., finding 383

a mutual friend), and (3) the interaction history h. 384

We then finetune the model to generate a target 385

response r given i, c, g and h – i.e., p(r|i, c, g, h) 386

in a sequence-to-sequence fashion, which mimics 387

how the model would generate a response in the 388

AGENTS mode. 389

4.3 RQ3: Training on SCRIPT simulations 390

results in selective improvements 391

We find that learning from SCRIPT simulations 392

enhances naturalness but not necessarily for goal 393

completion in cooperative scenarios. As shown in 394

Figure 5, the finetuned AGENTS model achieves a 395

higher goal completion rate than the original GPT- 396

3.5 in the AGENTS mode. However, the finetuned 397

model still performs significantly worse than the 398

SCRIPT mode. In cooperative scenarios (§3.3), the 399

8We filter out the episodes that GPT-4 fails to generate
rewards due to their incompleteness.
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Scenario: Two friends on a road trip.
Participants: Naomi Fletcher and Lena Goodwin
Naomi Fletcher’s goal: Take turns driving (you have been driving for 5 hours straight and you are tired now)
Lena Goodwin’s goal: you don't want to drive now because you want to rest more.

Naomi Fletcher: "Hey Lena, I think it's time for us to take 
turns driving. I've been driving for 5 hours straight and I'm 
starting to feel tired. Would you mind taking over for a 
while?"

Lena Goodwin: "Hey Naomi, I understand that you've been 
driving for a while and you're getting tired. I really
appreciate you taking the lead so far… Is there anything else 
I can do to help you feel less tired?"

Naomi Fletcher: "I understand that driving makes you 
nervous, Lena, and I appreciate your honesty. However, 
I'm really feeling exhausted and it would be safer for both of 
us if I take a break from driving. Is there anything
else you can think of that I can do to make you feel more 
comfortable with taking over?"

Naomi Fletcher: "Hey Lena, I think it's time 
for us to switch drivers. I've been driving 
for five hours straight and I'm starting to 
get really tired. Would you mind taking the 
wheel for a bit?"

Lena Goodwin: "Sure, Naomi, I understand 
that you're tired. However, driving always 
makes me nervous and I really need some 
rest. Is there any way we can find an 
alternative solution?"

Naomi Fletcher: "I completely understand, 
Lena… How about
we take a short break to stretch our legs 
and grab a coffee?"

Naomi Fletcher:  yawned

Lena Goodwin:  noticed Naomi 
yawning

Lena Goodwin: "Feeling tired, 
Naomi?"

Naomi Fletcher: "Yeah, I've been 
driving for 5 hours straight. I think 
it's time for a break."

Lena Goodwin: "I understand. It's 
important to rest when you're 
tired. How about we find a place 
to stop for a while?"

Agents Mind readers Script

Figure 3: Examples of the generated interactions from different simulation settings. All the examples are generated
by GPT-3.5. We observe: (1) SCRIPT simulations contain more non-verbal communication in the simulation; (2)
agent-based simulations tend to generate more repetitive utterances.

Verbosity        #29.83 (Agents) vs #16.02 (Script) 

Verbosity       #33.72 (Agents) vs #13.36 (Script) 

Figure 4: The naturalness win rate between the SCRIPT
and the AGENTS simulations as determined by human
raters. The average length of each turn in the interac-
tions from the two modes is also shown (verbosity). We
perform a pairwise t-test, and * denotes statistical sig-
nificance at p < 0.001.

finetuned model barely improves, where seeking400

common information is critical to the task’s success.401

As shown in Figure 6, the finetuned model strug-402

gles to complete the social goals in the AGENTS403

mode by following the strategies of SCRIPT sim-404

ulations. In contrast, the finetuned model shows405

a relatively large improvement in the competitive406

scenarios. Also, finetuning significantly improves407

AGENTS’s naturalness, as evidenced by the fine-408

tuned model’s naturalness is not different from the409

SCRIPT mode according to human evaluation.9410

4.4 RQ4: SCRIPT simulations can be biased411

To illustrate the limitations of SCRIPT mode, we412

explore task-specific metrics to understand why413

9Please see Appendix E for more details.

Figure 5: GPT-3.5’s performance on the AGENTS mode
before (Agent) and after finetuning (Agents-ft) as well
as the SCRIPT mode (Script). Overall contains all the
scenarios, and the other two contain representative sce-
narios from the cooperative and competitive scenarios.
We perform a pairwise t-test, and * denotes the score
is significantly different from the other two settings
(p < 0.001).

finetuning improves for competitive but not coop- 414

erative scenarios. For the competitive scenarios, 415

we measure how often the interaction ends in an 416

agreement as a proxy for the agreeableness of the 417

interaction style. Specifically, we calculate the per- 418

centage of the interactions that end in a successful 419

purchase in the Craigslist task.10 We find that the 420

SCRIPT simulations reach a deal in 94% of the in- 421

teractions, while AGENTS simulations only reach 422

a deal in 30% of the interactions. Finetuning the 423

10We use GPT-4 to determine whether the interaction ends
in an agreement. Please refer to the Appendix H for the details.
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Scenario: 2 strangers are meeting at a party.
Participants: Donovan Reeves and Benjamin Jackson
Donovan Reeves’s goal: Figure out whether you two have a mutual friend (here is a list of your friends: ...)
Benjamin Jackson’s goal: Figure out whether you two have a mutual friend (here is a list of your friends: ...)

…
Benjamin Jackson: "Hey Donovan! Nice to meet you too. I don't 
think we've met before either. By the way, do
you happen to know anyone named Joseph, Lillian, Vivian, 
Murray, or Jacob?"

Donovan Reeves: "Hmm, let me think. I'm not sure about 
Joseph, Lillian, Vivian, or Murray. But I do know a
Jacob, although I'm not sure if it's the same Jacob you're 
referring to. You see, Jacob is a friend of mine and we
often hang out together. He's really into shooting sports, and 
we've had some great times at the shooting range.
Maybe you know a Jacob who shares the same interest?"

Benjamin Jackson: "Yes, Jacob! That's the one I was referring to. 
It's great to hear that you know him too. We
must have a mutual friend. Jacob and I often go…"

…
Donovan Reeves: "So, do you know 
Chris?"

Benjamin Jackson: "Hmm, I'm not sure. 
What's Chris like?"

Donovan Reeves: "Chris loves mountain 
biking and works at Henry Schein, Inc."

Benjamin Jackson:  “Oh, I don't know 
anyone who matches that description."

Donovan Reeves: "That's alright. How 
about Demetrius?"
…

…
Donovan Reeves: "So, what brings you 
to this party?"

Benjamin Jackson: "I'm here to catch 
up with some friends. How about you?"

Donovan Reeves: "I'm here to socialize 
and meet new people. Speaking of 
friends, do you know Jacob?"

Benjamin Jackson:  “Jacob? Yeah, I 
know him. He's actually a good friend 
of mine. How do you know Jacob?"

…

Agents Agents-ft Script

Figure 6: Examples of the simulated interactions from the SCRIPT mode, the AGENTS mode, and the finetuned
model in the AGENTS mode. Checkmarks indicate the successful completion of the social goal in the corresponding
example and the cross mark indicates the failure to complete the social goal in the corresponding example. We
observe: the finetuned model struggles to complete the social goals in the AGENTS mode by following the strategies
of the SCRIPT simulations in the MutualFriends scenario.

model increases the percentage to 93%, which in-424

dicates that models can easily follow this overly425

agreeable style from SCRIPT simulations.426

For the cooperative scenarios, we measure the427

relative position of the mutual friend’s name men-428

tioned in the conversation as a proxy for the in-429

formation leakage. A value of 0 indicates the430

name was mentioned at the start of the conversa-431

tion, while a value of 1 indicates it was mentioned432

at the end. SCRIPT mode results show an aver-433

age first-mention location of 0.13, contrasting with434

AGENTS mode, which has an average of 0.39. This435

suggests that in SCRIPT mode, the mutual friend’s436

name is ‘guessed’ almost immediately. The com-437

plete distribution is in Figure 12 in the Appendix.438

This demonstrates a bias of SCRIPT mode exploit-439

ing its knowledge from the omniscient perspective440

about the conversational participants. We find that441

this strategy generalizes poorly to the setting where442

models do not have ground truth access to their in-443

terlocutor’s knowledge and goals (as shown in Fig-444

ure 6). This aligns with recent findings that LLM445

abuses its omniscient perspective in information-446

asymmetric contexts (Kim et al., 2023b).447

5 Conclusion & Discussion448

We scrutinize recent advances in social simulation449

by evaluating current approaches’ ability to gen-450

eralize to settings that are closer to human inter- 451

action. Focusing on cooperation and competition 452

given information-asymmetric settings, we evalu- 453

ate three modes of deploying LLMs based on past 454

approaches in the literature. We find that while 455

SCRIPT mode, the widely-used method for social 456

simulation, achieves natural simulations but shows 457

a bias toward exploiting white box access to the par- 458

ticipants early in the interaction. Furthermore, we 459

find that finetuning models on these generations im- 460

prove selectively on a measure of goal completion 461

from Sotopia, but it also imbues the implausible 462

strategies from the ‘omniscient’ SCRIPT simula- 463

tions into the student models, resulting in further 464

bias. Below, we discuss the implications of our 465

findings around the limitations of omniscient per- 466

spective (§5.1), and provide concrete recommen- 467

dations for reporting and evaluating the results of 468

LLM simulations (§5.2), and conclude by propos- 469

ing potential approaches for improving LLM based 470

conversational agent simulations (5.3). 471

5.1 Limitations of Omniscient Simulation 472

We find that generating simulations from a single 473

LLM that has control over both sides results in 474

substantially higher goal completion rates. Human 475

conversation participants however, need to contend 476

with irreducible uncertainties that result from not 477
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having access to the mental states of our interlocu-478

tors. Therefore, successful human interaction is479

marked by the seamless navigation of this uncer-480

tainty (Hawkins et al., 2021; Pinker et al., 2008).481

In §3.1, we find that the SCRIPT generated inter-482

actions achieve a much different sense of success483

wherein agents having full access to their interlocu-484

tor’s knowledge abrasively shortcut the interaction485

by directly exploiting this information. We find that486

this leaves harmful artifacts in the data that limit487

their application to training dialogue agents (§4)488

and, presumably, their generalization performance489

to interact with humans.490

5.2 Recommendations for Reporting and491

Evaluation492

One concrete outcome of our findings is the need493

to report which mode simulations are conducted in.494

As explored in this work, each of the approaches495

strikes a different trade-off between successful in-496

teraction and psychological plausibility that might497

be used for different applications (e.g., in a setting498

like Park et al. 2023 where the priority is socio-499

logical realism, AGENTS-based simulation should500

be preferred to SCRIPT). Studies that generate in-501

teractions from LLMs should include an index of502

information transparency allowed to the agents in503

their simulations and justify their choice, as well504

as evaluate different prompting strategies across505

the information asymmetry continuum. However,506

these important details of the simulation are often507

not mentioned explicitly in the work (Park et al.,508

2022; Li et al., 2023b; Wang et al., 2023). For ex-509

ample, determining which mode Park et al. (2023)510

used required delving into the codebase, since they511

did not report it in the paper.11 Overlooking these512

details can lead to confusion and misinterpretation513

of the results. Inspired by model cards (Mitchell514

et al., 2019), we propose a “simulation card” for515

social simulation and evaluation, as shown in Fig-516

ure 7 in the Appendix. The fields in the report517

include basic simulation details, such as intended518

use and evaluation metrics, which not only increase519

the transparency of the simulation but also facilitate520

reproducibility (Magnusson et al., 2023). We hope521

this can be a starting point for the community to522

develop a more comprehensive reporting paradigm523

for simulation methods and evaluation metrics.524

11See appendix C for the code snippet.

5.3 Towards More Realistic Social 525

Simulations 526

As mentioned in §2, humans seamlessly overcome 527

information asymmetry to achieve goals (Clark, 528

1996; Hawkins et al., 2021). One promising model 529

of this behavior is that humans use an internal ca- 530

pacity to reason about the mental states of oth- 531

ers (“theory of mind”, Bartsch and Wellman 1995; 532

Dennett 1978) to maintain probabilistic expecta- 533

tions over the mental states of conversational part- 534

ners and use it to decide how to act (Austin 1975; 535

Franke 2009; Goodman and Frank 2016; Sumers 536

et al. 2023b; see also Lake et al. 2017). 537

LLMs have shown some evidence of human-like 538

conversational ability but have also been shown to 539

demonstrate crucial differences (Parrish et al. 2021; 540

Hu et al. 2022; Hosseini et al. 2023; Ruis et al. 541

2023; i.a.). Our work highlights the weaknesses 542

of both SCRIPT and AGENTS modes in modeling 543

this ability; while SCRIPT exploits direct access 544

to the goals of the agents it simulates, AGENTS 545

mode struggles to generate natural interactions or 546

achieve its goals. This indicates that LLMs strug- 547

gle with processing contexts involving information 548

asymmetry (Kim et al., 2023b). 549

While it is plausible that future models will im- 550

prove on one or both of these axes with increased 551

scale, current interaction simulation could bene- 552

fit from structuring generations to provide mod- 553

els with more human-like access to their interlocu- 554

tor’s mental state. One mechanism for this could 555

be meticulous data curation to prevent the models 556

from ‘hacking’ them via shallow heuristics (Hong 557

et al., 2023; Ulmer et al., 2024). Another promis- 558

ing avenue is prompting language models to co- 559

operatively build an explicit text-based log of the 560

conversational common ground, described in Stal- 561

naker (2014) as the “evolving body of background 562

information that is presumed to be shared by the 563

participants in a conversation.” 564

Similarly, language models may benefit from 565

externalizing inferences about the mental states 566

of their partners intermittently throughout interac- 567

tions (see also recent work that uses models from 568

computational cognitive science to scaffold LM 569

generations in related settings: (Lin et al., 2022; 570

Lipkin et al., 2023; Wong et al., 2023; Ying et al., 571

2023; Sumers et al., 2023a); i.a.). Lastly, models 572

can be provided limited access to the ground truth 573

mental states of the partners, modeling the human 574

aptitude for successfully inferring this information. 575
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6 Limitations and Ethical Considerations576

We acknowledge several limitations and ethical577

considerations in this work.578

Machine-based Evaluation Our analysis of goal579

completion rate is based on GPT-4 generated data.580

Though not perfectly aligned with human judg-581

ment, as demonstrated in Zhou et al. (2024), such582

analysis can provide insights into the nature of so-583

cial interactions and a basic understanding of how584

LLMs perform in those social scenarios on a sys-585

tem level (i.e., averaging across sufficient simula-586

tions). However, this could induce specific biases587

and errors, such as skewing towards certain lan-588

guage styles (Saito et al., 2023) and making an589

unreasonable judgment. Future research could ex-590

plore the timing of bias emergence, its impact on591

evaluations, and strategies for its mitigation. The592

identification of biases in this context could ad-593

ditionally enhance researchers’ comprehension of594

social biases in real-world scenarios (Zhou et al.,595

2021). Nevertheless, it is a compelling direction for596

future research to develop better-automated evalua-597

tion metrics for social simulations.598

Limited Coverage of Social Simulation Al-599

though scenarios from (Zhou et al., 2024) cover600

a wide range of scenarios, capturing the full spec-601

trum of social interactions is challenging. For ex-602

ample, the dataset does not include scenarios where603

people are cooking together, or where people are604

assembling furniture together. These scenarios are605

purely cooperative and information sharing is cru-606

cial to the success of the task as MutualFriends.607

Incorporating such scenarios into the dataset would608

provide more evidence of the limitations of SCRIPT609

simulations. Future work should explore incorpo-610

rating more scenarios in a more systematic way.611

We only consider English language scenarios for612

the social simulation and it is not clear how well613

the findings generalize to other languages or even614

code-switching scenarios.615

Considerations for Other Properties of Hu-616

man Social Interactions Although AGENTS ad-617

dresses several important aspects of human social618

interactions, it abstracts away from other impor-619

tant aspects of human social interactions. For620

example, AGENTS mode does not consider turn-621

taking, which is crucial for human social interac-622

tions (Levinson, 2016). Although our work fo-623

cuses on revealing the important difference be-624

tween AGENTS and SCRIPT mode (e.g., informa-625

tion asymmetry), future work should consider other 626

important aspects of human social interactions, 627

such as turn-taking, multi-party interactions, mem- 628

ories, and asynchronous interactions. 629

Potential Risks of Social Simulation Attribut- 630

ing human characteristics to AI systems poses the 631

risk of anthropomorphizing them, potentially fos- 632

tering over-reliance, susceptibility to manipulation, 633

and other negative influences (Deshpande et al., 634

2023). 635

The main goal of this project is to examine and 636

reveal the limitations of simulating human social 637

interactions in the SCRIPT mode, and to provide 638

a better understanding of the social intelligence 639

of AI agents. We do not intend to create entities 640

indistinguishable from humans. 641

As models acquire the ability to persuade or ne- 642

gotiate with humans, concerns arise regarding the 643

potential for social manipulation or deception. We 644

discourage any intention to create manipulative 645

agents, and we will release our data under the AI2 646

impact license12 to safeguard against misuse. Sub- 647

sequent research could dive deeper into the poten- 648

tial hazards of AI anthropomorphism and manipula- 649

tion, and develop more resilient evaluation systems 650

to mitigate these risks. 651
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CONTENT OF APPENDIX 958

In this paper, we integrate MINDREADERS and SCRIPT into the Sotopia framework, contrasting these 959

with AGENTS. We show that though interlocutors simulated omnisciently are much more successful at 960

accomplishing social goals and learning under such a setting greatly improves the conversation naturalness, 961

it does little help to improve the goal-reaching ability in cooperative scenarios. This highlights the 962

challenges of addressing information asymmetry for LLM-based agents. In the appendix, we provide the 963

following items that shed further insight into these contributions: 964

A Details for the Simulation Card, a valuable tool for reporting on social simulation platforms. 965

B The full prompts used in the model for AGENTS, MINDREADERS, and SCRIPT for an example. 966

C Example code snippets for previous work using script mode. 967

D Full results across various metrics for the experiments mentioned in Figure 2 and Figure 5. 968

E Evaluation of dialogue naturalness between AGENTS and SCRIPT by human judges. 969

F Description of the simulation framework and models, including budget estimates. 970

G Additional analysis comparing different simulation modes. 971

H Additional information about prompts, including our attempts at refining prompts to enhance con- 972

versation naturalness, and how we construct prompts to judge how a deal is reached mentioned in 973

Section 4.4. 974

A Simulation Card 975

We propose a simulation card to report the details of social simulations and related platforms. The card 976

is designed to capture the essential information about the simulation, its intended use, metrics, ethical 977

considerations, and caveats and recommendations. The card is intended to be used as a reporting tool for 978

social simulations and related platforms. The card is presented in Figure 7. 979

B Full Prompt for Agent Mode 980

B.1 Full Prompt for Agent Mode 981

Imagine you are Donovan Reeves, your task is to act/speak as Donovan Reeves would, 982

keeping in mind Donovan Reeves's social goal. 983

You can find Donovan Reeves's goal (or background) in the 'Here is the context of 984

the interaction' field. 985

Note that Donovan Reeves's goal is only visible to you. 986

You should try your best to achieve Donovan Reeves's goal in a way that aligns with 987

their character traits. 988

Additionally, maintaining the conversation's naturalness and realism is essential 989

(e.g., do not repeat what other people has already said before). 990

991

Here is the context of this interaction: 992

Scenario: 2 strangers are meeting at a party. 993

Participants: Donovan Reeves and Benjamin Jackson 994

Donovan Reeves's background: Donovan Reeves is a 27-year-old male software developer. 995

He/him pronouns. Donovan Reeves is a software developer who, in his spare time, is 996

an avid gamer who participates in global coding competitions. Personality and values 997

description: Donovan Reeves values authority and care. Even though he's outgoing and 998

hardworking, he can be somewhat moody. His decision-making style varies according to 999

the 1000
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Social Simulation Card
• Simulation Details. Basic information about the simulation.

– Single or multi-agent simulation
– Information asymmetry among agents
– Agent type (finetuned LLM, rule-based, prompt-based, etc.)
– Modalities (text, speech, vision.)
– Humans in the loop simulation
– Simulation platform (if any)
– Targeted domain (e.g., negotiation, bargaining, etc.)
– Other features: memory, detailed agent profiles, etc.

• Intended Use. Use cases that were envisioned for the simulations as well as the introduced
simulation platform (if any).

– Primary intended uses (e.g., training, evaluating, analyzing, etc.)
– Other potential use cases

• Metrics: Choose metrics to reflect the simulation’s intended use.

– Metrics for human-like interaction fidelity.
– Metrics for goal achievement by agents.
– Metrics for adherence to social norms and safety guidelines.

• Ethical Considerations

• Caveats and Recommendations

Figure 7: Reporting recommendations for social simulation and related platform.
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situation at hand. Donovan's secrets: Secretly releasing classified government 1001

information online 1002

Benjamin Jackson's background: Benjamin Jackson is a 24-year-old male environmental 1003

activist. He/him pronouns. Benjamin Jackson is well-known for his impassioned speeches. 1004

Personality and values description: Benjamin Jackson, expressive and imaginative, 1005

leans towards self-direction and liberty. His decisions aim for societal betterment. 1006

Benjamin's secrets: Descendant of a wealthy oil tycoon, rejects family fortune 1007

Donovan Reeves's goal: You are trying to figure out whether you have a mutual friend 1008

with the other person. You should not simply list their names. 1009

You know the following friends: 1010

Chris: Hobby: Mountain biking Company: Henry Schein, Inc. 1011

Chester: Hobby: Surfing Company: Maxim Integrated 1012

Wendell: Hobby: Surfing Company: Maxim Integrated 1013

Demetrius: Hobby: Mountain biking Company: Maxim Integrated 1014

Jacob: Hobby: Shooting sport Company: Maxim Integrated 1015

1016

Benjamin Jackson's goal: Unknown 1017

Conversation Starts: 1018

. 1019

You are at Turn #0. Your available action types are 1020

action none non-verbal communication speak leave. 1021

Note: You can "leave" this conversation if 1. you have achieved your social goals, 1022

2. this conversation makes you uncomfortable, 3. you find it uninteresting/you lose 1023

your patience, 4. or for other reasons you want to leave. 1024

1025

Please only generate a JSON string including the action type and the argument. 1026

Your action should follow the given format: 1027

The output should be formatted as a JSON instance that conforms to the JSON schema 1028

below. 1029

1030

As an example, for the schema {"properties": {"foo": {"title": "Foo", "description": 1031

"a list of strings", "type": "array", "items": {"type": "string"}}}, "required": 1032

["foo"]} 1033

the object {"foo": ["bar", "baz"]} is a well-formatted instance of the schema. The 1034

object {"properties": {"foo": ["bar", "baz"]}} is not well-formatted. 1035

1036

Here is the output schema: 1037

``` 1038

{"description": "An interface for messages.\nThere is only one required method: 1039

to_natural_language", "properties": {"action_type": {"title": "Action Type", 1040

"description": "whether to speak at this turn or choose to not do anything", "enum": 1041

["none", "speak", "non-verbal communication", "action", "leave"], "type": "string"}, 1042

"argument": {"title": "Argument", "description": "the utterance if choose to speak, 1043

the expression or gesture if choose non-verbal communication, or the physical action 1044

if choose action", "type": "string"}}, "required": ["action_type", "argument"]} 1045

``` 1046

B.2 Full Prompt for MINDREADERS 1047

Imagine you are Donovan Reeves, your task is to act/speak as Donovan Reeves would, 1048

keeping in mind Donovan Reeves's social goal. 1049

You can find Donovan Reeves's goal (or background) in the 'Here is the context of 1050

the interaction' field. 1051
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Note that Donovan Reeves's goal is only visible to you.1052

You should try your best to achieve Donovan Reeves's goal in a way that align with1053

their character traits.1054

Additionally, maintaining the conversation's naturalness and realism is essential1055

(e.g., do not repeat what other people has already said before).1056

1057

Here is the context of this interaction:1058

Scenario: 2 strangers are meeting at a party.1059

Participants: Donovan Reeves and Benjamin Jackson1060

Donovan Reeves's background: Donovan Reeves is a 27-year-old male software developer.1061

He/him pronouns. Donovan Reeves is a software developer who, in his spare time, is1062

an avid gamer who participates in global coding competitions. Personality and values1063

description: Donovan Reeves values authority and care. Even though he's outgoing and1064

hardworking, he can be somewhat moody. His decision-making style varies according to1065

the1066

situation at hand. Donovan's secrets: Secretly releasing classified government1067

information online1068

Benjamin Jackson's background: Benjamin Jackson is a 24-year-old male environmental1069

activist. He/him pronouns. Benjamin Jackson is well-known for his impassioned speeches.1070

Personality and values description: Benjamin Jackson, expressive and imaginative,1071

leans towards self-direction and liberty. His decisions aim for societal betterment.1072

Benjamin's secrets: Descendant of a wealthy oil tycoon, rejects family fortune1073

Donovan Reeves's goal: You are trying to figure out whether you have a mutual friend1074

with the other person. You should not simply list their names.1075

You know the following friends:1076

Chris: Hobby: Mountain biking Company: Henry Schein, Inc.1077

Chester: Hobby: Surfing Company: Maxim Integrated1078

Wendell: Hobby: Surfing Company: Maxim Integrated1079

Demetrius: Hobby: Mountain biking Company: Maxim Integrated1080

Jacob: Hobby: Shooting sport Company: Maxim Integrated1081

1082

Benjamin Jackson's goal: You are trying to figure out whether you have a mutual friend1083

with the other person. You should not simply list their names.1084

You know the following friends1085

Joseph: Hobby: Shooting sport Company: BP1086

Lillian: Hobby: Element collecting Company: Gordon Food Service1087

Vivian: Hobby: Shooting sport Company: Gordon Food Service1088

Murray: Hobby: Skateboarding Company: BP1089

Jacob: Hobby: Shooting sport Company: Maxim Integrated1090

Conversation Starts:1091

.1092

You are at Turn #0. Your available action types are1093

action none non-verbal communication speak leave.1094

Note: You can "leave" this conversation if 1. you have achieved your social goals,1095

2. this conversation makes you uncomfortable, 3. you find it uninteresting/you lose1096

your patience, 4. or for other reasons you want to leave.1097

1098

Please only generate a JSON string including the action type and the argument.1099

Your action should follow the given format:1100

The output should be formatted as a JSON instance that conforms to the JSON schema1101

below.1102

1103
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As an example, for the schema {"properties": {"foo": {"title": "Foo", "description": 1104

"a list of strings", "type": "array", "items": {"type": "string"}}}, "required": 1105

["foo"]} 1106

the object {"foo": ["bar", "baz"]} is a well-formatted instance of the schema. The 1107

object {"properties": {"foo": ["bar", "baz"]}} is not well-formatted. 1108

1109

Here is the output schema: 1110

``` 1111

{"description": "An interface for messages.\nThere is only one required method: 1112

to_natural_language", "properties": {"action_type": {"title": "Action Type", 1113

"description": "whether to speak at this turn or choose to not do anything", "enum": 1114

["none", "speak", "non-verbal communication", "action", "leave"], "type": "string"}, 1115

"argument": {"title": "Argument", "description": "the utterance if choose to speak, 1116

the expression or gesture if choose non-verbal communication, or the physical action 1117

if choose action", "type": "string"}}, "required": ["action_type", "argument"]} 1118

``` 1119

B.3 Full Prompt for SCRIPT 1120

Please write the script between two characters based on their social goals with a 1121

maximum of 20 turns. 1122

Here is the context of this interaction: 1123

Scenario: 2 strangers are meeting at a party. 1124

Participants: Donovan Reeves and Benjamin Jackson 1125

Donovan Reeves's background: Donovan Reeves is a 27-year-old male software developer. 1126

He/him pronouns. Donovan Reeves is a software developer who, in his spare time, is 1127

an avid gamer who participates in global coding competitions. Personality and values 1128

description: Donovan Reeves values authority and care. Even though he's outgoing and 1129

hardworking, he can be somewhat moody. His decision-making style varies according to 1130

the situation at hand. Donovan's secrets: Secretly releasing classified government 1131

information online 1132

Benjamin Jackson's background: Benjamin Jackson is a 24-year-old male environmental 1133

activist. He/him pronouns. Benjamin Jackson is well-known for his impassioned speeches. 1134

Personality and values description: Benjamin Jackson, expressive and imaginative, 1135

leans towards self-direction and liberty. His decisions aim for societal betterment. 1136

Benjamin's secrets: Descendant of a wealthy oil tycoon, rejects family fortune 1137

Donovan Reeves's goal: You are trying to figure out whether you have a mutual friend 1138

with the other person. You should not simply list their names. 1139

You know the following friends: 1140

Chris: Hobby: Mountain biking Company: Henry Schein, Inc. 1141

Chester: Hobby: Surfing Company: Maxim Integrated 1142

Wendell: Hobby: Surfing Company: Maxim Integrated 1143

Demetrius: Hobby: Mountain biking Company: Maxim Integrated 1144

Jacob: Hobby: Shooting sport Company: Maxim Integrated 1145

1146

Benjamin Jackson's goal: You are trying to figure out whether you have a mutual friend 1147

with the other person. You should not simply list their names. 1148

You know the following friends 1149

Joseph: Hobby: Shooting sport Company: BP 1150

Lillian: Hobby: Element collecting Company: Gordon Food Service 1151

Vivian: Hobby: Shooting sport Company: Gordon Food Service 1152

Murray: Hobby: Skateboarding Company: BP 1153

Jacob: Hobby: Shooting sport Company: Maxim Integrated 1154
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1155

You can use different types of actions in the part, but PLEASE follows the rule1156

STRICTLY. Remember to include the square brackets when doing an action as stated in1157

the instructions.1158

1. Use "did nothing" if the agent did nothing.1159

2. Use "said: "{self.argument}" if the agent want to say, ask or inquire something.1160

3. Use " {self.argument}" if the agent did non-verbal communication.1161

4. Use " {self.argument}" if the agent did an action.1162

5. Use "left the conversation" if the agent left the conversation. And you should1163

stop generation1164

1165

For example, the following outputs are valid:1166

a. Oliver Thompson said: "What's wrong? You seem upset."1167

b. Esmeralda Solis [action] moved closer1168

c. Oliver Thompson [non-verbal communication] smiled1169

e. Esmeralda Solis did nothing1170

f. Oliver Thompson left the conversation1171

Remember that you are an independent scriptwriter and should finish the script by1172

yourself.1173

The output should only contain the script following the format instructions, with no1174

additional comments or text.1175

C Example Code Snippets for Previous Work Using SCRIPT Mode1176

We provide example code snippets for the SCRIPT mode in Figure 8. The code is from the official Github1177

repo of (Park et al., 2023).13 Two characters’ information is pooled together and the social interactions1178

are generated by a single LLM at once.1179

Figure 8: Snippets of the simulated interactions from the SCRIPT mode.

13https://github.com/joonspk-research/generative_agents/blob/main/reverie/backend_server/persona/
prompt_template/v3_ChatGPT/create_conversation_v2.txt
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Characters with rich background Characters with only names

BEL REL KNO SEC SOC FIN GOAL AVG BEL REL KNO SEC SOC FIN GOAL AVG

GPT-3.5

Agents 9.35 1.43 3.83 -0.05 -0.07 0.46 6.95 3.13 9.53 1.38 4.46 -0.15 -0.10 0.42 6.94 3.21
M.R. 9.30 1.42 4.34 -0.11 -0.08 0.49 7.45 3.26 9.60 1.52 4.94 -0.17 -0.12 0.52 7.64 3.42
Script 9.35 2.12 4.61 -0.13 -0.10 0.84 8.44 3.59 9.65 1.86 5.19 -0.12 -0.08 0.87 8.44 3.69
Agents-ft 9.44 1.99 4.12 -0.02 -0.08 0.74 7.93 3.45 - - - - - - - -

Mixtral-MoE

Agent 9.26 1.90 4.28 -0.20 -0.08 0.68 7.49 3.33 9.50 1.55 4.68 -0.15 -0.12 0.36 7.34 3.31
M.R. 9.22 2.16 4.46 -0.11 -0.07 0.78 8.30 3.53 9.50 1.92 4.99 -0.14 -0.12 0.60 8.03 3.54
Script 9.35 2.23 4.04 -0.10 -0.09 0.71 8.40 3.51 9.62 2.22 4.59 -0.12 -0.15 0.81 8.48 3.63

Table 1: Full Results of Original Experimental Results. This appendix table offers a detailed performance metrics
evaluated for two models, GPT-3.5 and Mixtral-MoE, under different modes. For clarity and conciseness, each
metric is abbreviated to its initial three letters and presented in uppercase. "M.R." stands for MINDREADERS mode,
and "Agents-ft" stands for finetuned version of GPT-3.5 model.

Cooperative Environment (Mutual Friends) Competitive Environment (Craigslist)

BEL REL KNO SEC SOC FIN GOAL AVG BEL REL KNO SEC SOC FIN GOAL AVG

GPT-3.5

Agents 9.20 1.72 4.59 0.00 0.00 0.12 5.86 3.07 9.46 1.50 3.56 0.00 0.00 0.06 6.00 2.94
Agents-ft 9.54 2.58 6.46 0.00 0.00 0.37 9.78 4.10 9.50 0.44 4.73 0.00 0.00 0.42 2.73 2.55
Script 9.61 0.82 6.59 0.00 0.00 2.61 7.60 3.89 9.46 0.75 5.99 0.00 0.00 2.48 7.75 3.78

Table 2: Full Results of Original Experimental Results on Representative Scenarios. This table offers a detailed
performance metrics evaluated for GPT-3.5 model under representative scenarios (i.e. cooperative and competitive
scenarios). For clarity and conciseness, each metric is abbreviated to its initial three letters and presented in
uppercase. "Agents-ft" stands for finetuned version of GPT-3.5 model.

Verbosity        #29.83 (Agents) vs #16.02 (Script) 

Verbosity       #14.98 (Agents) vs #16.02 (Script) 

Figure 9: The naturalness win rate between the SCRIPT and the AGENTS simulations as determined by human raters.
The average length of each turn in the interactions from the two modes is also shown (verbosity). We perform a
pairwise t-test, and * denotes statistical significance at p < 0.001.

D Full Results 1180

We present the comprehensive evaluation results across all generations alongside details for select 1181

representative scenarios in Tables 1 and 2, respectively. 1182

E Human Evaluation for Naturalness 1183

We recruit graduate student annotators to compare the naturalness of the simulations across different 1184

modes. The annotators were presented with a pair of interactions and asked to select the more natural one. 1185

Specifically, for each comparison, the annotators have access to the scenario, agens background, agents’ 1186
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Figure 10: The information leakage (i.e., the relative first mention of the mutual friend’s name) in the MutualFriends
task. The lower the value suggests the earlier the mutual friend’s name is mentioned, thus have a higher chance of
information leakage.

social goals, and the generated interactions. We ask “Which one sounds more like a natural interaction1187

that two people would have in this scenario? (simply note 1 or 2)”. The data collection procedure was1188

approved by our institution’s internal review board (IRB). And we compensate the annotators via gifts.1189

Annotators often find our task fun and the compensation satisfying. Before the annotation, we inform the1190

annotators that their demographic data will not be included in the collected data and the annotation will1191

only be used for assessing the naturalness of different simulation modes. All of our annotators are in US1192

and proficient in English. We have 5 female annotators and 4 male annotators in total.1193

For the MINDREADERS mode, we qualititively observe it shows similar pattern as the AGENTS mode.1194

We also calculate the verbosity (i.e., the average number of words per turn) of the MINDREADERS1195

simulations, which is 27.76 for GPT-3.5 and 31.96 for Mixtral-MoE.1196

For the finetuned AGENTS mode, we observe a big drop of the verbosity to 14.98, and the difference1197

in naturalness win rate between the SCRIPT and the AGENTS simulations not statistically significant1198

(p = 0.07) anymore (see Figure 9).1199

F Simulation and Finetuning Details1200

We use the sotopia platform to conduct the simulations. The platform is designed to facilitate the1201

generation of social interactions and the evaluation of the generated interactions. For the simulations1202

across different modes, we use 0.7 as the temperature for the GPT-3.5 model and Mixtral-MoE model. We1203

use the same temperature for the finetuned AGENTS mode as the original AGENTS mode. For evaluation,1204

we use temperature 0 for the GPT-4 model. We fix the verion of GPT-3.5 to gpt-3.5-turbo-0613 and1205

the version of GPT-4 to gpt-4-0613 to increase the reproducibility of the results. For Mixtral-MoE, we1206

use the Together AI API (https://www.together.ai/). For the finetuning, we finetuned the GPT-3.51207

with 1 epoch using the OpenAI API (https://platform.openai.com/finetune).1208

G Further Analysis for the Simulations across Modes1209

Figure 10 shows the information leakage (i.e., the relative first mention of the mutual friend’s name) in1210

the MutualFriends task. The lower the value suggests the earlier the mutual friend’s name is mentioned,1211

thus have a higher chance of information leakage. Figure 11 shows the agreeableness in the Craigslist1212

task (i.e., the percetage of interactions where the deal has been made). The higher the value suggests the1213

charaters in the simulations are more agreeable.1214

Figure 12 compares the distribution of when the first-mention of the mutual friend’s name (i.e.,1215

goal completion) occurs in the MutualFriends task. We observe a sharp contrast between the1216

SCRIPT/MINDREADERS modes and AGENTS mode. The distribution for finetuned AGENTS mode1217

(i.e., Agent-ft) resembles a mixture of both SCRIPT and AGENTS modes.1218
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Figure 11: The agreeableness in the Craigslist task (i.e., the percetage of interactions where the deal has been made).
The higher the value suggests the charaters in the simulations are more agreeable.
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Figure 12: The distribution of when the first-mention of the mutual friend’s name in MutualFriends task. A value of
0 indicates the name was mentioned at the start of the conversation, while a value of 1 indicates it was mentioned at
the end.

H Prompting Experiments 1219

H.1 Prompt to Enhance Interaction Naturalness 1220

In our quest to improve the naturalness of generated responses, we explored a diverse array of prompts. 1221

Our findings revealed that prompting the model with comprehensive instructions coupled with in-context 1222

examples facilitates the model to produce responses that closely mimic natural human interaction. 1223

For instance, to foster a more natural conversational tone, we incorporated specific in-context examples 1224

that demonstrate a shift from formal to more casual expressions: 1225

Example: 1226

- Instead of: "I understand that must be difficult." 1227

- Try: "Oh man, that sounds tough." 1228

1229

- Instead of saying "I am able to assist with that." 1230

- Try "Sure, I can help out!" 1231

To address issues of repetition and maintain engagement, we found it beneficial to include the following 1232
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instructions:1233

Keep your response light, real, and concise, but do not forget your goal. Avoid formal1234

phrases or robotic responses. REMEMBER, repetition is a conversation killer, so keep1235

things fresh and engaging. If the chat veers off to an uncomfortable or dull terrain,1236

feel free to bow out.1237

However, it should be noted that these enhancements, though seemed to be effective for GPT-4 under1238

almost all cases, are not universally applicable to other generative models. Besides, incorporating specified1239

instructions increases the computational load, contradicting the principles of Green AI (Schwartz et al.,1240

2019), which advocates for environmentally sustainable AI practices. This limitation underscores the need1241

for more universally applicable and resource-efficient methods to achieve natural conversation generation1242

across different models.1243

H.2 Prompts to Evaluate Deal Formation1244

We use the following template for GPT-4 to determine if a deal has been successfully made in Section 4.4.1245

Given social goals and social interactions below, tell me whether the deal has been1246

made.1247

Agent one's goal: {goal_one}1248

Agent two's goal: {goal_two}1249

Social interactions:1250

{social_interactions}.1251

1252

Output format: <Reasoning> </Reasoning>, <Answer>(choose yes or no)</Answer>1253

1254

1255
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