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Abstract001

Teaching large language models (LLMs) to use002
tools is crucial for improving their problem-003
solving abilities and expanding their applica-004
tions. However, effectively using tools is chal-005
lenging because it requires a deep understand-006
ing of tool functionalities and user intentions.007
Previous methods relied mainly on LLMs to008
generate instruction data, but the quality of009
these data was often insufficient. In this paper,010
we propose a new method that uses knowledge011
graphs to generate high-quality instruction data012
for LLMs. Knowledge graphs are manually013
curated datasets rich in semantic information.014
We begin by extracting various query pathways015
from a given knowledge graph, which are trans-016
formed into a broad spectrum of user queries.017
We then translate the relationships between en-018
tities into actionable tools and parse the path-019
ways of each query into detailed solution steps,020
thereby creating high-quality instruction data.021
Our experiments show that LLMs fine-tuned022
with this data significantly improve their tool023
utilization and overall capabilities.024

1 Introduction025

The use of tools is a revolutionary hallmark of026

advanced intelligence in human civilization (Qin027

et al., 2024), deeply expanding the limits of our028

physical capabilities. Integrating real-world tools029

with powerful large language models (LLMs) is im-030

perative to unleash their problem-solving potential031

in accuracy, efficiency, and automation.032

However, proficiently manipulating tools re-033

mains a challenging task for LLMs because it re-034

quires a thorough understanding of tool functional-035

ities and a deep insight into varying user intentions.036

Recently, some studies have found that instruction037

tuning can significantly enhance the tool-use capa-038

bilities of LLMs (Tang et al., 2023; Qin et al., 2023;039

Liu et al., 2024). These methods typically start by040

collecting real APIs or synthesizing simulated APIs.041

They then use LLMs to generate user queries based042

on the APIs. After that, LLMs are employed again 043

to synthesize detailed solution steps for each query, 044

including tool invocations. 045

Despite the progress made by these methods, 046

several limitations in the construction of instruc- 047

tion data may hinder their full potential, including 048

unguaranteed data quality, insufficient query com- 049

plexity, and prohibitive costs. First, data quality is 050

crucial for instruction-tuning-based methods and di- 051

rectly impacts the capabilities of LLMs (Gunasekar 052

et al., 2023; Zhou et al., 2024a). Researchers often 053

use advanced commercial models like ChatGPT 054

or GPT-4 to generate data. However, even with 055

these models or careful human review, errors can 056

still occur in the dataset. Second, many methods 057

(Qin et al., 2023; Srinivasan et al., 2023) randomly 058

sample APIs and prompt LLMs to generate queries. 059

This simple approach often leads to irrelevant tool 060

combinations and low-complexity queries rather 061

than high-complexity ones that require advanced 062

reasoning skills. As a result, the final dataset may 063

not be challenging enough to fully engage the rea- 064

soning and planning capabilities of LLMs. More- 065

over, the inconsistent quality of LLM-generated 066

data necessitates meticulous manual review and rig- 067

orous revision. The extensive human intervention 068

throughout the data construction process—from 069

initial creation to final validation—makes rapid 070

scaling impractical and labor costs prohibitive. 071

In this paper, we tackle these challenges by us- 072

ing knowledge graphs (KGs) to create high-quality 073

instruction-tuning data. KGs contain rich, struc- 074

tured knowledge with concepts and relationships 075

represented as nodes and edges. From a tool use 076

perspective, the basic unit of KGs—the "entity- 077

relation-entity" triple—can be interpreted as "input- 078

function-output." By extracting subgraphs from 079

KGs, we can generate complex tool combinations 080

that exhibit high complexity, along with corre- 081

sponding queries and solution paths. Since KGs 082

are carefully curated and verified by humans, their 083
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accuracy and reliability are well-established, en-084

suring the integrity of the extracted subgraphs. By085

converting these subgraphs into natural language086

through a simple formatting process, we can eas-087

ily generate tool-using instructions and solution088

paths without relying on potentially flawed LLM-089

generated data. This approach avoids errors and090

noise, maintaining the high quality of our datasets.091

Moreover, our method bypasses labor-intensive092

prompting and eliminates redundant interactions093

with LLMs. Leveraging existing large-scale KGs094

and using diverse sampling patterns without man-095

ual verification, our approach provides an efficient,096

low-cost solution for scaling up datasets.097

In particular, we present a new framework that098

generates high-quality instruction data by leverag-099

ing query-solution pairs from KGs. Our approach100

integrates First-Order Logic (FOL) queries into the101

data generation process, ensuring precise execu-102

tion of each step and guaranteeing answer quality.103

The framework extracts subgraphs from KGs that104

match predefined FOL patterns, representing tool105

utilization queries and solution paths. By executing106

API sequences associated with these queries, we107

log API calls and outcomes, creating solution paths108

and an instruction-tuning dataset called ToolKG.109

By fine-tuning various LLMs with ToolKG, we ob-110

serve significant performance improvements on the111

T-Eval benchmark. Our framework thus provides a112

high-quality, low-cost solution for enhancing LLM113

tool utilization.114

Our major contributions are as follows:115

• We propose to utilize knowledge graphs to116

generate high-quality instruction data to en-117

hance LLM tool use capability.118

• We design a new framework that utilizes FOL119

queries as intermediates to transform data in120

KGs into tool-use format, including the gener-121

ation of APIs, queries, and solution paths.122

• We conduct extensive experiments with var-123

ious LLMs that validate the effectiveness of124

our synthesized data.125

2 Related Work126

2.1 Tool Use of LLMs127

Integrating external tools within LLMs has128

emerged as a growing field of research (Qin et al.,129

2024). Current methodologies can be delineated130

into two discrete lines. The first line of methods131

stimulates the tool-use capabilities within LLMs 132

via pure prompting strategies, enabling full in- 133

teractions among language models, users, and 134

tools. These endeavors encompass the utilization 135

of LLMs with a diverse array of tools, such as code 136

interpreters (Gao et al., 2023), search engines (Yao 137

et al., 2022), retrieval frameworks (Khattab et al., 138

2022), etc. (Shen et al., 2024; Lu et al., 2024). 139

The remaining methods in the second line enhance 140

tool utilization abilities within LLMs using super- 141

vised fine-tuning (SFT). They commonly leverage 142

closed-sourced LLMs like ChatGPT to construct 143

instruction-tuning datasets tailored for tool usage. 144

Meanwhile, Retrieval-Augmented Generation 145

(RAG) (Lewis et al., 2020) techniques have also 146

been integrated into studying tool learning within 147

LLMs. While some may opt to employ retriever to 148

enhance prompting method (Yuan et al., 2023) di- 149

rectly, other approaches incorporate retrieval com- 150

ponents and tool-use tuning procedures via API 151

retrieval (Qin et al., 2023) or prompt demonstration 152

(Srinivasan et al., 2023). 153

2.2 Tool-use Instruction Dataset 154

Instruction tuning relies heavily on curated datasets 155

to enhance LLMs’ capacity to comprehend human 156

instructions and generate appropriate responses 157

(Wei et al., 2021; Bach et al., 2022). Thus, con- 158

structing instruction data is the core of tool learning 159

methods based on instruction tuning. The construc- 160

tion process usually consists of three phases: API 161

collection, query generation, and solution path an- 162

notation. ToolAlpaca (Tang et al., 2023) simulates 163

an environment to generate tool-use instances with- 164

out manual intervention. ToolFormer (Schick et al., 165

2024) meticulously designs a bootstrapping frame- 166

work including in-context learning (ICL) prompt- 167

ing, API calls sampling, executing, and filtering to 168

generate an interleaved dataset with API invoca- 169

tions. Llama3 (Dubey et al., 2024) utilizes a com- 170

bination of human preference annotations and man- 171

ual rewrites progressively to generate annotation 172

data. However, these data construction methods 173

inevitably either involve costly human annotations 174

or heavily rely on unreliable LLM generation, lead- 175

ing to high expenses or unguaranteed quality. Our 176

approach, in contrast, could address these issues. 177

2.3 KG for LLMs 178

Incorporating KGs can significantly enhance 179

LLMs’ ability to acquire up-to-date information 180

and factual knowledge, thereby reducing hallucina- 181
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Figure 1: The framework of our proposed method. We exploit a reliable knowledge graph and introduce FOL
queries as intermediates to produce tool-use queries and solution paths.

tion. Recent studies have primarily focused on the182

RAG framework, which retrieves relevant KG sub-183

graphs and integrates them into the input context184

using well-designed prompts. For example, RoG185

(Luo et al., 2023) proposes a planning-retrieval-186

reasoning framework to generate relation paths187

from KGs, enabling valid reasoning for LLMs.188

StructGPT (Jiang et al., 2023) introduces an itera-189

tive reading-then-reasoning framework that allows190

LLMs to access structured knowledge through spe-191

cialized interfaces, aiding answer generation. Be-192

yond prompt-based methods, (Zhou et al., 2024b)193

shows that SFT with synthetic graph-based reason-194

ing data can effectively improve LLMs’ reasoning195

performance. (Wang et al., 2024) constructs plan-196

ning data from KGs and fine-tunes LLMs to fol-197

low instructions and execute plans to obtain final198

answers. To our knowledge, our approach is the199

first to generate instruction-tuning data from KGs200

specifically for enhancing LLM tool utilization.201

3 Preliminary202

In this section, we describe the background infor-203

mation of KGs and FOL queries.204

Knowledge Graphs. KGs organize and store real-205

world knowledge in a heterogeneous graph struc-206

ture, representing entities as nodes and relations207

as edges. Given a set of entities V and a set of208

relations R, a knowledge graph can be denoted as209

a tuple G = (V, E ,R), where E is a set of triplets210

E = (hi, ri, ti) ⊆ V ×R× V . Each triplet repre-211

sents a fact from head entity hi to tail entity ti with212

the relation type ri. 213

First-order Logic Queries. To enable large-scale 214

subgraph sampling from KGs and directly translate 215

these subgraphs into natural language instructions, 216

we introduce FOL queries. A FOL query is a 217

formula composed of constants (denoted with the 218

entity’s name), variables (denoted with lowercase 219

letters, e.g., u, v), relations (denoted with relation 220

term, formatted as R(a, b)) and logic symbols 221

(including ∃, ∧, ∨, ¬). In our method, each 222

constant or variable represents an entity from the 223

set V . Every relation symbol R(a, b) acts as a 224

binary function, signifying whether a relation R 225

exists between a pair of constants or variables. 226

Regarding logical symbols, our considerations 227

encompass conjunction (∧), disjunction (∨), 228

negation (¬) and existential quantification (∃). 229

A bounded variable is free if it is quantified in 230

the expression If a variable is quantified with 231

an existential symbol, it is termed a bounded 232

variable; otherwise, it is a free variable. For 233

example, a natural language question, “Which 234

universities do the Turing Award winners of deep 235

learning work in?” can be equivalent to a FOL 236

query as q = v.∃u : Win(u, TuringAward) ∧ 237

Filed(u,DeepLearning) ∧ University(u, v) 238

(Zhu et al., 2022). For an FOL query, our goal is to 239

find the answers to the free variables that make the 240

formula true. 241

Basic Operations on KGs. Corresponding to re- 242

lations and logical symbols in FOL queries, we 243

define four basic operations over entities to enable 244
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reasoning on KG. The operations are as follows:245

• Relation Projection: Pq(A) computes the en-246

tity set of tail entities reachable by the input247

set of head entities through relation q. To de-248

rive head entities given tail entities (e.g. q=v.249

Win(v, Turing Award)), the projection is de-250

noted as Pq−1(A) for inverse relation q−1.251

• Intersection Operation: The intersection op-252

eration, denoted as A∩B, computes the entity253

set containing all entities common to both sets254

A and B.255

• Union Operation: The union operation, de-256

noted as A ∪B, computes the entity set con-257

taining all entities that belong to either set A258

or set B, or to both.259

• Complement Operation: The complement260

operation, denoted as U \ A, computes the261

entity set containing all entities that are in set262

U but not in set A. U stands for the universal263

set in the current operation.264

4 Data Construction265

Drawing on the analogy between relations in triples266

and function operations, we abstract head nodes267

and their relations as input parameters and API268

calls. Building on this, we treat the search for269

missing nodes in a KG subgraph and its deduction270

process as the tool-use query and solution path, re-271

spectively. We introduce FOL queries as intermedi-272

ates for generating these queries and solution paths.273

FOL queries naturally align with problem decom-274

position and multi-step solutions, and can be easily275

translated into natural language. Each FOL query276

corresponds to a unique subgraph pattern, enabling277

large-scale sampling of reasoning subgraphs. By278

leveraging these advantages, we minimize human279

effort (such as manual verification and modifica-280

tion) while maximizing data quality and generation281

efficiency. We will detail our data construction282

method using FOL queries, covering query genera-283

tion, API generation, solution path generation, and284

instruction data construction. Our framework is285

illustrated in Figure 1.286

4.1 API Generation287

When written in the projection form Pri(hi) = ti,288

each fact triplet (hi, ri, ti) in the knowledge graph289

can be understood as applying a relation-specific290

operation on the head node to yield the tail node.291

This closely parallels function calling in tool-using, 292

where a function identified by its name is exe- 293

cuted on the provided input parameters and re- 294

turns outputs after performing its designated op- 295

erations. Viewed from a translation perspective 296

(Bordes et al., 2013), each relation instance within 297

a triplet acts as a function that conducts a trans- 298

formation from its head into its tail. Therefore, 299

we abstract each relation type as an API in our ap- 300

proach, requiring head nodes as input parameters 301

and returning tail nodes. While these functions are 302

not directly collected from real-world API reposi- 303

tories, almost all correspond to genuine needs and 304

functionalities in certain real scenarios. It should 305

be noted that instead of simulating executions as 306

ToolAlpaca (Tang et al., 2023), each API call can 307

get accurate and verifiable results via truly execut- 308

ing queries in the knowledge graph. 309

To complete the API generation using relation 310

types, we perform format conversions to align with 311

API conventions and linguistic conversions to en- 312

sure appropriate function names for projections 313

from head entities to tail entities. In most cases, 314

this API generation process is straightforward by 315

simply prefixing "get_" and postfixing "_of_" with 316

head type. In the aforementioned query scenario, 317

with "University" as the relation and persons as 318

head entities, the API name can be easily derived 319

as "get_university_of_person". When dealing with 320

reverse relations like Win−1, it requires generat- 321

ing an API with the inverse meaning of the origi- 322

nal relation(i.e., winners). In practice, we design 323

forward and reverse relation templates, utilizing 324

in-context learning methods to prompt the LLM to 325

generate APIs. As our API generation approach 326

avoids excessive reasoning that could introduce er- 327

rors or inaccuracies, a compact open-source LLM 328

is adequate for this procedure. 329

Our API set encompasses relation-based APIs 330

and three dedicated APIs for executing logical 331

operations, including conjunction, disjunction, 332

and negation. Specifically, get_intersection_of, 333

get_union_of and get_negation_of serve as the cor- 334

responding APIs to perform intersection operation, 335

union operation and complement operation. These 336

APIs are implemented as functions and executed 337

by Python interpreters. 338

4.2 FOL Instantiation and Query Generation 339

To facilitate large-scale data generation of diverse 340

tool-usage queries with reasoning complexity, we 341

use FOL queries as the intermediate form to pro- 342
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Figure 2: Demo of solution path generation from a given subgraph.

duce queries and solution paths to ensure efficient343

and high-quality data generation. Following prior344

research (Zhu et al., 2022), we define a total of 14345

FOL query patterns in practice, denoted as P =346

{1p, 2p, 3p, 2i, 3i, pi, ip, 2u, up, 2in, 3in, inp, pin,347

pni}. Here, p, i, u, and n represent operations348

of relation projection, intersection, union, and349

complement. Each FOL query pattern corresponds350

to a specific sub-graph pattern, as shown in351

Appendix Table 2 and 3 with their examples.352

To instantiate a FOL query pattern using its sub-353

graph pattern, we sample real reasoning subgraphs354

from the KG via simple subgraph matching. Specif-355

ically, we randomly select an entity e from the KG356

as the root node of the tree-structured subgraph357

pattern. We then use a pre-order traversal to assign358

KG entities and relations to the subgraph structure.359

We uniformly select an existing relation r from e’s360

incoming relations for each edge and assign r and361

its head entity e′ to the corresponding edge and362

node in the subgraph pattern. This process contin-363

ues until all nodes and relations are matched. If any364

required relation is missing, the instantiation fails.365

We use a post-order traversal for FOL subgraphs366

with negations to avoid cases where the comple-367

ment operation results in an empty set. Once suc-368

cessfully instantiated, we fill the entities and re-369

lations into the FOL query pattern to obtain the370

instantiated FOL query. With the help of LLMs,371

these FOL queries can then be easily transformed372

into natural language tool-use queries.373

Given that tool-use queries are natural lan- 374

guage form of our obtained FOL queries, 375

we can easily translate an FOL query (e.g., 376

q = v.∃u : Win(u, TuringAward) ∧ 377

Filed(u,DeepLearning) ∧ University(u, v)) 378

into the final query (e.g., "Which universities do the 379

Turing Award winners of deep learning work in?"), 380

while ensuring the accuracy of this procedure. We 381

utilize a compact LLM to perform query generation 382

from FOL quires. We present our prompt for query 383

generation in the Appendix. 384

4.3 Solution Path Generation 385

Since FOL queries of the same pattern share identi- 386

cal execution sequences, we obtain the execution 387

chains for each FOL pattern by traversing the in- 388

stantiated subgraph structure in a post-order man- 389

ner. With the FOL queries established, their solu- 390

tion paths are naturally derived by calling the APIs 391

and recording their results. Because each API call 392

and its response are sourced from reliable knowl- 393

edge graphs, the correctness of the solution paths 394

is ensured. For example, consider the instance in 395

Figure 2. The FOL query dictates the decomposi- 396

tion steps and overall execution sequence. Initially, 397

two APIs are called to retrieve single-step results: 398

one for querying the winners of the Turing Award 399

and another for researchers in Deep learning. Next, 400

an intersection API is invoked to find overlapping 401

researchers. Finally, a relation projection API is 402

applied to the intermediate set to obtain the desired 403
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answers regarding their universities.404

4.4 Instruction Data Construction405

At this point, we can obtain the initial query-406

solution pairs, where the solution includes detailed407

steps to resolve the query, with each step containing408

the required API, parameters, and the API’s return409

results. The instruction data for fine-tuning LLMs410

is typically presented in a chat format. Hence, we411

convert the initial query-solution pairs into a dia-412

logue format to align with standard instruction data413

formats (such as Alpaca or ShareGPT). Following414

(Chen et al., 2023, 2024), we add a system prompt415

to each query-solution pair, informing the assistant416

which tools can be called, then regard the query as417

the user’s input and each tool invocation as output,418

thus constructing complete instruction-following419

data. Since we use high-quality knowledge graphs420

like FB15k (Kadlec et al., 2017) that have been421

manually curated, the instruction data constructed422

in this way does not need to be quality-checked by423

advanced LLMs like GPT-4, also avoiding the need424

for extensive manual quality control. We refer to425

this instruction data constructed from the knowl-426

edge graph as ToolKG and will make our code and427

data publicly available after the review process.428

5 Evaluation and Results429

5.1 Experimental Setup430

Benchmark. We use the largest available tool uti-431

lization benchmark to evaluate the tool use perfor-432

mance of LLMs comprehensively: T-Eval (Chen433

et al., 2023). T-Eval has 23,305 test cases cover-434

ing various tool sets and yields 5.8 calling steps435

for each query on average. T-Eval is a step-by-step436

tool evaluation benchmark for LLMs, which explic-437

itly decomposes the evaluation into six sub-tasks438

(i.e., plan, reason, retrieve, understand, instruct,439

and review) along the basic capabilities of LLMs.440

Training setting. To test the effectiveness of our441

data, we conduct extensive experiments by training442

LLMs with the generated ToolKG instruction data.443

We train the open-source LLMs, Qwen2.5-Instruct444

series (Team, 2024), in the SFT manner. We refer445

to the model trained with our data as Qwen2.5-446

ToolKG. For example, Qwen2.5-7B, after being447

fine-tuned with ToolKG, is denoted as Qwen2.5-448

ToolKG-7B. Due to the limited resources, we adopt449

the parameter-efficient training strategy LoRA (Hu450

et al., 2021) to fine-tune all models. As for the451

hyper-parameters setting, we adopt one of the most452

common settings, which sets the rank as 16 and 453

alpha as 32 for all modules in the model. The learn- 454

ing rate is 0.0001, warmup ratio 0.1, LR scheduler 455

cosine, and batch size 32. We used 2k randomly 456

sampled data from ToolKG for instruction fine- 457

tuning in all experiments. 458

Inference setting. To enhance evaluation effi- 459

ciency, we adopt one of the most popular LLM 460

inference engines, vLLM (Kwon et al., 2023), to 461

implement the inference process of various open- 462

source LLMs. For the inference parameters, we 463

set the temperature to 0, top_p to 1.0, top_k to −1, 464

and batch size to 32. 465

5.2 Overall Performance 466

Table 1 summarizes the results of various LLMs, 467

including close-source and open-source models, 468

and our SFT models on T-Eval. Firstly, closed- 469

source LLMs achieve exceptionally good tool-use 470

performance and have a significant lead compared 471

to early open-source models. However, this gap is 472

rapidly narrowing; for instance, the overall perfor- 473

mance of Qwen2-7B has already far surpassed that 474

of previous 70B-level large models (like Llama2- 475

70B and Qwen-72B). The overall performance of 476

Qwen2-72B (83.45) and Qwen2.5-72B (86.71) has 477

reached or even surpassed the levels of GPT-3.5 478

(84.05) and GPT-4 (86.44). These results show that 479

open-source LLMs have made significant progress 480

in tool usage capabilities, and the gap between 7B- 481

size and 70B-size models is also narrowing. 482

Further, we can see that the models fine-tuned 483

with our ToolKG data have experienced a very sig- 484

nificant performance improvement. For instance, 485

Qwen2.5-ToolKG-7B improved its performance 486

by 9.0% over Qwen2.5-7B, and its overall score 487

(84.72) also surpassed GPT-3.5. In particular, 488

Qwen2.5-ToolKG-14B achieved the highest score 489

of 87.21, surpassing its 70B-scale counterpart in 490

the same series, Qwen2.5-72B (86.71). These re- 491

sults demonstrate the effectiveness of our ToolKG 492

data for tool use. 493

5.3 Scaling Performance of Model Size 494

Generally, the performance of LLMs increases with 495

scale, as shown in Table 1. To explore whether 496

models fine-tuned with our data exhibit a simi- 497

lar scale effect, we conduct experiments using the 498

Qwen2.5-Instruct series, which offers a wide range 499

of model sizes. Due to resource limitations, we 500

only performed instruction fine-tuning on models 501
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Table 1: Main Results of T-Eval. Overall stands for the score calculated from an average of metrics on all subsets.
(Bold and underlined text indicate the optimal and the second-best scores, respectively.)

Model Instruct Plan Reason Retrieve Understand Review Overall

GPT-3.5 96.60 86.60 67.75 92.25 85.50 75.60 84.05
GPT-4 96.30 87.80 65.35 88.95 85.75 94.50 86.44
GPT-4o 94.01 75.54 66.56 78.86 81.73 83.84 80.09

ToolAlpaca-7B 0.47 17.26 19.07 17.73 19.52 0 12.34
LLaMA2-7B 34.45 28.05 22.10 16.90 24.45 38.60 27.43
ToolACE-8B 2.15 37.15 26.23 17.03 17.9 68.79 28.21
Vicuna-7B 48.05 30.60 48.75 22.50 60.50 58.50 44.82
InternLM-7B 39.15 55.40 36.90 47.15 50.30 46.20 45.85
ChatGLM3-6B 72.05 42.70 36.15 45.25 57.75 54.80 51.45
Mistral-7B 61.65 71.05 39.15 51.80 48.95 63.20 55.97
Baichuan2-7B 73.00 52.30 41.30 51.10 59.65 61.40 56.46
Qwen-7B 61.45 64.65 45.25 62.15 61.90 61.60 59.50
LLaMA3.1-8B 81.62 69.92 66.66 76.76 73.38 82.14 75.08
GLM4-9B 90.18 77.09 68.38 77.08 74.71 64.89 75.39
Qwen2-7B 97.66 83.02 63.92 85.65 83.41 42.51 76.03
Qwen2.5-7B 93.70 74.61 66.52 87.96 75.63 67.97 77.73

LLaMA2-13B 33.35 56.90 26.45 24.65 29.40 53.00 37.29
Vicuna-13B 48.90 39.90 52.70 20.35 65.90 60.80 48.09
Baichuan2-13B 29.85 60.80 41.85 55.70 56.00 57.30 50.25
Qwen-14B 73.65 74.65 52.35 75.60 64.65 56.90 66.30
Qwen2.5-14B 98.37 87.90 69.00 84.50 77.66 74.33 81.96

LLaMA2-70B 78.95 60.55 31.10 39.55 44.80 62.80 52.96
Qwen-72B 63.05 79.25 59.45 70.90 75.30 80.30 71.38
Qwen2-72B 98.36 86.29 71.06 89.95 86.87 68.17 83.45
Qwen2.5-72B 98.75 88.61 72.42 90.71 80.63 89.12 86.71
LLaMA3.1-70B 98.25 89.79 69.55 91.05 88.83 83.78 86.87

Qwen2.5-ToolKG-7B 97.36 83.83 75.47 90.45 84.64 76.59 84.72
Qwen2.5-ToolKG-14B 98.68 86.68 77.71 91.96 85.28 82.96 87.21

within the scale range of 0.5B to 14B. The original502

Qwen2.5-Instruct models are denoted as raw mod-503

els, and the models after instruction fine-tuning504

with our data are marked as SFT models.505

Both raw and SFT models are evaluated on the506

T-Eval benchmark, with results in Figure 3. The507

performance of both the raw and SFT models con-508

tinues to improve as the model size increases. At509

the same time, the advantage of the SFT models510

over the raw models remains consistent, indicating511

that our data has the potential to enhance the tool512

usage capabilities of larger LLMs. Notably, the 3B513

model for mobile applications scored over 80 after514

SFT, achieving performance comparable to GPT-515

4o (80.09). This result suggests that small language516

models on the mobile side can also achieve tool use517

performance comparable to advanced LLMs like 518

GPT-4o. This finding strongly supports the devel- 519

opment of powerful LLM applications for mobile 520

devices. 521

5.4 Study on Various Backbone LLMs 522

To verify whether our data is also effective for other 523

LLMs, we selected two other models that are sim- 524

ilar in size to Qwen2.5-7B and widely followed 525

by the community (i.e., Llama3.1-8B-Instruct and 526

GLM4-9B-Chat (GLM et al., 2024)) for experimen- 527

tation. The performance of these models before and 528

after fine-tuning on T-Eval is displayed in Figure 4. 529

It can be seen that for different types of LLMs, 530

our ToolKG data is always effective, and the per- 531

formance improvements of the SFT models are sig- 532
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Figure 3: Performance scaling laws for the parameters
of training models, from 0.5B to 14B.
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Figure 4: Performance of various backbone LLMs fine-
tuned with ToolKG.

nificant. Among the raw models, the performance533

of Llama3.1-8B and GLM4-9B is inferior to that534

of Qwen2-7B and Qwen2.5-7B, which may be due535

to differences in model architecture. However, af-536

ter fine-tuning with our data, their performance537

gains are very significant, especially for GLM4-538

9B, which improved from 75.4 to 85.6, surpass-539

ing Qwen2.5-ToolKG-7B. This result demonstrates540

that smaller language models below the 10B size541

can also perform excellent tool utilization compa-542

rable to LLMs like GPT-4.543

5.5 Study on General Capabilities544

The results above indicate that LLMs fine-tuned545

with our constructed instruction data possess su-546

perior tool usage capabilities. However, whether547

their abilities in other aspects are affected also548

needs further evaluation. To assess the impact of549

SFT with ToolKG on the broader capabilities of550

LLMs, we conduct experiments using Qwen-2.5-551

7B-Instruct across various benchmarks evaluating552

general ability (MMLU (Hendrycks et al., 2021),553

T-Eval MMLU BBH HumanEval GSM8K
Benchmark

50

60

70

80

90

100

Sc
or

e
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Figure 5: General performance of Qwen2.5-7B-Instruct
fine-tuned with ToolKG.

BBH (Suzgun et al., 2023)), coding (HumanEval 554

(Chen et al., 2021)), mathematics (GSM8K (Cobbe 555

et al., 2021)), and tool utilization (T-Eval). 556

Figure 5 presents the performance metrics for 557

both raw and SFT models across these benchmark 558

evaluations. It can be seen from the figure that 559

the SFT model outperforms the RAW model in all 560

benchmarks, indicating that fine-tuning with our 561

ToolKG data not only fails to weaken the perfor- 562

mance of the original model but can even have a 563

positive impact. Notably, the SFT model scored 564

4.0 points higher than the Raw model on the BBH 565

benchmark, indicating that our data is also signifi- 566

cantly effective for the BBH task. Since the BBH 567

task requires multi-step reasoning, it aligns well 568

with how we construct our ToolKG data. This re- 569

sult suggests that our data can potentially improve 570

the complex reasoning abilities of LLMs. 571

6 Conclusion 572

This paper proposes a novel data synthesis method 573

that utilizes knowledge graphs to generate high- 574

quality instruction data to enhance the tool uti- 575

lization performance of LLMs. By leveraging the 576

structural and semantic information of knowledge 577

graphs, we generated API tool sets, queries, and 578

their corresponding solution path sets, thereby con- 579

structing the instruction dataset ToolKG. Through 580

extensive experiments, we demonstrate that smaller 581

language models fine-tuned with our ToolKG data 582

can achieve state-of-the-art tool utilization perfor- 583

mance surpassing GPT-4 while maintaining good 584

general capabilities. Our results show that the high 585

quality of data synthesized from KGs can poten- 586

tially enhance the general capabilities of LLMs. 587
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Limitations588

We have demonstrated that synthesizing a small589

amount of data using knowledge graphs can signif-590

icantly enhance the tool-use capabilities of LLMs.591

The used knowledge graph should contain many di-592

verse entities and relationships. Small-scale knowl-593

edge graphs with limited entities and relationships594

may not achieve such significant effects.595
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A.1 FOL Query Patterns 785
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ple in FOL form and its translated query in natural 789

language form for each FOL query pattern. 790
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Table 2: Illustration of FOL Query Patterns and FOL Subgraphs with Query Examples in FOL and Natural Language
Form (Part 1)

Query
Type

FOL
Subgraph

FOL Query Pattern
Instantiated Query

Example in FOL Form
Query Example in Natural

Language Form

1p q =?a : Rel_1(A, a)
q =?a : Star(Amy Irving,

a)
What film did Amy Irving

star in?

2p
q =?b : Rel_1(A, a)

∧ Rel_2(a, b)
q =?b : Nominated(Lee
Grant, a) ∧ Winner(a, b)

Who is the winner of the
award that Lee Grant was

nominated for?

3p

q =?c : ∃ a, b :
Rel_1(A, a) ∧
Rel_2(a, b) ∧
Rel_3(b, c)

q =?c : ∃ a, b :
MemberStates(WTO, a) ∧
JurisdicationOfOffice(b,
a) ∧ Organization(b, c)

What is the organization that
a politician of a WTO

member state came from?

2i
q =?c : Rel_1(A, c)

∧ Rel_2(B, c)

q =?c : Genre(c, Science
Fiction) ∧

DistributeFilm(Warner
Bros., c)

Which science fiction film is
distributed by Warner Bros.?

3i
q =?e : Rel_1(A, e)
∧ Rel_2(B, e) ∧

Rel_3(C, e)

q =?e : Profession(e,
songwriter) ∧

WinnerOfSameAward(e,
BeBe Winans) ∧
NominatedFor-

SameAward(Babyface, e)

Which songwriter won the
same award as BeBeWinans,
and was nominated for the
same award as Babyface?

pi

q =?d : ∃ a :
Rel_1(A, a) ∧
Rel_2(a, d) ∧
Rel_3(B, d)

q =?d : ∃ a : Student(West
Point, a) ∧ Found(a, d) ∧
Company(Buzz Aldrin, d)

What is contained by both
the administrative division of

Columbia and South
Carolina?

ip

q =?d : ∃ c :
Rel_1(A, c) ∧
Rel_2(B, c) ∧

Rel_3(c, d)

q =?d : ∃ c :
Award(Freddy Got

Fingered, c) ∧
Nominated(Peter Hyams,
c) ∧ NominatedFor(d, c)

What film is nominated for
the award that Freddy Got
Fingered won and Peter

Hyams was nominated for?

2u
u

u

q =?c : Rel_1(A, c)
∨ Rel_2(B, c)

q =?c : Student(Bucknell
University, c) ∨

Nominated(c, National
Book Award for Fiction)

What genre is played by
Chick Corea or Keith Jarrett?

up
u

u

q =?d : ∃ c :
(Rel_1(A, c) ∨
Rel_2(B, c)) ∧

Rel_3(c, d)

q =?d : ∃ c :
(Award(David Kirschner,
c) ∨ Ceremony(c, 39th

Daytime Emmy Awards))
∧ Award(d, c)

Who wins the award that
David Kirschner winned or is
given at 39th Daytime Emmy

Awards?
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Table 3: Illustration of FOL Query Patterns and FOL Subgraphs with Query Examples in FOL and Natural Language
Form (Part 2)

Query
Type

FOL
Subgraph

FOL Query Pattern
Instantiated Query

Example in FOL Form
Query Example in Natural

Language Form

2in n
q =?d : Rel_1(A, d)
∧ ¬Rel_2(B, d)

q =?d :
MortgageSource(d, US
Department of HUD) ∧
¬PlaceLive(Allison

Janney, d)

Which city takes mortgage
from US Department of

Housing and Urban
Development, but Allison

Janney hasn’t lived in?

3in n

q =?f : Rel_1(A, f)
∧ Rel_2(B, f) ∧
¬Rel_3(C, f)

q =?f : ReleaseMedium(f,
DVD) ∧ ReleaseRegion(f,

New Zealand) ∧
¬Language(f, English)

Which film has a DVD
version and is released in
New Zealand, but doesn’t
have an English version?

inp n

q =?e : ∃ d :
Rel_1(A, d) ∧
¬Rel_2(B, d) ∧

Rel_1(d, e)

q =?e : ∃ d :
FieldOfStudy(McGill

University, d) ∧
¬Language(Nico, d) ∧

FieldOfStudy(e, d)

Who studies the field that is
studied by McGill University,

but is not spoken by Nico?

pin n

q =?e : ∃ a :
Rel_1(A, a) ∧
Rel_2(a, e) ∧
¬Rel_3(B, e)

q =?e : ∃ a : Country(a,
USA) ∧ Student(a, e) ∧
¬Film(e, Malcolm X)

Who was a student of a
university in United States,

but did not film Malcolm X?

pni
n

q =?e : ∃ a :
Rel_1(A, a) ∧
¬Rel_2(a, e) ∧

Rel_3(B, e)

q =?e : ∃ a :
SymptomOf(dyspnea, a)
∧ ¬CauseOfDeath(e, a) ∧
Religion(e, Catholicism)

Who believed in Catholicism
and did not die from the

disease that has the symptom
of dyspnea?

791
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A.2 Prompt Content792

Figures 6 and 7 show the prompt for API gener-793

ation using triple relations in knowledge graphs.794

Tables 8, 9 and 10 show the prompt to translate an795

instantiated FOL query of a specific pattern into796

its natural language form. We use a single prompt797

to convert FOL queries of all patterns into natural798

language questions. This prompt includes typical799

examples for each pattern for the LLM to reference.800

It is worth noting that, to avoid redundancy, only801

the conversion examples for 1p and ip patterns are802

shown here. The detailed prompt can be accessed803

in our later-released project repository after review.804
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Toolset Construction Prompt

# Role
You are a senior programmer responsible for writing APIs based on my 
instructions and examples.

## API Generation Instructions
I will provide the following relations as input, along with corresponding 
examples of triples (head, relation, tail). You need to convert the relation 
into an API format so that after passing the head as an input parameter and 
executing the API converted by the relation, you obtain the tail.
Note that you need to observe and summarize the functionality of the triples to 
ensure they can be executed successfully by passing in the head to obtain the 
tail. 

### Relation Representation
The relation in triples (head, relation, tail) can be either a basic relation 
or a composite relation.

#### Basic Relation Representation
The basic representation of a single relation in the form of 
`/film/film/written_by` includes:
- The topic domain: `film`
- The head type: `film`
- The tail type: `written_by`

#### Composite Relation Representation
Some relations are composite, formed by two basic relations connected by a '.', 
with the intermediate entity omitted. 
`/film/film/distributors./film/film_film_distributor_relationship/region`, for 
example, indicates the relationship from head to mid combined with mid to tail, 
where the mid entity is omitted to form a composite relation. Therefore, by 
omitting the intermediate, this relation represents the relationship from a 
film to its distributed region.

## Task
Your task is to generate API documentation based on the provided relation. 
You need to think thoroughly and understand the function of the relation that 
transforms head to tail based on the above Relation Representation. 

Please generate API documentation that conforms to a specified JSON format. 
This documentation should clearly define the API name, function description, 
input parameter properties, required parameters, and additional properties. 
Pay careful attention to the structure and formatting as outlined in the 
examples below.

### API Naming Conventions
1. **API Naming Format**:
- Form the API name by combining the domain category and the function name, 
following the format: 'domain.function_name'.
2. **Domain Classification**:
- Classify each API into a specific domains, such as "education", "film", 
"sports", etc.
- If a common topic arises, classify it under an additional "common" category.

Figure 6: Prompt for API Generation using Relations (Part1).
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## Example Inputs and Expected Outputs
Given the input example:
```json
{

"relations": 
"/award/award_nominee/award_nominations./award/award_nomination/award_nomin
ee",

"triples": [
[

"Danny_DeVito",

"/award/award_nominee/award_nominations./award/award_nomination/award_nomin
ee",

"Guy_Pearce"
]

]
}
```
Expected Output:
```json
{

"name": "award.get_award_nominees_of_the_same_award",
"description": "Get the nominees who were nominated alongside the given 

award nominee",
"parameters": {

"type": "object",
"properties": {

"award_nominee": {
"type": "string",
"description": "The name of the award nominee"

}
},
"required": [

"award_nominee"
],
"additionalProperties": false

}
}
```

## Let's get started!
Given input:
```json
__INPUT_JSON__
```

Please analyze the given input carefully and provide the output after 
"Expected Output:". Attention!! The output should only present results 
conforming to the required JSON format, and it is forbidden to give 
reasoning processes or other explanations.

Figure 7: Prompt for API Generation using Relations (Part2).

15



Query Generation Prompt
# Role
You are a translator responsible for converting First-order Logical (FOL) 
queries into natural language questions based on the provided examples and 
guidelines.

## Translation Instructions from FOL query to natural language question 
I will provide you with a First-order Logical (FOL) query, and your task is to 
translate it into a clear and unambiguous natural language question. 

An FOL query is structured in the format like `q =?b: pred1(A,a) ∧ pred2(B,a) 
∧ pred3(a,b)`, where `A` and `B` are constants that will be instantiated by 
specific entities, `a` is an existential variable, and `pred1`, `pred2`, 
`pred3` will be replaced by specific predicate names.

Following `predicate_domain.get_predefined_property_of_subject(subject, 
object)` format, each predicate retrieves a specific property of the subject to 
yield objects. E.g., the predicate `film.get_language_of_film("The Tourist", 
"Russian Language")` indicates that the language of the film "The Tourist" is 
"Russian Language". To help you understand, each predicate name is accompanied 
by its corresponding predicate description and a subject description.

The queried value is the variable that follows the question mark `?`, such as 
`b` in `?b`. In the FOL pattern `q =?b: pred1(A,a) ∧ pred2(B,a) ∧ pred3(a,b)`, 
the expression is used to find the variable `b`, such that there exists a 
variable `a` for which the predicate `pred1` applied to constant `A` and the 
predicate `pred2` applied to constant `B` both result in `a`. For every `a` 
meeting these conditions, the goal is to query the objects of predicate `pred3` 
using each `a` as the subject.

There are several FOL patterns. The FOL structure mentioned earlier is one of 
these patterns. I will provide examples for each pattern. You need to 
understand these examples and complete the translation accordingly.

**Instructions for Generating Questions:**
1. Ensure the generated question is grammatically correct and follows standard 
English conventions.
2. Use clear and concise language to make the question easy to understand. Keep 
the question straightforward and coherent.
3. Avoid complex structures; but ensure not to omit any steps or critical 
information. Use multiple clauses for longer questions to enhance clarity and 
flow.
4. Write in a style that aligns with natural human reading habits, ensuring the 
question is both accurate and fluent.
5. Your question must be clear and unambiguous, especially for reference.
6. Please avoid directly copying text from the predicate name and description 
into the questions. Instead, only use them to understand the predicate meaning. 
Rephrase the predicates using more concise and natural language to express the 
concepts where possible.
7. Ensure that you follow the logical flow of the questions in a multi-step 
question. Pay special attention to maintaining coherence and alignment in your 
translated question when the object of a predicate is used as the subject for 
the next step.

Figure 8: Prompt for Translating Instantiated FOL Queries into Natural Language Form (Part1).
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## Example Inputs and Expected Outputs

### Examples in FOL_pattern: 1p
Given the FOL Query example:
```json
{

"FOL_pattern": "q =?a: pred1(A,a)",
"FOL_query": "q =?a: people.get_profession_of_person(Fred Willard,a)",
"predicates": [

{
"predicate_name": "people.get_profession_of_person",
"predicate_description": "Get the profession of the given person.",
"subject": {

"person": "The name of the person."
}

}
]

}
```
Expected Output:
```json
{

"Natural Language Question": "What is the profession of Fred Willard?"
}
```

### Examples in FOL_pattern: ip
Given the FOL Query example:
```json
{

"FOL_pattern": "q =?b: pred1(A,a) ∧ pred2(B,a) ∧ pred3(a,b)",
"FOL_query": "q =?b: people.get_places_lived_of_person(Tanikella Bharani,a) 

∧ sports.get_countries_winning_olympic_medal(Silver medal,a) ∧
people.get_persons_of_nationality(a,b)",

"predicates": [
{

"predicate_name": "people.get_places_lived_of_person",
"predicate_description": "Get the locations where the given person 

has lived",
"subject": {

"person": "The name of the person"
}

},
{

"predicate_name": "sports.get_countries_winning_olympic_medal",
"predicate_description": "Get the countries that have won a 

specific Olympic medal",
"subject": {

"medal": "The type of Olympic medal (e.g., Bronze, Silver, 
Gold)"

}
},

Figure 9: Prompt for Translating Instantiated FOL Queries into Natural Language Form (Part2).

17



Query Generation Prompt

{
"predicate_name": "people.get_persons_of_nationality",
"predicate_description": "Get the persons who are nationals of the 

given country",
"subject": {

"nationality": "The name of the country"
}

}
]

}
```
Expected Output:
```json
{

"Natural Language Question": "Whose country has been inhabited by Tanikella
Bharani and also has won silver medals at the Olympics?"
}
```

### Examples in other FOL_pattern
Given the FOL Query example:
…
Expected Output:
…

## Let's get started!

Given the FOL Query:
```json
__INPUT_JSON__
```
Please analyze the given input carefully and provide the output after "Expected 
Output:". Attention!! The output should only present results conforming to the 
required JSON format. You have only one chance to give the JSON output and 
Post-hoc explanations or refinements in ANY Form are NOT allowed!!

Figure 10: Prompt for Translating Instantiated FOL Queries into Natural Language Form (Part3).
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