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Abstract

Time-series and text data is prevalent in healthcare and frequently exist in tandem,
for e.g., in electrocardiogram (ECG) interpretation reports. Yet, these modalities
are typically modeled independently. Even studies that jointly model time-series
and text do so by converting time-series to images or graphs. We hypothesize
that explicitly modeling time-series jointly with text can improve tasks such as
summarization and question answering for time-series data, which have received
little attention so far. To address this gap, we introduce JoLT to jointly learn desired
representations from pre-trained time-series and text models. JoLT utilizes a
Querying Transformer (Q-Former) to align the time-series and text representations.
Our experiments on a large real-world electrocardiography dataset for medical time-
series summarization show that JoLT outperforms state-of-the-art image captioning
and medical question-answering approaches, and that the decoder architecture, size,
and pre-training data can vary the performance on said tasks.

1 Introduction

Time-series and text data are frequently recorded in routine clinical care. But unlike general text
or time-series, clinical data can only be analyzed by medical professionals, who spend substantial
amounts of time analyzing biosignals, and entering summaries into electronic health records, away
from direct patient care.

To cater to an ever-increasing need to effectively and efficiently interpret clinical waveforms and text
data, numerous studies have been devoted to automating clinical time-series and text interpretation.
However, existing studies suffer from three key limitations. First, most existing studies model time-
series and text independently, even when these modalities frequently co-exist, e.g., electrocardiogram
(ECG) and clinical description of findings. Second, the few studies that jointly model time-series
and text are primarily rule-based, and do not offer the fluency and versatility associated with neural
approaches. Third, most existing multi-modal methods do not explicitly model time-series data,
instead converting it to graphs or images and using graph or computer vision models, respectively.

We introduce JoLT, Jointly Learned Representations of Language and Time-series, a neural model
which can generate text given time-series and textual prompts as input. We evaluate JoLT on a
medical time-series summarization problem on the PTB-XL dataset, and compare it with a state-of-
the-art image captioning model, BLIP-2 [[1]]. To the best of our knowledge, JoLT is one of the first
automated ECG interpretation methods that explicitly models time-series to generate meaningful
textual interpretations. Our experiments show that explicitly modeling time-series data can improve
time-series summarization performance over state-of-the-art approaches pre-trained on vast amounts
of data, and can enable tasks that can be obscure for time-series and text multi-modal data, like
question answering.
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Figure 1: An overview of JoLT. Given a time-series and an optional textual prompt as input, JoLT
produces text as output. We pre-train a Transformer using the masked time-series reconstruction
objective to use as an encoder, and the pre-trained language model as the decoder. The Q-Former
is trained to align time-series and text representations. Learnable query tokens are used to extract
time-series features conditioned on textual prompts.

2 Related Work

Time-series and Text Multimodal Models. Numerous studies have explored the problem of learning
multimodal representations of data, such as graphs [2], image [1]], and tabular data [3]], grounded in
text [4]. However, the challenge of jointly modeling time-series and text data has been relatively
unexplored, primarily due to the lack of large publicly available paired time-series and text (pre-)
training data, i.e., there is no equivalent of LAION-5B [3]] or MS-COCO [6]]. On the contrary, most
existing time-series datasets are domain-specific, e.g. ECG interpretation [7] or stock price variations.
This is exacerbated by the fact that most existing models are either statistical or rule-based, and
necessitating substantial domain expertise that does not readily transfer across different domains [8].

Clinical Text Summarization. In the healthcare domain, numerous studies have underscored the
importance of developing automated text summarization systems. For instance, [9]] highlights the
pressing need for automated clinical report generation to alleviate the time burden on medical
professionals, allowing them to focus more on patient care. Another relevant work by Harris and Zaki
[LO] introduced a CNN-LSTM framework designed to generate summaries of personal health data,
such as heart rate, step count, and nutrient intake. Their approach demonstrated reasonably good
performance in this context. However, it is worth noting that the quality of the generated summaries
heavily relied on the paired training texts, which were created using rule-based methods. We expect
neural methods to outperform neural methods relying on rule-based methods.

3 Problem Formulation and Methods

3.0.1 Time-series Summarization.

Given a time-series 7 € RE*L of length L with C channels, our goal is to generate a textual
interpretation of salient time-series features in the context of a target domain.

3.0.2 Model.

JoLT comprises of a time-series encoder, a text decoder, and a transformer model which ties these
two unimodal components together (Fig. [T) [I1]]. The time-series encoder is a transformer model
which treats time-series sub-sequences as input tokens. Our best model uses the Open Pre-trained
Trained (OPT) language model as a decoder, although we also evaluate the model with various other
decoder models[12]]. To align time-series and text representations, we leverage Querying Transformer
(Q-Former) introduced by Li et al. [1]].

Pre-training Time-series Encoder. First, we break the input time-series into disjoint sub-sequences
called patches. A small percentage of these patches are masked uniformly at random and then fed
into the encoder, which is trained to reconstruct the masked patches using the Mean Squared Error
loss.

Representation Learning. In this stage, we freeze the pre-trained encoder and train the Q-Former
to learn query embeddings that capture salient time-series representations that are informative of
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Table 1: Qualitative evaluation of the results generated by JoLT compared to fine-tuned BLIP-2.
JoLT (with OPT-2.7B decoder) generates text summaries very similar to the ground truth, while the
fine-tuned BLIP-2 got the base class correct, but incorrectly described the time-series sample.

input text. The Q-Former is trained using three objectives: (1) a contrastive loss to align time-series
and text representations by maximizing their mutual information, (2) a text generation loss to train
the Q-Former to generate text conditioned on input time-series, and a (3) time-series text matching
loss for finer grained alignment between time-series and text representations.

Generative Learning. In this stage, we finally connect the frozen time-series encoder and Q-
Former, with the frozen decoder, to leverage its generative capability. The query embeddings serve as
soft prompts to guide the decoder’s language generation. We train the model end-to-end using the
causal language modeling loss.

4 Case Study: ECG Interpretation

Dataset. We conduct an experiment on the PTB-XL dataset [7] to evaluate JoLT’s ability to
generate meaningful clinical interpretations from ECG waveform data. The dataset comprises of
21,837 12-lead, 10 seconds long ECG recordings collected from 18,885 patients. A subset of ECG
recordings is paired with gold-standard clinical interpretation, which we use to train and fine-tune
our model. The train, validation, and test sets contain 11,319, 1,636, and 1,650 samples of paired
time-series and text, respectively.

Experimental Setup. We compare JoLT with the state-of-the-art image captioning model BLIP-2
as baseline. We use the Matplotlib package [1_-] to transform time-series into graphical images before
feeding them into BLIP-2. We evaluate BLIP-2 in a zero-shot setting. Since the models are not
pre-trained on medical data, we also compare JoLT with BLIP-2 fine-tuned on the PTB-XL dataset.
We evaluate multiple metrics that are commonly used to evaluate text generation performance.

We further run ablation experiments to evaluate the impact of the decoder on our model’s performance.
Specifically, we evaluate different architectures (e.g. GPT-2-Large versus OPT), of different sizes
(e.g. OPT-2.7B versus OPT-6.7B), and pre-trained on different data (e.g. BioGPT-Large versus
GPT-2-Large). Beyond ECG interpretation, we also run preliminary experiments to explore our
JoLT’s ability to solve multiple choice questions conditioned on time-series, on the PTB-XL dataset.
To the best of our knowledge, this unique but important problem has not been explored in prior work.
We compare JoLT against BiomedCLIP[13]] as a baseline.

Tables and [] summarize the results of our experiments. Below, we highlight some key
observations.

Domain-specific fine-tuning is critical for clinical waveform interpretation. Poor performance
of off-the-shelf BLIP-2 with respect to its fine-tuned counterpart shows the need for domain-specific
fine-tuning, at least within the clinical domain. This motivates the need for publicly available large
paired time-series and text datasets and models.

"https://pypi.org/project/matplotlib/



Model Fine-tuned ‘ Rouge-1 Rouge-2 Rouge-L
R

P F, | R P F, | R P ‘ METEOR BLEURT
BLIP-2 X 0.014 0.027 0.016 | 0.000 0.001 0.001 | 0.014 0.026 0.016 0.048 -1.283
BLIP-2 v 0.217 0.343 0.227 | 0.100 0.193 0.107 | 0.215 0.341 0.225 0.202 -0.930
JoLT (OPT-2.7B) v 0.404 0.528 0.436 | 0.277 0.355 0.295 | 0.403 0.526 0.435 0.414 -0.502

Table 2: JoLT (with OPT-2.7B decoder) outperforms zero-shot and fine-tuned BLIP-2 baselines
for the ECG interpretation task on the PTB-XL dataset. R, P, and F; denote the Recall, Precision,
and F; score.

Decoder Rouge-1 Rouge-2 Rouge-L
R P F, | R P F, | R P F, | METEOR BLEURT
OPT-2.7B | 0.404 0.528 0.436 | 0.277 0.355 0.295 | 0.403 0.526 0.435 0.414 -0.502
OPT-6.7B | 0400 0.518 0.429 | 0.277 0.350 0.294 | 0.399 0.517 0.428 0.408 -0.499
GPT-2 0.113 0420 0.169 | 0.020 0.080 0.029 | 0.113 0419 0.168 0.017 -0.885
BioGPT 0.107 0.342 0.153 | 0.022 0.072 0.031 | 0.107 0.342 0.153 0.212 -1.122
BioMedLM | 0.118 0.390 0.164 | 0.003 0.009 0.004 | 0.112 0.380 0.158 0.136 -1.079

Table 3: JoLT with OPT-2.7B decoder outperforms JoLT with other decoders with different pre-
trained data, different sizes, and different architectures on the ECG interpretation task on the PTB-XL
dataset. R, P, and F; denote the Recall, Precision, and F; score.

Model | Accuracy Weighted Precision Weighted Recall Weighted F; Score
BiomedCLIP 0.11 0.57 0.11 0.02
JoLT (OPT-2.7B) 0.54 0.31 0.54 0.4

Table 4: Time-series conditioned multiple-choice question answering results on accuracy, precision,
recall and F-score. JoLT substantially outperforms BiomedCLIP, when given the prompt “Which of
the following five diagnostic classes does the following ECG belong to?". Weighted averages are
measured with respect to the support for each class.

Explicitly modeling time-series improves summarization performance. JoLT produces textual
summaries which are closer to ground truth compared to BLIP-2. We believe that the difference in
performance largely stems from JoLT’s ability to capture salient time-series features.

Time-series and text joint modeling helps improve upon baselines for multi-class question
answering. JoLT outperforms BiomedCLIP on time-series conditioned multiple choice question
answering problem. However, we note that both the models perform poorly on this task. We believe
that future work should carefully look to improve our model’s performance on this important task,
with both models overconfidently predicting the majority class.

Broken assumptions. For our ablation experiments, we hypothesized that: (1) Language models
with more parameters will be better at text generation than smaller models, and (2) models pre-trained
on clinical data (BioGPT, BiomedLM) will be better than those trained on general text data (GPT-2).
However, our experiments did not support any of these hypothesis. The former can be partly explained
by the fact that clinical interpretations are terse and do not require fluent large language models. We
believe that further experiments are necessary to conclusively accept or reject the latter hypothesis.

5 Conclusion and Future Work

In this work, we introduced JoLT, a jointly model text and time-series data with a focus on ECG
interpretation. We evaluated our model against state-of-the-art image captioning models in the context
of clinical summarization. It’s worth noting a crucial aspect of our approach: the encoder of JoLT
was pre-trained using a relatively small set of time-series data from the PTB-XL dataset. We posit
that extending this pre-training phase to include a large amount of time-series data is likely to further
improve its performance. Additionally, it’s important to acknowledge that the evaluation of these
models presents significant challenges, as discussed in prior research [14]]. Therefore, future research
endeavors should aim to comprehensively and robustly assess the capabilities of such models in
clinical applications.
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