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Abstract

Writing assistance aims to improve the correct-001
ness and quality of input texts, with character002
checking being crucial in detecting and cor-003
recting wrong characters. In the real world004
where handwriting occupies the vast majority,005
characters that humans get wrong include faked006
characters (i.e., untrue characters created due to007
writing errors) and misspelled characters (i.e.,008
true characters used incorrectly due to spelling009
errors). However, existing datasets and related010
studies only focus on misspelled characters that011
can be represented by computer text encod-012
ing systems, thereby ignoring faked characters013
which are more common and difficult. To break014
through this dilemma, we present Visual-C3,015
a human-annotated Visual Chinese Character016
Checking dataset with faked and misspelled017
Chinese characters. To the best of our knowl-018
edge, Visual-C3 is the first real-world visual019
and the largest human-crafted dataset for the020
Chinese character checking scenario. Addi-021
tionally, we also propose and evaluate novel022
baseline methods on Visual-C3. Extensive em-023
pirical results and analyses show that Visual-024
C3 is high-quality yet challenging. As the first025
study focusing on Chinese faked characters,026
the Visual-C3 dataset and the baseline methods027
will be publicly available to facilitate further028
research in the community.029

1 Introduction030

With texts on the Internet growing explosively ev-031

ery day, writing assistance that is to improve the032

correctness and quality of texts is becoming increas-033

ingly important (Strobl et al., 2019; Jourdan et al.,034

2023), and has received more and more attention035

from researchers. In the field of writing assistance,036

the character checking task aims to detect and cor-037

rect wrong characters in the given text and occupies038

a crucial position, as it ensures the correctness of039

the minimum atom (i.e., the characters) of texts (Du040

et al., 2022). Large amounts of research are de-041

voted to Chinese Character Checking, which is also042

Original:  人生就象(elephant)一场X戏
Correct :  人生就像(like)一场游戏
Trans. :   Life is like a game

Figure 1: Examples of Chinese faked (错字) and mis-
spelled (别字) characters.

well known as Chinese Spell Checking or Chinese 043

Spelling Correction (CSC) (Wu et al., 2013a; Yu 044

and Li, 2014). In this work, we also focus on the 045

scene of Chinese Character Checking. 046

Since Chinese Character Checking is a daily ap- 047

plication closely related to human life, to promote 048

its progress and development, we must consider 049

the real-world application needs of humans for it. 050

Therefore, a natural question arises: What are 051

the types of erroneous Chinese characters that 052

humans would produce during the writing pro- 053

cess? Based on the observation of human writing 054

habits, it is well known that there exist two main 055

types of Chinese characters that humans get wrong 056

in the real world, namely faked characters (错字) 057

and misspelled characters (别字) (Chen and Bai, 058

1998). As illustrated in Figure 1, the misspelled 059

character itself is a character that exists but is used 060

incorrectly, the faked character is a non-existent 061

character caused by incorrect writing (e.g., wrong 062

use of radicals or wrong number of strokes). Au- 063

thoritative Chinese linguistics studies (Wang and 064

Wu, 2023) have shown that faked characters appear 065

more frequently than misspelled characters in the 066

process of people’s daily use of Chinese characters, 067

and faked characters are often more difficult to de- 068

tect than misspelled ones because faked characters 069

are often caused by some very slight stroke errors. 070

Although faked characters are more common 071
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and challenging in the real world, researchers have072

not paid enough attention to how to handle the073

faked characters. The main reason for this dilemma074

is that the existing CSC data resources are all text-075

based. The main drawback of single text-modal076

data is its inability to represent characters beyond077

those encoded by computers. Fake characters are078

non-existent in computer text encoding systems.079

Hence, the traditional CSC datasets cannot repre-080

sent faked characters, and the existing CSC models081

proposed cannot hold onto more complex and real082

scenarios. At this point, a pressing and signifi-083

cant problem is how to expand and develop data084

resources for Chinese Character Checking to085

facilitate the automatic detection and correction086

of faked characters by models.087

Inspired by the enthusiasm to handle the faked088

characters, we propose to extend Chinese Character089

Checking to the visual modality, as images are the090

most direct form to represent the faked characters.091

We construct a large-scale human-annotated Visual092

Chinese Character Checking dataset, Visual-C3,093

which consists of 10,072 sentences represented by094

images and 12,019 wrong characters (including095

5,670 misspelled and 6,349 faked characters) man-096

ually annotated by well-trained annotators. To the097

best of our knowledge, Visual-C3 is the first real098

scene-oriented dataset that contains both faked and099

misspelled characters. Furthermore, to give future100

research on Visual-C3 more possibilities, in addi-101

tion to annotating sentence-level information (i.e.,102

the golden sentence without error characters corre-103

sponding to the original content of the input image),104

we also annotate each image at the character level105

and provide the position and type information of106

each character on the image. Rich annotation infor-107

mation makes Visual-C3 suitable for various NLP,108

CV, or multimodal studies.109

Based on Visual-C3, we design the benchmark110

tasks in which the model inputs an image con-111

taining sentences with wrong characters and out-112

puts the correct sentence without wrong characters113

corresponding to the input image in the form of114

text. Through this task, Visual-C3 effectively as-115

sesses the detection and correction ability of Chi-116

nese Character Checking methods, especially for117

faked characters. To verify the quality and chal-118

lenge of Visual-C3, we design and implement two119

baseline methods with different paradigms and eval-120

uate them on Visual-C3. Extensive experiments121

and detailed analyses demonstrate that Visual-C3122

is high-quality yet challenging. At the same time, 123

the baselines also provide insightful and promising 124

future directions. Hopefully, we believe that the 125

emergence of Visual-C3 could promote the re- 126

search of writing assistance to better adapt to 127

the intelligence needed in the real world. 128

2 Related Works 129

2.1 Chinese Spell Checking 130

In recent years, several public CSC datasets have 131

been proposed, which can be divided into two cat- 132

egories based on data content distribution: open- 133

domain and specific-domain. 134

For open-domain, the most widely used are the 135

SIGHAN datasets, which include SIGHAN13 (Wu 136

et al., 2013b), SIGHAN14 (Yu et al., 2014), and 137

SIGHAN15 (Tseng et al., 2015). In particular, 138

SIGHAN datasets come from mistakes in essays 139

written by teenage students (SIGHAN13) or Chi- 140

nese as foreign language learners (SIGHAN14 and 141

SIGHAN15). As for the specific-domain CSC 142

datasets, MCSCSet (Jiang et al., 2022) is a large- 143

scale specialist-annotated dataset containing about 144

200K samples from a real-world medical applica- 145

tion named Tencent Yidian. ECSpell (Lv et al., 146

2023) is a CSC dataset with three domains, law, 147

medical, and official document. LEMON (Wu 148

et al., 2023) is a large-scale multi-domain dataset 149

with natural spelling errors. 150

However, the existing CSC datasets have one 151

major limitation that cannot be ignored, that is, the 152

modality of these datasets is limited to the single 153

text modality. The immediate dilemmas posed by 154

this limitation are twofold. First, all existing CSC 155

datasets do not cover text in images, while spelling 156

errors in the real world do not only exist in text but 157

also more widely in images. The second dilemma is 158

the inability to handle the faked characters, whereas 159

humans are more likely to make in daily life. The 160

existing CSC datasets are all constructed in text 161

form, so they cannot contain the faked characters 162

at all. Therefore, to overcome the limitations de- 163

scribed above, we construct Visual-C3, the first real- 164

world visual and the largest human-crafted dataset 165

for the Chinese Character Checking scenario. 166

2.2 OCR Error Correction 167

OCR error correction is somewhat related to Visual 168

Chinese Character Checking. Therefore, it is neces- 169

sary to introduce the related data resources of OCR 170

error correction. HANDS-VNOnDB3 (Nguyen 171
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Photo Segmentation

Original Text：他U眼睛XX有神，头
发乌黑透亮，给人一种精神焕发的敢
觉。
Correct Text：他U眼睛炯炯有神，头
发乌黑透亮，给人一种精神焕发的感
觉。

…
… {x, y, w, h}, label

13.95, 19.80, 21.60, 16.11, 他
36.29, 19.07, 19.40, 22.70, U
60.82, 20.53, 23.43, 18.67, 眼

……

Sentence-level annotation

Character-level Annotation

Data Annotation

1,611 photos 10,072 images

Figure 2: The annotation schema. “U” represents the unknown character and “X” represents the faked character.

et al., 2018) has been presented to promote the172

studies on Vietnamese handwritten text recognition.173

It has handwritten images that contain 1,146 Viet-174

namese paragraphs of handwritten text comprising175

7,296 lines. Tanaka et al. (2022) constructed a176

dataset based on the historical newspaper database177

Trove (Cassidy, 2016; Sherratt, 2021) and public178

meeting articles in Australian historical newspa-179

pers (Fujikawa, 1990), which contains 719 public180

meeting articles including 13,543 lines.181

To the best of our knowledge, the existing OCR182

error correction datasets noticeably lack Chinese183

resources. More importantly, the OCR task is dif-184

ferent from what we focus on. When there are185

wrong characters in the image, OCR models try to186

directly predict the original correct characters, but187

we hope that Chinese character checking models188

can point out which characters in the image are189

wrong and further correct the wrong characters.190

3 The Visual-C3 Dataset191

3.1 Dataset Construction192

Data Collection We cooperate with a Chinese193

language teaching and research group in a middle194

school and take anonymized photos of their stu-195

dents’ handwritten essays as the raw data 1. There196

are two main reasons why we chose the photos of197

middle school students’ handwritten essays as the198

raw data: (1) Photos of handwritten text are most199

consistent with real scenes and they can display200

faked and misspelled characters at the same time,201

while data in text format cannot represent faked202

characters. (2) The average Chinese character writ-203

1We have signed a legal intellectual property agreement with
the school and paid a data purchase fee of $5 per essay.

ing mastery level of middle school students deter- 204

mines that they will neither make simple mistakes 205

that are too low-level nor make no mistakes at all, 206

which ensures the challenge and usability of our 207

data set. The entire data collection process lasted 208

for 3 months, and we finally collected the photos 209

of 5,692 handwritten essays from 389 students as 210

our raw data. 211

Data Preprocessing In order to ensure the qual- 212

ity of our dataset, we carefully check and filter the 213

5,692 original photos collected one by one. In par- 214

ticular, after observing the raw data, we identified 215

three main categories of situations that we think 216

may affect the dataset quality: (1) Students exces- 217

sively daube and modify some characters during 218

their writing process, seriously affecting the clarity 219

of the photos and their characters. (2) Some photos 220

contain the teacher’s red markings for faked and 221

misspelled characters, which we believe will cause 222

information leakage in the data sample. (3) Some 223

photos are affected by many factors such as loca- 224

tion and light during the shooting process, which af- 225

fects the clarity of the photos and the completeness 226

of the content of the essay. After our careful data 227

cleaning, we finally retained 1,611 high-quality 228

photos for the next step of annotation. 229

Annotation Schema To obtain sentence-level 230

data, we segmented the 1,611 original photos into 231

10,072 images containing only one semantically 232

complete sentence, as illustrated in Figure 2. For 233

the sentence level, we annotate both the original 234

text and the correct text. Note that the original text 235

contains faked and misspelled characters. Partic- 236

ularly, for the faked characters, we marked them 237

using the symbol “X”. And for some characters 238
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that are difficult to recognize, we will directly mark239

them as “U”. At the character level, we annotate240

the position information for each character on the241

image. Specifically, we annotate the coordinate val-242

ues (x, y) representing the top-left corner of each243

character, along with the length and width dimen-244

sions(w,h), as depicted in Figure 2.245

Annotation Workflow Our workflow is divided246

into two parts:247

(1) For the sentence-level annotation, we arranged248

30 annotators and 10 senior annotation experts249

who are native Chinese speakers and are in-250

structed in the guidelines of annotation in de-251

tail. Specifically, each segmented image is252

independently annotated by three annotators253

and double-checked by one senior expert. The254

annotator is responsible for transcribing the255

content in the image into the original sentence256

containing faked characters represented by the257

symbol “X” and misspelled characters, and is258

responsible for modifying the original sentence259

into a correct sentence. Then, one annotator260

expert carefully checks the original/correct sen-261

tences for possible wrong or omissive annota-262

tions and makes the final decision in case three263

annotators have inconsistent correction results.264

(2) For the character-level annotation, we em-265

ployed 10 annotators and 2 senior experts pro-266

fessionally serving image segmentation. There-267

fore, each image is annotated by an annotator268

using the tool to achieve the specific coordi-269

nate position information of each character on270

it, and then a senior expert checks the accuracy271

of the annotated coordinate information.272

To ensure the annotation quality, we paid an-273

notators according to their workload (the number274

of images per hour). In addition, we divided the275

entire raw data into 10 batches. In the annotation276

workflow, we will randomly select 20% of the data277

submitted by senior annotation experts for sam-278

pling check. If the check accuracy is lower than279

98%, this batch will be returned for re-annotation.280

Overall, the entire annotation process lasted about281

4 months.282

3.2 Dataset Analysis283

Dataset Statistics Visual-C3 consists of 10,072284

sentences represented by images and 12,019 wrong285

characters. We randomly divided the training set,286

Dataset #Sent Avg.Length #Misspelled #Faked

SIGHAN2013 1,700 60.9 1,567 -
SIGHAN2014 4,499 49.7 5,893 -
SIGHAN2015 3,439 31.1 3,740 -

Visual-C3 10,072 40.4 5,670 6,349

Table 1: Statistics of CSC datasets. Column Sentence
represents the number of samples in this dataset.

validation set, and test set according to the ratio of 287

3:1:1. We counted three attributes, namely aver- 288

age length, number of misspellings, and number of 289

faked characters, respectively. As compared with 290

previous CSC datasets in Table 1, our Visual-C3 is 291

not only the first dataset containing faked charac- 292

ters, but its data size is also very competitive. 293

Dataset Quality Considering that the batch an- 294

notation method we designed has guaranteed anno- 295

tation accuracy to a certain extent, we further mea- 296

sure the agreements between multiple annotators. 297

In particular, we calculate the Fleiss’ kappa (Moons 298

and Vandervieren, 2023) to verify the annotator 299

agreement of labeling the original/correct sentences 300

of images, the result is 85.20%, which indicates 301

that our annotation can be regarded as “almost per- 302

fect agreement” (Landis and Koch, 1977). 303

3.3 Benchmark Settings 304

Task Formulation Visual-C3 focuses on Visual 305

Chinese Character Checking. To fully exploit 306

Visual-C3 so that it more comprehensively evalu- 307

ates the model’s Chinese Character Checking capa- 308

bilities, especially the processing capabilities of the 309

faked characters, we divide Visual Chinese Charac- 310

ter Checking into two subtasks based on Visual-C3. 311

(1) Detection Subtask: The inputs are images 312

from Visual-C3, and the ideal outputs are cor- 313

responding text marked with faked and mis- 314

spelled character positions. The core of the de- 315

tection subtask is to accurately identify which 316

characters in the image are faked and which 317

characters are misspelled. It does not require 318

the model to know the correct characters corre- 319

sponding to the faked or misspelled characters. 320

(2) Correction Subtask: After the detection sub- 321

task has located which characters in the im- 322

age, the correction subtask further requires the 323

model to output a text with no wrong charac- 324

ters at all, that is, to correct the detected faked 325

and misspelled characters. 326
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OCR

⼈
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象
⼀
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BERT
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Figure 3: Illustration of our designed baselines, namely OCR-based method (top) and CLIP-based method (bottom).

Evaluation Metrics For evaluation granularity,327

there are two levels, i.e., character and sentence328

levels. The sentence-level metric requires that all329

the wrong characters in a sentence are successfully330

detected and corrected. So the sentence-level met-331

ric is more difficult than the character-level metric,332

because a sentence may have multiple wrong char-333

acters. We calculate the Precision, Recall, and F1334

score for the detection and correction subtasks. Be-335

sides, to evaluate the model’s capabilities for differ-336

ent characters, we also calculate metrics separately337

for faked and misspelled characters.338

4 Models and Baselines339

To reflect the usability of Visual-C3 and provide340

reference ideas for future research on Visual-C3,341

we design two baselines, namely OCR-based and342

CLIP-based methods, as illustrated in Figure 3.343

4.1 OCR-based Method344

The OCR-based method consists of two modules,345

namely the recognition module and the correction346

module. The recognition module is responsible for347

obtaining text content by identifying the characters348

in the input images, while the correction module349

corrects based on the output of the recognition mod-350

ule and outputs text without incorrect characters.351

Recognition Module To recognize the Chinese352

characters on the images, we utilize an OCR model353

which has the ability to convert images into texts.354

Specifically, the input of this module is the im-355

age I with n characters and the output is the text356

X = (x1, x2, . . . , xn) with faked and unknown357

characters. Consistent with the dataset annotation,358

the faked character is marked as “X” and the un- 359

known character is marked as “U”. 360

In particular, for traditional OCR methods, a 361

great challenge with Visual-C3 is how to recognize 362

the faked characters. Therefore, we propose two 363

strategies to solve this dilemma. First, we heuristi- 364

cally treat any characters whose recognition mod- 365

ule output confidence score is below a reasonable 366

threshold thr as faked characters. Additionally, we 367

also employ our training datasets with customized 368

vocabulary to fine-tune the OCR model. After fine- 369

tuning, the OCR model in the recognition module 370

will have the ability to recognize faked characters 371

without any artificially set heuristic thresholds. 372

Correction Module The correction module is 373

a sequential multi-class labeling model based on 374

transformers such as BERT (Devlin et al., 2019). 375

The input is the sentence X = (x1, x2, . . . , xn) 376

and the output is a character sequence Y = 377

(y1, y2, . . . , yn). For a character of the sequence, 378

its correction probability is defined as: 379

P (yi = j|X) = softmax(Whi + b)[j] (1) 380

where Pc(yi = j|X) is the conditional probability 381

that character xi is corrected as the character j in 382

the vocabulary, hi denotes the hidden state, W and 383

b are learnable parameters. It is worth noting that 384

the vocabulary of the correction module is extended 385

with the special tokens “U” and “X” to facilitate it 386

to receive the output of the recognition module. 387

4.2 CLIP-based Method 388

The CLIP-based method is divided into three mod- 389

ules, which are the segmentation module, retrieval 390

module, and correction module. 391
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Methods
Detection Correction Detection Correction

(Character-Level) (Character-Level) (Sentence-Level) (Sentence-Level)

Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1.

OCR-Based Method 3.6 42.2 6.6 2.0 23.5 3.7 0.8 2.8 1.3 0.3 0.9 0.4
+ Fine-tuned Recognition 16.0 56.3 25.0 14.1 49.3 21.9 11.6 23.4 15.5 9.4 19.0 12.6
+ Fine-tuned Recognition/Correction 16.2 55.8 25.1 14.2 49.3 22.0 12.4 24.7 16.6 10.0 20.0 13.4

CLIP-Based Method 9.8 55.7 16.8 8.5 48.3 14.5 5.4 13.5 7.7 4.3 10.6 6.0
+ Fine-tuned Correction 10.1 56.9 17.2 8.7 48.9 14.8 5.5 13.5 7.8 4.7 11.5 6.7

Table 2: Performance of different methods on the misspelled characters of Visual-C3 test set.

Methods
Detection Correction Detection Correction

(Character-Level) (Character-Level) (Sentence-Level) (Sentence-Level)

Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1. Prec. Rec. F1.

OCR-Based Method 3.6 36.0 6.5 0.3 2.9 0.5 0.3 0.8 0.4 0.0 0.0 0.0
+ Fine-tuned Recognition 13.1 20.9 16.1 5.9 9.3 7.2 8.6 9.1 8.8 4.7 5.0 4.9
+ Fine-tuned Recognition/Correction 13.1 20.9 16.1 7.1 11.4 8.8 8.6 9.1 8.8 6.1 6.4 6.2

CLIP-Based Method 14.3 15.5 14.9 6.7 7.2 6.9 7.6 8.5 8.0 4.4 4.9 4.6
+ Fine-tuned Correction 14.3 15.5 14.9 9.2 9.9 9.5 7.6 8.5 8.0 5.8 6.4 6.1

Table 3: Performance of different methods on the faked characters of Visual-C3 test set.

Segmentation Module In the segmentation mod-392

ule, our objective is to identify and arrange each393

character present in the image, following a tradi-394

tional left-to-right and top-down ordering scheme.395

Specifically, we employ an object detection ap-396

proach capable of identifying all characters within397

the image. This method enables us to extract the398

individual characters present in the image. Specif-399

ically, given the image I , we can obtain the coor-400

dinates of the upper left corner (LX ,LY ), as well401

as the width W and height H of each of the n402

character-level sub-images segmented.403

While the object detection model effectively404

identifies the characters, arranging them in the cor-405

rect order poses a challenge. Consequently, we406

design a regularization sorting algorithm to estab-407

lish the ordered character sequence. Due to page408

limits, the details of this algorithm are presented409

in Appendix A. Finally, the segmentation module410

will get a sequence of character-level images sorted411

according to the order of characters in the sentence.412

Retrieval Module After obtaining the images of413

each character sequentially, we carry out the image-414

text retrieval task based on CLIP (Radford et al.,415

2021). CLIP usually has a text encoder and an im-416

age encoder to obtain representations of texts and417

images, and then we can retrieve texts based on418

images according to the similarity between their419

representations. Particularly, we train the CLIP420

model from scratch on Visual-C3, giving it the abil-421

ity to retrieve Chinese characters based on images,422

especially the ability to identify faked characters. 423

For training of CLIP, we instruct the text en- 424

coder to align itself with the image embedding by 425

maximizing the cosine similarity between paired 426

image/text embeddings, while simultaneously mini- 427

mizing the cosine similarity of unpaired image/text 428

within the batch. We optimize the CLIP model with 429

the similarity score utilizing the contrastive loss: 430

L = − 1

n

n∑
j=1

log
exp(sim(ztj , z

t
i)/τ)∑n

k=1 exp(sim(ztj , z
k
i )/τ)

(2) 431

where zt = [zt1, z
t
2, . . . , z

t
n] represents the latent 432

representations of texts, while zi = [zi1, z
i
2, . . . , z

i
n] 433

represents those of images within a mini-batch com- 434

prising n samples. 435

Through the retrieval module, we obtain the text 436

including misspelled and fake characters. 437

Correction Module The function and implemen- 438

tation of this part module are the same as the cor- 439

rection module of the OCR-based method. 440

5 Experiments and Analyses 441

5.1 Main Results 442

The implementation details and hyper-parameter 443

selection are shown in Appendix B. From Table 2 444

an Table 3, we have the following observations: 445

1. When not fine-tuned, the pre-trained OCR 446

model performs poorly on Visual-C3, which 447

indicates that existing OCR methods cannot 448
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work well on our dataset and reflects the chal-449

lenge of our dataset. In particular, for the450

faked characters, the performance of our pro-451

posed baselines is still unsatisfactory even af-452

ter fine-tuning. Therefore, studying how to453

handle faked characters is very urgent.454

2. For the misspelled characters, we find that455

the models’ recall is much higher than its456

precision. This is because the model cor-457

rects a large number of characters, thereby458

incorrectly modifying many correct charac-459

ters. Therefore, the poor performance of the460

BERT-based correction module on the mis-461

spelled characters indicates that the text con-462

tent of Visual-C3 is very difficult.463

3. We are surprised to find that the CLIP-based464

method’ performance is not very poor, which465

shows that our idea of identifying the faked466

characters through retrieval is feasible.467

5.2 Performance Analysis468

Methods Misspelled Faked Correct Average

Fine-tuned OCR 0.694 0.209 0.944 0.929
Fine-tuned CLIP 0.732 0.155 0.929 0.914

Table 4: The numbers of misspelled, faked, and correct
characters in the test set are 788, 1,223, and 79,141.

The OCR and CLIP Performance: Table 4 re-469

ports the performance of our fine-tuned OCR model470

and CLIP model, i.e., their character recognition471

(or retrieval) accuracy. After fine-tuning on Visual-472

C3, both the OCR model and the CLIP model have473

a certain ability to distinguish the faked characters.474

Of course, we have to admit that compared with the475

misspelled and correct characters, our fine-tuned476

models’ processing ability for the faked characters477

is still much inferiorc. We encourage subsequent re-478

searchers to make greater innovations in the model479

structure to obtain better performance of the faked480

characters on the Visual-C3 dataset.481

Character Correction Correction

Type (Character-Level) (Sentence-Level)

Prec. Rec. F1. Prec. Rec. F1.

Misspelled 72.7 47.3 57.3 52.7 40.4 45.8
Faked 63.8 63.8 63.8 58.4 58.4 58.4

Table 5: The correction performance upper bounds.

OCR-Based Method CLIP-Based Method
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Figure 4: The numbers of wrong and correct characters
in the test set are 2,011 and 79,141.

Correction Upper Bound: To further measure 482

the difficulty of the text content of our dataset for 483

existing error correction methods, we study the 484

performance upper bound of our correction mod- 485

ule. Specifically, we input the annotated original 486

text into the correction module. Note that we only 487

report the performance of the fine-tuned correc- 488

tion module. From Table 5, we know that BERT’s 489

performance on Visual-C3 is not very high, and 490

BERT achieves at least a score of 63.4 or more 491

on sentence-level correction F1 on widely used 492

SIGHAN13/14/15 (Wu et al., 2013b; Yu et al., 493

2014; Tseng et al., 2015). This performance gap 494

indicates that the text content of our dataset is more 495

complex than the previous CSC datasets and we 496

think this difficulty stems from the fact that our 497

dataset is collected from completely real scenes. 498

5.3 Error Analysis 499

As shown in Figure 4, we count the cases where 500

different methods mishandle wrong characters (in- 501

cluding misspelled and faked characters) and cor- 502

rect characters. We notice that whether it is the 503

OCR-based or CLIP-baed method, they tend to de- 504

tect or correct a large number of correct characters 505

wrongly (it should be emphasized that the propor- 506

tion of correct characters that are mishandled is not 507

high). Based on our observations, we think that 508

this kind of error mainly comes from the recogni- 509

tion module of the OCR-based method or the seg- 510

mentation and retrieval modules of the CLIP-based 511

method. Especially for the CLIP-based method, 512

although we innovatively propose the method of 513

image and text retrieval to identify the faked char- 514

acters in images, the pipeline paradigm of first 515

segmenting the sentence-level image into small 516
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Image & Original Text

息。我把食物和水都放进了猫X。就走开了。

OCR: 息。我把食物和水都放进了
猫X。就走开了。

CLIP: 息。我把食物和水都放进
了猫X。就走开了。

Output Result

我飞快地跑进了蚂蚁巢一看，中间有一个
大虫子。蚂蚁们一个一个的给他进食。我X然

OCR: 我飞快地跑进了蚂蚁巢一看，
中间有一个大虫子。蚂蚁们一个
一个的给他进食。我突然

CLIP: 我飞快地跑进了蚂蚁巢一
看，中间有一个大虫子。蚂蚁们
一个一个的给他进食。我X然

我的心X之物是一种石X娃娃。

OCR: 我的心X之物是一种石X娃娃

CLIP: 我的心X之物是一种石高娃娃

OCR: 我来的时候，我看见了师
陆四人，在一个阳凉的树下面，
这把我都惊呆了！

CLIP: 我来的时候，我看见了师
性四人，在一个X凉的树下面，
这把我都惊呆了：

我来的时候，我看见了师X四人，
在一个阴凉的树下面，这把我都惊呆了！

Figure 5: Some cases from our designed baselines. Other cases from multimodal LLMs are presented in Appendix C.

(a) The ink is not clear. (b) The photo angel is inappropriate. (c) The light and shadow is uneven.

Figure 6: Representatives of hard samples from the Visual-C3 dataset.

character-level images and then retrieving will re-517

sult in a certain degree of error accumulation. For518

the OCR-based method, the accuracy of the recog-519

nition module also determines the performance ceil-520

ing of the entire method to a certain extent.521

5.4 Case Study522

Model Cases: From Figure 5, we know that after523

fine-tuning on Visual-C3, both the OCR model and524

our proposed CLIP-based model can recognize the525

faked characters in images. We also run advanced526

multimodal LLMs on Visual-C3, as shown in Ap-527

pendix C. For future studies on Visual-C3, we think528

there are two ideas that can improve model perfor-529

mance. First, how can we make the model better530

handle complex characters with many strokes, such531

as “突” in the second case and “膏” in the third532

case? Second, it is crucial to improve the model533

to distinguish between the faked characters and534

misspelled characters with similar strokes. For ex-535

ample, in the fourth case, the model should detect536

the character in the image as a faked character,537

but it instead gives a “陆” with similar strokes as538

the output, which would lead to a decrease in the539

model’s faked character detection performance.540

Dataset Challenges: During constructing the 541

Visual-C3 dataset, some hard samples are observed 542

by our annotators, as shown in Figure 6. For the 543

part of hard samples, we do not exclude them from 544

our dataset because we think that the situations 545

represented by these samples are exactly what the 546

model would encounter when deployed in real sce- 547

narios. Therefore, compared with previous related 548

datasets, the fact that the data comes entirely from 549

the real world is a major advantage of Visual-C3. 550

6 Conclusion 551

In this paper, we pay attention to the faked charac- 552

ters, which have never been focused on in previous 553

works. To empower machines to automatically pro- 554

cess the faked characters, we construct Visual-C3, 555

a large-scale visual Chinese Character Checking 556

dataset with faked and misspelled characters. Fur- 557

thermore, we design two baseline methods with 558

different ideas. In particular, we first propose the 559

idea of using image-text retrieval to detect the faked 560

characters in the images. Experimental results and 561

detailed analyses indicate that our proposed base- 562

lines are effective and Visual-C3 is challenging and 563

of great research value. 564
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Limitations565

We conduct experiments on Visual-C3 employing566

two proposed baselines. Due to hardware resource567

limitations, we only use the base-level pre-trained568

weights to initialize each module in our baseline569

methods. In addition, because the collection and570

annotation of the dataset cost a lot of money, we do571

not have enough financial budget to fully test the572

performance of multimodal LLMs such as GPT-4v573

on our dataset. Of course, the main contribution574

of our work is to provide new research directions575

and data resources. Our designed baselines are also576

mainly to verify the usability of the dataset itself577

and to provide model design ideas for subsequent578

researchers to refer to. Therefore, We believe that579

using larger scale models to obtain better perfor-580

mance can be left as future work.581

Ethics Statement582

In this paper, we present the human-annotated583

Visual-C3, which focuses on real-world writing584

assistance scenes. We have described the details585

of the collection, preprocessing, and annotation of586

our dataset in the main text of our paper. It is worth587

noting that all data in our dataset has obtained au-588

thorization from its providers and is desensitized589

before annotation to ensure that the privacy of the590

data providers would not be leaked. Besides, the591

Chinese Character Checking task itself comes from592

very common and important application require-593

ments in daily life and is designed to be convenient594

for human daily life. Therefore, neither the task on595

which our work focuses nor the dataset presented596

poses potential harm to human society.597
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A Regularization Sorting Algorithm736

The pseudo-code is shown in Algorithm 1.

Algorithm 1 Regularization Sorting

Input: LX , LY , W , H
Output: Sorted L̃X , L̃Y , W̃ , H̃

1: L̃X ← ∅, L̃Y ← ∅, W̃ ← ∅, H̃ ← ∅
2: repeat
3: Calculate the average value M̄ within the

range of α for the minimum values of LY

4: Treat the index i of characters that are
within a distance of β from the mean M̄

5: Sort i according to horizontal coordinate
from small to large, it is put into X̃

6: Take sorted coordinates according to i into
L̃X , L̃Y , W̃ , H̃

7: Remove the coordinates already taken from
LX , LY , W , H

8: until |LX | ≤ 0
9: return L̃X , L̃Y , W̃ , H̃

737

B Implementation Details738

All the models presented in this paper are imple-739

mented using Python (Version 3.7.15) and the Py-740

Torch framework (Version 1.12.1). For the OCR-741

based method, we select the PaddleOCRv3 of hand-742

writing (Li et al., 2022) to be the recognition mod-743

ule. If the recognition module is not fine-tuned,744

the faked characters will be classified by the thr745

of 0.2. We utilize the advanced and widely used746

YOLOv8 model 2 to segment sentence-level im-747

ages into character-level images. For the imple-748

mentation of our CLIP model in the retrieval mod-749

ule, we initialize the image encoder and text en-750

coder with the ResNet-50 (He et al., 2016) and751

RoBERTa-base (Liu et al., 2019). As for the correc-752

tion module, we utilize the BERTBASE (Devlin753

et al., 2019) which has 12 transformer layers with754

12 attention heads.755

Regarding the fine-tuning details, the recogni-756

tion module of the OCR-based baseline is trained757

over 500 epochs, with a learning rate of 4e-5 and758

a batch size of 50. For the CLIP-based baseline,759

the detection module is trained for 2,000 epochs,760

employing a learning rate of 5e-5 and a batch size761

of 256. Additionally, the correction module is fine-762

tuned for 10 epochs, using a learning rate of 5e-5763

and a batch size of 4.764

2https://github.com/ultralytics/ultralytics

C Running Cases of Multimodal LLMs 765

To further reflect the challenge of Visual-C3, we 766

also select advanced and popular multimodal LLMs 767

to run on Visual-C3 to observe the performance of 768

multimodal LLMs. Specifically, we choose the 769

most widely studied GPT-4V (Achiam et al., 2023) 770

and the Qwen-VL-Max 3 (Bai et al., 2023) model 771

newly released in the Chinese community for exper- 772

iments. Limited by the price of GPT-4V services 773

and the access method of Qwen-VL-Max, we only 774

test and observe them using a small number of sam- 775

ples in Visual-C3. Our input text prompt for these 776

two models is “首先我们分别定义错字：因为 777

一些偏旁部首搭配错误产生的一些字典中不存 778

在的字；别字：因为音近或形似产生的一些字 779

典中存在的字。现在请你识别我给你的手写图 780

片，请告诉我图中哪些字是错字，哪些字是别 781

字？(First, we define the faked characters: some 782

characters that do not exist in the dictionary due to 783

incorrect strokes of some radicals; misspelled char- 784

acters: some characters that exist in the dictionary 785

due to similar sounds or similar shapes. Now please 786

identify the handwritten image I give you. Please 787

tell me which characters in the image are faked and 788

which characters are misspelled characters?)” 789

From Figure 7, we can see that multimodal 790

LLMs such as GPT-4V and Qwen-VL-Max en- 791

counter great difficulties on Visual-C3. For GPT- 792

4V, we find that it has almost no ability to correctly 793

recognize Chinese characters from images, and in- 794

stead gives responses that have nothing to do with 795

the content of the images. Nevertheless, GPT-4V 796

is not without its merits. We see that it still under- 797

stands our definitions of the faked and misspelled 798

characters in the text prompt, and tries to detect 799

the faked characters at a more fine-grained level of 800

strokes and radicals. We guess that the reason for 801

the poor performance of GPT-4V is mainly due to 802

its lack of OCR capabilities for Chinese characters. 803

On the other hand, for Qwen-VL-Max, we know 804

that it does have excellent Chinese OCR capabili- 805

ties, but unfortunately, it believes that there are no 806

faked characters in all images because of its lack of 807

processing capabilities for the faked characters. In 808

addition, even if Qwen-VL-Max recognizes most 809

of the content in the image, it cannot correctly de- 810

tect the misspelled characters in the image due to 811

its lack of Chinese semantic understanding. 812

In summary, even in the era of LLMs, our pro- 813

3The Qwen-VL-Max model was just introduced and available
on Jan 18, 2024 at https://github.com/QwenLM/Qwen-VL.
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Image & Original Text

息。我把食物和水都放进了猫X。就走开了。

GPT-4V: 这幅图中包含一个错字和一个别字。错字是“掉”字，因

为它的偏旁部首搭配错误，正确的偏旁部首应该是“辶”而不是
“忄”。别字是“靈”字，这个字本身存在于字典中，但在这个上
下文中，正确的字应该是“領”字，因为它们音近。

Qwen-Vl-Max: 图中没有发现明显的错字，别字为 "息" 和 "扔"。

Output

我飞快地跑进了蚂蚁巢一看，中间有一个
大虫子。蚂蚁们一个一个的给他进食。我X然

我的心X之物是一种石X娃娃。

我来的时候，我看见了师X四人，
在一个阴凉的树下面，这把我都惊呆了！

GPT-4V: 这段手写字中有一个错字“猪”写成了“䝉”，这是一个

错字。这段手写字中也有一个别字，“大家”写成了“大夹”，
“夹”是一个别字。

Qwen-Vl-Max: 图中没有发现明显的错字，别字为 "蚂"、"巢"、"

虫" 和 "给"。

GPT-4V: 这句话中的“细”字是别字，正确的应该是“悉”字，因
为它与“细”字发音相近。这句话没有错

Qwen-Vl-Max: 图中没有发现明显的错字，别字为 "石" 和 "膏"。

GPT-4V: 错字：“发”写错了，应该是“法”，“要”写错了，应

该是“邀”。别字：“可以”的“以”误写成“已”，“一下”的
“下”误写成“夏”。

Qwen-Vl-Max: 图片中所有的字都是正确的，没有需要更正的地方。

Figure 7: Cases from GPT-4V and Qwen-VL-Max.

posed Visual-C3 is still a very challenging dataset814

worthy of further research, because Visual-C3 com-815

prehensively requires multimodal LLMs to have ex-816

cellent image OCR capabilities, fine-grained stroke817

perception capabilities, and text semantic under-818

standing ability.819
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