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Abstract

This study investigates how prompt engineering can opti-
mize for distractor plausibility in GPT-generated fill-in-the-
blank language exercises by comparing output from three 
different prompt chains. The findings suggest that clarity 
and conciseness in prompt chains may outperform more 
complex ways of prompting, and that linguistic patterns in 
the input and output provide insightful data that may be 
crucial for better prompting success. These insights help us 
to understand the impact of prompt engineering on complex 
prompt chains and to adjust prompting strategy in order to 
generate more optimal outputs.


 Background

Optimizing prompts to produce the highest quality output 
is at the center of recent interest in the usage of Large Lan-
guage Models (LLMs). While it’s a known fact that rewrit-
ing a prompt to vary the wording, layout or conceptual 
presentation of the task can result in significant positive or 
negative changes to the model’s performance on a given 
task, it can be a tedious manual task when different 
prompts cannot be easily compared to each other at scale 
and when, as a result, the return on investment for a human 
to change the prompt structure is unclear (s. Zhou et al. 
2023). This issue is exacerbated by the fact that, for many 
applications at scale, a simple prompt may not suffice to 
produce optimal outputs in light of a high number of cru-
cial constraints on the output, leading prompt engineers to 
craft more complex prompts, which in turn become harder 
to assess for areas of optimization.

	 The current paper sets out to provide insight into how 
prompts utilizing different state-of-the-art prompt engi-
neering techniques may affect LLM-generated output by 
focusing on one step within a complex prompt chain aimed 
at automatically creating fill-in-the-blank language educa-
tion content (Example 1). In particular, this analysis ex-
plores prompt optimization in an area that appears to be 
challenging for LLMs like OpenAI's GPT-4 "out-of-the-
box". As a transformer-based model, GPT-4 is "pre-trained 
to predict the next token" (OpenAI 2023: 1). When used to 
create fill-in-the-blank exercises, in order to create distrac-
tor options that do not fit the exercise as likely answers 

(which would be unacceptable for educational content), 
GPT has to essentially predict something that – counter its 
training – is not the next most likely token (s. Appendix 1 
for evidence from zero-shot prompts that can’t reliably 
produce acceptable exercises).


Example 1 showing the effects of plausibility in a (human-
made) fill-in-the-blank exercise. Possible plausibility is 
indicated by “?” (s. Appendix 2 for further discussion): 

Fill in the blank sentence: I'm going to the ___ tonight be-
cause I want to buy some groceries.

Correct Answer: store

Distractors: bedroom, plant, ?office


In light of the limitations that simple prompts exhibit for 
this problem, the current study compares output elicited 
from three prompt chains employing current state-of-the-
art prompting strategies, to explore whether and how 
prompt engineering can optimize for distractor plausibility. 
The analysis shows that considering only acceptance rates 
and input variables as predictors for optimal output does 
not tell the whole story and that it may be necessary to 
conduct more fine-grained data analysis or mining to dis-
cover additional patterns that could inform prompting 
strategy as a whole (i.e., how to improve prompts and 
prompt chains, which prompts to utilize and how to priori-
tize inputs for optimal output).


Method


In order to achieve optimal output for a task that GPT 
struggles to complete when prompted with simple prompts, 
the three prompt chains that were used in the current study 
all employ chain-of-thought prompting that breaks down 
the creation of fill-in-the-gap exercises into smaller incre-
mental steps, combined with few-shot examples with and 
without labels (Wei et al. 2022; Brown et al. 2020; Min et 
al. 2022). Appendix 3 shows the high-level make-up of the 
three prompt chains utilized in the current study. In order to 
keep prompt variations constrained, only prompts 3 and 4 



(the prompts that elicit distractors) within these chains 
were edited for each of the prompt versions.


•	 Prompt Chain 1: describes distractors concisely as “im-
plausible”


•	 Prompt Chain 2: describes distractors as semantically 
unlikely in the blank and provides labels for likelihood


•	 Prompt Chain 3: describes distractors as semantically 
unlikely in the blank but does not provide labels


For each prompt chain, output was elicited utilizing 
GPT-4-0314 between November 6-10, 2023, for a total of 
405 fill-in-the-blank observations. All observations were 
manually rated by a human (the author) and auto-rated by 
GPT (with a few-shot prompt) as plausible or implausible 
in order to calculate agreement in ratings. In addition to 
agreement, the full data set was coded for the following 
variables: target word, context, target word part of speech 
(POS), prompt chain type, blanked word and blanked word 
part of speech (s. Appendix 4 for more information on the 
materials).

	 Given the subjective nature of plausibility (s. Appendix 
2), the working hypothesis for this study was that Prompt 
Chain 2 (containing a clear semantic description and la-
bels) would be the best candidate to create implausible 
distractors and Prompt Chain 1 the worst due to the lack of 
further definition of plausibility.  


Results


Overall, there was a 60% (245/405) overlap between the 
human judgment and GPT judgments as concerns accept-
able items. The human rater accepted significantly more 
items than GPT (X2(1) = 29.05, p < .05), but was review-
ing the distractor sets as a whole (finding an answer that’s 
clearly best, s. Appendix 2) while GPT had no clear in-
structions along those lines. While cross-tabulations of 
observations showed no significant difference in agreement 
for the three different prompt chains (X2(2) = 3.99, p < 
.14), this does not account for any lexical factors that might 
be operating “under the hood” of each prompt for actual 
input variables.


Analyzing input variables


A mixed effects logistic regression analysis modeling the 
impact of the input variables (prompt type, target word, 
target word POS and context) on human/GPT agreement 
indicates that, with all fixed effect predictors at their refer-
ence levels (Prompt Chain Type: 1, Target Word POS: 
noun), the estimated odds of disagreement on acceptability 
of an item (i.e plausibility) are smaller than the odds of 

agreement (i.e., no plausibility). The odds of disagreement 
are significantly increased when a different Prompt Chain 
Type 3 or a verb as the target input word are used to gener-
ate fill-in-the-blank exercises (s. Appendix 5 for all 
results).

	 A savvy reader may notice that the target word in the 
input is only indirectly related to the plausibility of the 
distractor set given that GPT places the blank during gen-
eration. The result that the input word POS significantly 
impacts the ratings, thus, justifies further examination of 
the output itself if we want to describe the data fully.


Analyzing input and output variables together


A mixed effects logistic regression analysis modeling the 
impact of the input variables (target word, target word POS 
and context) as well as output variables (blanked word and 
blanked word POS) on human/GPT agreement indicates 
that, with all fixed effect predictors at their reference levels 
 (Target Word POS: noun, Blanked Word POS: verb), the 
estimated odds of disagreement on acceptability of an item 
(i.e plausibility) are smaller than the odds of agreement 
(i.e., no plausibility). The odds of disagreement are signifi-
cantly increased when a verb or adjective as the target in-
put word are used to generate fill-in-the-blank exercises as 
well as when the word in the gap is an adjective. Thus, the 
odds of agreement are highest when the target word is a 
noun and the blanked word is a verb (s. Appendix 6). In-
cluding prompt chain type as a fixed effect in this model 
did not lead to convergence.


Discussion and Conclusion


The data presented here indicates that for certain highly-
optimized prompt chains, conciseness and clarity trumps 
(Prompt chain 1) more accurate yet complex descriptions 
of plausibility (Prompt chains 2 and 3) although labels help 
GPT complete the task in the latter case. More importantly, 
however, the current data shows that linguistic patterns in 
the input and output may actually be more insightful than 
success/failure counts, suggesting that we may not be able 
to fully identify optimal prompts without analyzing or min-
ing outputs for additional patterns and that we run the risk 
of missing the big picture and discarding good prompts if 
we base decisions on success/failure counts only. Input 
variables can hint at underlying patterns in the data but 
deeper linguistic output analysis is needed in order to iden-
tify areas of highest prompting success and adjust prompt-
ing strategy. In the current case, we should consider opti-
mizing prompts for distractor placement and POS. More 
research is needed to compare the present results with 
prompt chains that are less optimized for optimal output.




Appendix


Appendix 1: Zero-shot prompts fail to reliably 
create fill-in-the-gap-exercises


Utilizing simple zero-shot prompts demonstrates that GPT 
cannot reliably produce acceptable exercises (Table 1).


As we can see, given these prompts, GPT apparently se-
lects distractors based on what would best complete "a pair 
of" (example 2a). This is obviously not ideal for education-
al purposes, as all answer options can clearly be chosen as 
correct answers. In example 2b, providing further instruc-
tions helps to create more implausible responses but "shov-
els" could still be bought in a pair.

	 GPT has explicitly acknowledged its limitations when 
prompted for fill-in-the-blank distractors that are implausi-
ble: "I apologize for the misunderstanding. Currently, GPT-

3 and GPT-4 models have limitations when it comes to 
understanding complex constraints and producing specific 
types of output, like generating semantically incorrect dis-
tractors that fit grammatically in a sentence. The models 
are designed to generate the most plausible and coherent 
text, which makes the task of generating semantically in-
correct but grammatically fitting distractors quite challeng-
ing" (GPT-4, queried on November 8, 2023).


Appendix 2: Plausibility in fill-in-the-blank exer-
cises is subjective


As indicated in example 1, the distractors in fill-in-the-
blank exercises tend to fall on a subjective spectrum of 
plausibility, ranging from more to less plausible. "Bed-
room" and "plant" are perhaps trending in the more im-
plausible direction if one assumes that groceries can't typi-
cally be bought in bedrooms or near plants. Along these 
lines, "office" is not necessarily a place where you typical-
ly can buy groceries, but the perspective that groceries 
might be sold on the way to the office is not entirely im-
plausible. Notice, however, that if we define plausibility 
based on whether there is one option within the set that is 
clearly the best answer, rather than whether each individual 
distractor is plausible, that may mean that we would lean 
towards accepting this exercise as implausible given that 
“store” is clearly the best place to purchase groceries out of 
all options. Either way, given the subjective nature of plau-
sibility, we will leave the decision of whether to consider 
this exercise too plausible to be shown to a learner up to 
the reader. However, if our goal is to fully autogenerate 
such exercises with GPT, accounting for plausibility is 
crucial, as otherwise exercises may not be usable for 
(clear) teaching. Potential negative ramifications would be 
that this prompting structure does not scale well and results 
in negative business impact (i.e., learners experiencing 
frustration over unsolvable exercises).


Appendix 3: High-level prompt chain structure


Table 2 shows the high-level prompt chain structure for all 
three prompt chains used in the current study. Notice that 
the three prompt chains share the same basic structure: The 
task of writing the exercise is split into different subtasks 
that are prompted for separately. The entire prompt chain is 
also split into two separate parts: a modeling and genera-
tion part. The first four prompts serve as a conversation 
model for the computer; after the modeling part, all user 
prompts are repeated for the actual word in question until 
prompt 3. The first generation occurs after prompt 4 when 
the first user prompt is repeated with the actual target word 

Table 1: Using Zero-shot prompts to generate fill-in-the-
blank exercises.
Example 2a:

Prompt: "Using the following context and target word, 
generate a sentence less than 100 characters long, blank 
out a word that is not the target word, and provide three 
distractors.

Context: going to the mall to buy clothing

Target Word: t-shirt"


GPT-generated Output (generated on November 17, 
2023):

Sentence: I'm going to the mall to buy a new t-shirt and a 
pair of _____.

Blanked Word: jeans

Distractors: shoes, shorts, sunglasses
Example 2b:

Prompt: "Using the following context and target word, 
generate a sentence less than 100 characters long, blank 
out a word that is not the target word, and provide three 
distractors. The distractors should fit into the sentence 
grammatically but not semantically. They should also be 
parallel in form to the correct answer.

Context: going to the mall to buy clothing

Target Word: t-shirt"


GPT-generated Output (generated on November 17, 
2023):

Sentence: When I went to the mall, I bought a blue t-shirt 
and a pair of ________.

Blanked Word: jeans

Distractors: shovels, pancakes, rainbows



we want to generate for. Instructions differ in prompts 3 in 
order to assess whether different instructions can lead to 
less plausible distractors. 


The instructions that were inserted in prompts 3 were as 
follows:


Prompt Chain 1 (“Implausible”): 


User: Add 3 Distractors to this exercise following the fol-
lowing rules for them: 


- Distractors have the same grammatical form as the Cor-
rect Answer (e.g., all nouns, verbs, gerunds, etc.).

- Distractors should have a high grammatical likelihood of 

following the word immediately prior to the Correct An-
swer. This means that if a distractor requires a specific 
form of the word prior to the Correct Answer to be consid-
ered grammatically correct, you need to pick a different 
one. A common pitfall is a Correct Answer that starts with 
a vowel, which co-occurs with "an" prior to it. That means 
that all Distractors should also be able to follow "an" and 
be grammatically correct.

- Distractors should be implausible when inserted in the 
sentence.


In summary, when Distractors replace the Correct Answer 
in the sentence, the result is an illogical or impossible 
meaning but a grammatically correct sentence.


Computer: 

Sentence: Maria is getting a few groceries because she's 
going to try a new recipe tonight!

Correct Answer: try

Distractor 1: fly

Distractor 2: be

Distractor 3: ride


Prompt Chain 2 (“Semantic Likelihood & Label”): 


User: Add 3 Distractors to this exercise following the fol-
lowing rules for them: 


- Distractors have the same grammatical form as the Cor-
rect Answer (e.g., all nouns, verbs, gerunds, etc.).

- Distractors should have a low semantic likelihood of fol-
lowing the word immediately preceding the Correct An-
swer but overall a high grammatical likelihood of follow-
ing the word immediately prior to the Correct Answer. This 
means that if a distractor requires a specific form of the 
word prior to the Correct Answer to be considered gram-
matically correct, you need to pick a different one. A com-
mon pitfall is a Correct Answer that starts with a vowel, 
which co-occurs with "an" prior to it. That means that all 
Distractors should also be able to follow "an" and be 
grammatically correct.


Table 2: High-level prompt chain structure

Prompt Chain 1 
“Implausible”

Prompt Chain 2 
“Semantic 
Likelihood & 
Label”

Prompt Chain 3 
“Semantic 
Likelihood, no 
Label”

System Instructions: Giving general instructions for 
GPT's role and the main task
User (prompt 1 – model): Prompt to write a sentence of 
100 characters or less that includes the target word.
Computer (non-generated response / model): a placed 
example sentence
User (prompt 2 – model): Prompt to select a 
semantically related word to the target word as the correct 
answer
Computer (non-generated response / model): a placed 
example sentence and correct answer
User (prompt 3 – 
model): Prompt 
to add 3 
implausible 
distractors

User (prompt 3 – 
model): Prompt 
to add 3 
distractors based 
on low semantic 
likelihood

User (prompt 3 – 
model): Prompt 
to add 3 
distractors based 
on low semantic 
likelihood

Computer (non-
generated 
response / 
model): A placed 
example sentence, 
correct answer 
and implausible 
distractor

Computer (non-
generated 
response /
model): A placed 
example sentence, 
correct answer 
and implausible 
distractor; added 
labels of 
likelihood of each 
answer

Computer (non-
generated 
response /
model): A placed 
example sentence, 
correct answer 
and implausible 
distractor

User (prompt 4 – model): Prompt for additional 
examples
Computer (non-generated response – model): 4 
additionally placed examples that follow the same layout 
as in the previous computer step 
 
[––this is the end of the modeling part––] 

User (prompt 1 – real generation): Prompt to select a 
semantically related word to the target word as the correct 
answer for a new context and target word
Computer (generated response): a sentence

… 
Conversation continues for the new context and target 
word with all responses now generated until prompt 3 at 
which point the exercise is fully assembled

…



In summary, when Distractors replace the Correct Answer 
in the sentence, the result is an illogical or impossible 
meaning but a grammatically correct sentence. For all dis-
tractors that you add, add the semantic likelihood of them 
being inserted into the sentence instead of the Correct An-
swer.


Computer: 

Sentence: Maria is getting a few groceries because she's 
going to try a new recipe tonight!

Correct Answer: try

Distractor 1: fly

Distractor 2: be

Distractor 3: ride


Distractor 1 likelihood of replacing the Correct Answer: 
low

Distractor 2 likelihood of replacing the Correct Answer: 
low

Distractor 3 likelihood of replacing the Correct Answer: 
low 


Prompt Chain 3 (“Semantic Likelihood, no Label”): 


User: Add 3 Distractors to this exercise following the fol-
lowing rules for them: 


- Distractors have the same grammatical form as the Cor-
rect Answer (e.g., all nouns, verbs, gerunds, etc.).

- Distractors should have a low semantic likelihood of fol-
lowing the word immediately preceding the Correct An-
swer but overall a high grammatical likelihood of follow-
ing the word immediately prior to the Correct Answer. This 
means that if a distractor requires a specific form of the 
word prior to the Correct Answer to be considered gram-
matically correct, you need to pick a different one. A com-
mon pitfall is a Correct Answer that starts with a vowel, 
which co-occurs with "an" prior to it. That means that all 
Distractors should also be able to follow "an" and be 
grammatically correct.


In summary, when Distractors replace the Correct Answer 
in the sentence, the result is an illogical or impossible 
meaning but a grammatically correct sentence. For all dis-
tractors that you add, add the semantic likelihood of them 
being inserted into the sentence instead of the Correct An-
swer.


Computer: 

Sentence: Maria is getting a few groceries because she's 
going to try a new recipe tonight!

Correct Answer: try

Distractor 1: fly


Distractor 2: be

Distractor 3: ride


Appendix 4: Materials and Coding


Table 3 shows all input variables. Five observations were 
collected from each input variable (e.g., five fill-in-the-
blank exercises were generated with the target word 
“dress” in the context “going to the mall to buy clothing”. 
Each context yielded a total of 45 observations per prompt.

 


Each observation was coded for the following vari-
ables (reference levels presented first):

•	 Target Word POS: noun, verb, adjective

•	 Context: “going to the mall to buy clothing”, “you’re on 

vacation at the beach with your family”, “you’re at the 
supermarket”


•	 Prompt Chain Type: 1 (“implausible”), 2 (“Semantic 
Likelihood & Label”), 3 (“Semantic Likelihood, no La-
bel”)


•	 Agreement (a binary variable to represent where human 
labels and GPT labels overlapped that items were ac-
ceptable or disagreed): acceptable, disagree 


•	 Blanked Word POS: verb, noun, other (16 adjectives, 1 
preposition)


Appendix 5: Analyzing input variables


A generalized linear mixed effects (logistic) regression was 
fit in R using the lme-4 package with agreement (agree to 
accept/disagree) in whether the exercise was acceptable/
plausible as the dependent variable, prompt type and target 
word part of speech as independent variables, and context 

Table 3: Input variables (target words by part of speech 
for each context)
Context Target Words by Part of Speech

Going to the mall 
to buy clothing

Nouns: dress, hat, t-shirt 
Verbs: try on, pay for, need 
Adjectives: cheap, expensive, elegant

You're on 
vacation at the 
beach with your 
family

Nouns: kids, sand castle, ship 
Verbs: swim, play, relax 
Adjectives: noisy, warm, excited

You're at the 
supermarket

Nouns: cash, dinner, fruit 
Verbs: look for, make, read 
Adjectives: discounted, favorite, fresh



and target word as random intercepts (Table 4) (R Core 
Team 2012; Bates et al. 2015). 

	 The results in Table 4 indicate that, with all predictors at 
their reference levels (Prompt Chain: 1, Target Word POS: 
noun), the estimated odds of disagreement on acceptability 
of an item (i.e plausibility) are smaller than the odds of 
agreement (i.e., no plausibility) [exp(-1.34) = 0.26]. Posi-
tive estimates of the coefficients indicate a higher likeli-
hood of disagreement on acceptability (i.e., plausibility), 
that is, the odds of disagreement are significantly increased 
when Prompt Chain 3 or a verb as the target input word are 
used to generate fill-in-the-blank exercises.


Comparison of this model against the null model with only 
random effects and without fixed effects shows a marginal-
ly better fit that is not statistically significant (AIC (report-
ed model) = 524.9; X2(4) = 9.14, p<.06; Variance (Context) 
= 0.12; Variance (Target word) = 0.44). Comparisons 
against models with either fixed effect showed similar re-
sults (Only Prompt Type as fixed effect: X2(4) = 4.55, 
p<0.2; Only Word POS as fixed effect: X2(4) = 4.55, 
p>0.1; X2(4) = 4.6, p<0.2). This suggests that, when ana-
lyzing GPT output, it is not sufficient to only consider the 
input variables.

	 In sum, this data appears to suggest that conciseness and 
clarity (Prompt Chain 1) trumps more complex descrip-
tions of plausibility in the prompt instructions (Prompt 
Chains 2 and 3). If a more complex description of the task 
is chosen, using labels to support GPT completing the task 
(Prompt Chain 2) outperforms the prompt version without 
labeling (Prompt Chain 3). However, as stated above, this 
does not seem to tell the whole story.


Appendix 6: Analyzing input and output variables


A generalized linear mixed effects (logistic) regression was 
fit in R using the lme-4 package with agreement in whether 
the exercise was acceptable/plausible as the dependent 
variable, target word part of speech and part of speech of 
the blanked word as independent variables, and context, 
blanked word and target word as random intercepts (Table 
5) (R Core Team 2012; Bates et al. 2015). 

	 The results in Table 5 indicate that, with all predictors at 
their reference levels (Target word POS: noun, Blanked 
Word POS: verb), the estimated odds of disagreement on 
acceptability of an item (i.e plausibility) are smaller than 
the odds of agreement (i.e., no plausibility) [exp(-1.19) = 
0.3]. Positive estimates of the coefficients indicate a higher 
likelihood of disagreement on acceptability (i.e., plausibili-
ty), that is, the odds of disagreement are significantly in-
creased when Prompt Chain 3 or a verb as the target input 
word are used to generate fill-in-the-blank exercises.


Comparison of this model against the null model with only 
random effects and without fixed effects shows significant-
ly better fit (AIC (reported model) = 503.6; X2(4) = 18.5, 
p<.005; Variance (Context) = 0.21; Variance (Target word) 
= 0.03; Variance (Blanked Word) = 1.23). This model also 
showed significantly better fit than models with only one 
fixed effect (Blanked Word POS: X2(2) = 6.23, p<.05; Tar-
get Word POS: X2(2) = 11.97, p<.005). As concerns the 
random effects, inclusion of the blanked word significantly 
increased fit (X2(1) = 14.8, p<.005), similar for context 
(X2(1) = 4.03, p<.05), but not for target word (X2(1) = 
0.04, p>0.8). Given that target word part of speech in-
creased fit as a fixed effect, the final model retains the ran-
dom effect for target word.


Table 5: Results of a generalized linear mixed effects 
(logistic) regression with agreement (agree to accept/
disagree) in whether the exercise was acceptable/
plausible as the dependent variable,  target word part of 
speech and part of speech of the blanked word as 
independent variables, and context, blanked word and 
target word as random intercepts.

Estimat
e

Std. 
Error

z-value p-
value

Intercept -1.19 0.45 -2.63 < .01

Target Word POS 
(adjective)

0.87 0.35 2.49 < .02

Target Word POS 
(verb)

0.81 0.4 2.03 < .05

Blanked Word POS 
(noun)

0.03 0.41 0.08 0.9

Blanked Word POS 
(other)

2.59 0.88 2.93 < .01

Table 4: Results of a generalized linear mixed effects 
(logistic) regression with agreement (agree to accept/
disagree) in whether the exercise was acceptable/
plausible as the dependent variable, prompt type and 
target word part of speech as independent variables, and 
context and target word as random intercepts

Estimate Std. 
Error

z-value p-value

Intercept -1.34 0.4 -3.35 < .001

Target Word POS 
(adjective)

0.78 0.42 1.86 < .07

Target Word POS 
(verb)

0.82 0.42 1.96 < .05

Prompt Chain (2, 
labeled)

0.33 0.27 1.22 0.2

Prompt Chain (3, 
unlabeled)

0.57 0.27 2.13 < .04



	 Models with an added interaction for target word part of 
speech and blanked word part of speech as well as with an 
added fixed effect for Prompt Type failed to converge.

	 It is worth addressing that the variance for the random 
effect for blanked word is quite large. Recall that GPT se-
lected the words in the blanks based on whether they were 
semantically related to the target word. There were no oth-
er restrictions on selecting these words, so high variability 
is somewhat expected.
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