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ABSTRACT

We introduce SpatioTemporal-GRPO (ST-GRPO), a novel extension of the GRPO
algorithm for video question answering. ST-GRPO addresses a limitation of stan-
dard GRPO: when all responses in a group have similar correctness, the low re-
ward variance gives the model an uninformative signal for improvement. Our
method overcomes this by generating multiple spatiotemporal variants of a video
to serve as complementary inputs. Unlike standard GRPO, which only groups
textual responses, ST-GRPO forms groups across both textual and spatiotempo-
ral variants. This increases reward variance within each group, providing a more
informative signal for learning. To ensure these visual variations are meaning-
ful, we propose an importance-based grouping strategy. This approach computes
per-frame relevance scores using cross-modal embeddings, prioritizing frames
that carry higher semantic weight relative to the question. This question-aware
method ensures our spatiotemporal groups are informed by the relevant visual cues
for each query. Our experiments demonstrate consistent improvements across
six challenging video understanding benchmarks, including VideoMME, Temp-
Compass, VidleoMMMU, MMVU, VSI-Bench, and PerceptionTest, showing that
incorporating structured visual diversity into reinforcement learning provides a
more effective approach for learning from spatiotemporal cues in video question
answering.

1 INTRODUCTION

Recent advances in large multimodal models (LMMs) have driven rapid progress in video ques-
tion answering (VQA) (L1 et al.l 2024; Bai et al., 2025; (Cheng et al.| [2024), where models must
jointly reason over visual and textual inputs to answer complex queries about videos. While super-
vised fine-tuning has been the dominant strategy for improving performance, its reliance on large-
scale annotated datasets limits scalability. Post-training reinforcement learning (RL) has emerged
as a promising alternative, enabling models to refine outputs without costly human supervision. In
this context, Group Relative Policy Optimization (GRPO) (Shao et al.| [2024; |Li et al., 2025a) has
emerged as a popular post-training method for aligning model outputs with task-specific reward
signals, such as human preference feedback or correctness in question answering. By sampling
multiple responses per input and normalizing rewards within each group, GRPO encourages models
to favor better responses.

RL-based post-training has already demonstrated strong gains in language domains such as math-
ematics, where it improves both step-by-step logical consistency and final-answer accuracy (Shao
et al.l 2024). More recently, these methods have begun to extend into vision-language domains,
where multimodal reasoning requires not only textual alignment but also robust modeling of spatial
and temporal cues (Li et al.| [2025a} [ Xue et al.| [2025). However, despite GRPO’s efficiency com-
pared to other RL-based approaches, current formulations remain restricted to text-only settings,
leaving the rich spatiotemporal structure of video inputs underutilized.

In this work, we introduce SpatioTemporal-GRPO (ST-GRPO), a variant of GRPO tailored for
video question answering (VQA). ST-GRPO extends GRPO into the visual domain by generating
multiple spatiotemporal variants of the same video, which are used as complementary inputs along-
side the text-based ones in GRPO. As illustrated in Fig. [T} unlike standard GRPO which only groups
responses based on textual variations, ST-GRPO forms groups across both textual and spatiotempo-
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Figure 1: Comparison between GRPO and the proposed ST-GRPO for video question answering (VQA). (a) In
standard GRPO, the model generates multiple responses for a given video—question pair and updates the policy
using group-wise rewards. (b) ST-GRPO introduces SpatioTemporal (ST) transformations to create diverse
variants of the same video. Each variant forms an output group (e.g., Group #1 shown in blue), enabling dual
grouping strategies that leverage both temporal diversity and response diversity.

ral variants, thereby explicitly incorporating visual diversity into the optimization process. This de-
sign directly addresses a known bias in GRPO: when the variance of rewards within a group is close
to zero—for instance, when most responses are uniformly correct or incorrect—the learning signal
becomes unstable and may lead to disproportionate updates. While Dr.GRPO (Liu et al.,|2025) alle-
viates this issue by removing variance normalization, it under-weights rare correct responses within
predominantly incorrect groups.

To further ensure that visual variation is semantically meaningful, we introduce an importance-
based grouping strategy. Instead of treating all frames equally, we compute per-frame importance
scores based on their relevance to the question. Using a multimodal model, we extract cross-modal
embeddings to identify frames that carry higher semantic weight. By prioritizing these frames, ST-
GRPO forms spatiotemporal groups that are directly informed by the question, ensuring the model
learns from the most semantically relevant visual cues for answering. Together, spatiotemporal
grouping and importance-based grouping enable stronger performance in VQA by providing a more
effective way to learn from relevant spatiotemporal cues. Our experiments show consistent improve-
ments across challenging benchmarks, including VideoMME (Fu et al.| 2024)), TempCompass (Liu
et al., 2024), VideoMMMU (Hu et al.l 2025), MMVU (Zhao et al., 2025), VSI-Bench (Yang et al.,
2024), and PerceptionTest (Patraucean et al., [ 2023)).

Our contributions are as follows:

* We propose SpatioTemporal-GRPO (ST-GRPO), the first extension of GRPO to video-
language domains, which leverages spatiotemporal variants of video inputs to form visual
groups that enhance reward variance.

e We introduce an importance-based grouping mechanism that employs question-guided
frame selection, ensuring that visual diversity is semantically meaningful and aligned with
the query.

* We analyze the bias of GRPO under low reward variance and demonstrate that ST-GRPO
mitigates both the exaggerated updates in GRPO and the underweighting bias in Dr.GRPO,
leading to consistent improvements across six challenging VQA benchmarks.

2 RELATED WORK

2.1 LARGE MULTIMODAL MODELS (LMMS)

Large multimodal models (LMMs) have rapidly advanced in recent years, extending large language
models with visual encoders to handle images and videos in complex reasoning tasks. Early progress
centered on image-based multimodal modeling, such as visual instruction tuning (Liu et al., [2023))
and the consolidated LLaVA-OneVision series (Li et al., [2024). These approaches improved OCR,
grounding, and reasoning, leading to stronger baselines on vision-language tasks. More recently, re-
search has shifted toward video understanding. Models such as Video-LLaMA (Zhang et al.,|2023)),
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Figure 2: Overview of our ST-GRPO. Given a video input v and question g, a set of transformations
{T:}M, is applied to generate video variants {;},. Each variant is paired with the question to
form input tuples (;, ¢). The policy model produces G x M responses {o;, j}fijl\'szl, each evaluated
by a reward model to obtain {riyj}fijlezl. These rewards are grouped both across video variants
and within sampling groups.

Video-LLaVA (Lin et al., [2023)), and Video-ChatGPT (Maaz et al., 2023) extend instruction-tuned
LMMs to temporal reasoning. Benchmarks like Video-MME (Fu et al.| 2024)), Video-MMMU (Hu
et al.,|2025)), VSI-Bench (Yang et al.,|2024), and TempCompass (Liu et al.|[2024), as well as Percep-
tion Test (Patraucean et al., 2023)), highlight the challenges of fine-grained spatiotemporal reasoning.
Despite strong progress, open models often trail proprietary systems such as GPT-4o (Hurst et al.,
2024) and Gemini 1.5 (Gemini Team)}|2024), whose detailed training methods remain undisclosed.

2.2  POST-TRAINING FOR LMMSs

Reinforcement learning (RL) is a widely used post-training paradigm for aligning large language
models with human preferences (Stiennon et al., 2020; Ouyang et al.l 2022} Rafailov et al., [2023)).
Methods such as PPO (Schulman et al., [2017), DPO Rafailov et al.|(2023)), and GRPO (Shao et al.,
2024) have significantly improved reasoning capabilities in LLMs. Building on this progress, RL
has been increasingly applied to LMMs. In particular, GRPO has been adopted for multimodal
alignment as it enables group-wise optimization over multiple responses.

Recent works adapt GRPO to temporal reasoning in videos. ArrowRL (Xue et al., [2025)) introduces
a “reverse reward” mechanism that encourages models to distinguish forward versus reversed video
sequences, instilling Arrow-of-Time awareness. Video-R1 (Feng et al.| [2025) proposes T-GRPO,
contrasting reasoning performance on ordered versus shuffled frames to enhance temporal percep-
tion. DeepVideo-R1 (Li et al.l |2025b) further introduces Reg-GRPO, a regression-style variant of
GRPO, together with difficulty-aware video augmentations to mitigate vanishing advantages. Com-
plementary efforts explore reward shaping and sharing strategies: R1-ShareVL (Yao et al.| [2025)
expands each query into variants and hierarchically shares advantages, while VideoChat-R1 (Li
et al.| 2025¢) conducts multi-task reinforcement fine-tuning for spatiotemporal perception.

While these methods advance multimodal alignment, they largely retain the standard GRPO formu-
lation and address temporal perception primarily through reward engineering or auxiliary augmenta-
tions. ArrowRL and Video-R1 rely on handcrafted contrastive rewards based on forward/reverse or
ordered/shuffled variants, while DeepVideo-R1 uses difficulty-aware augmentations outside of the
grouping mechanism. In contrast, our ST-GRPO extends GRPO by integrating spatiotemporal video
variants directly into the grouping strategy. By forming groups that combine these variants with a
question-aware importance-based selection of frames, ST-GRPO enriches reward variance and pro-
vides more reliable learning signals in low-variance regimes. This structured grouping strategy leads
to consistent gains over prior GRPO-based post-training approaches on video question answering
benchmarks.
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3 METHOD

DeepSeekMath (Shao et al., [2024) introduced Group Relative Policy Optimization (GRPO), a vari-
ant of Proximal Policy Optimization (PPO) (Schulman et al.||2017). Unlike PPO, GRPO eliminates
the need for a separate value function by estimating the advantage directly from rewards of multiple
sampled outputs for the same input.

Specifically, in the case of video question answering (VQA), given a question ¢ and a video input v,
the model samples multiple responses {o; }$_ | from a large multimodal model. Each output receives
areward {r;}& |, and the policy is then optimized using the GRPO objective:
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where A; denotes the normalized advantage of output o;, defined as

A= r; —mean(ry,...,rq)

2

std(r1,...,7q)

and Dy is the KL divergence between the trained policy 7y and the reference policy 7.

Low reward variation in GRPO The group-relative policy optimization (GRPO) advantage, as
defined in Eq.[2] is obtained by normalizing each reward within a group using its mean and standard
deviation. This formulation compares multiple responses to the same input and encourages the
model to favor better responses, i.e., the correct answer in a question—answering setting. However,
GRPO exhibits a bias when the variance of rewards is close to zero—such as when most responses
in a group are either all correct or all incorrect. In this case, the standard deviation becomes very
small, inflating the advantages and causing overly strong updates despite a limited discriminative
signal. To mitigate this, Dr.GRPO (Liu et al.| 2025]) removes the standard deviation term, yielding
more stable estimates in low-variance cases. Yet this introduces another bias: when a few correct
responses appear in an otherwise incorrect group, their contribution is down-weighted, weakening a
valuable learning signal. Increasing the reward variance alleviates both issues: in GRPO, it prevents
exaggerated updates, while in Dr.GRPO, it makes rare correct responses stand out more clearly.
In the context of video question answering, where the input consists of both a video and a textual
query, the video can be leveraged to construct visual groups as complementary to the original groups
in GRPO. By providing the model with different variants of the same video input, these visual
groups increase reward variance, thereby mitigating the complementary biases of both GRPO and
Dr.GRPO.

4  SPATIOTEMPORAL-GRPO

Large Multimodal Models (LMMs) process both video and question inputs to generate answers
grounded in visual content. Post-training methods such as Group Relative Policy Optimization
(GRPO) (Xue et al., |2025; [Fan et al., 2025) have been widely adopted to better align model out-
puts with task-specific objectives. GRPO leverages the generative capacity of LMMs by producing
multiple responses per input and computing group-wise advantages to guide optimization. In the
context of video-based tasks, the visual modality offers an additional source of structure that can
be exploited for grouping. To this end, we propose SpatioTemporal-GRPO (ST-GRPO), which
extends GRPO by introducing spatiotemporal groups (ST-Group). As shown in Fig. 2] ST-GRPO
implements dual grouping strategies—across video variants and within sampling groups—by gen-
erating diverse variants of the same video input. This complementary grouping enriches the reward
variance and improves the effectiveness of policy optimization.

Given a video input v and question g, we apply a set of M transformations {7; }}, to generate a set
of video variants {; }, where ©; = T;(v). Each variant is paired with the question to form input
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tuples {(9;,q)}M,. The model then generates G x M responses {o;. ]}

ing rewards {r;, j}iG:lejzl. This approach enables dual grouping strategies—across different video

variants and within sampling groups—thereby enriching the diversity of the reward distribution for
more effective reinforcement learning. The objective of ST-GRPO is as follows where we omit the
KL divergence term for simplicity:

Ssrarol® = L1303 [m<|q>A g 0 L)y 1+6)A,,j>
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We explore three types of transformations {7;}2£, that provide alternative variants of a video: de-
terministic temporal grouping, stochastic spatial and temporal grouping, and semantic grouping
based on per-frame text-to-visual importance scores, which we term importance-based grouping.
For deterministic temporal grouping, each 7; applies the same strided sampling procedure but with
different starting offsets: variant ¢ starts at offset ¢ and selects every M -th frame, creating comple-
mentary temporal views that collectively cover the entire video. For stochastic grouping, each 7;
applies the same augmentation procedures but with independent random sampling. The importance-
based grouping will be described in the following paragraph. Each transformation stochastically
combines temporal and spatial augmentations (applied with probabilities premporal and Pgpaiar), Where
temporal augmentation performs random temporal cropping selecting 60-90% of frames followed
by random stride sampling (stride 1-3), and spatial augmentations include random color jitter and
affine transformations.

Importance-Based Grouping Our semantic transformation leverages question information to
construct semantically-aware groups. Specifically, given a question ¢ and a video v with F' frames,
we compute a per-frame importance score that measures the relevance of each frame to the question.
To this end, we employ a small multimodal model, in our experiments LLaVA-OneVision 0.5B,
to extract cross-modal embeddings. Each frame v is encoded by the model’s vision encoder and
mapped into the multimodal embedding space:

z¢ = Pool(Proj(VisionEncoder(vf))), z; € RY,

where the Pool operation performs average pooling over the spatial dimensions to obtain a compact
frame-level representation. The question ¢ is embedded by averaging its token embeddings:

L
1 d
=7 ZEmbed(ql), zq € R
1=1
We then normalize both representations, 2y = z;/||zs|| and 2, = z,/||z,||, and define the impor-
tance score for frame f as the cosine similarity:

sp=2%%, f=1,...F

The resulting scores {s f}?:l capture fine-grained semantic relevance between the question and
video frames, enabling the formation of groups that emphasize the most informative temporal seg-
ments. Using these importance scores, we apply segment-wise sampling for group formation. We
partition the video into K temporal segments of equal size, where K is randomly sampled between
2 and 6, and select one representative frame from each segment. For a segment with frames {v; }~ .
and scores {s;}; , we sample the representative frame index ¢; using a weighted sampling accord-
ing to:

P(t) = eiexp% t; ~ Categorical(P). (5)

D s, exP(su)’
This produces an ordered set of indices {¢;}X, that ensures temporal coverage while prioritizing
question-relevant frames. By introducing question-guided temporal variation across groups, the re-
sulting reward distribution becomes more diverse, which in turn provides the reinforcement learning
algorithm with more informative advantage estimates.
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Model | VideoMME (wo sub) | VSI-Bench | PerceptionTest (mc) | TempCompass | VideoMMMU | MMVU (mc) | avg |
GPT-40 {Achiam et al|2023) | 719 | 340 | - | 7515 | 62 | 754 | - |
Gemini-1.5-Pro(Gemini Team|[2024) | 75.0 | 48.8 | | 70.5 | | | |
VILA-1.5-8B {Lin et al.| 2024] | - | 289 | | | 208 | I
LongVA-7B (Zhang et al.|[2024) | 52.6 | 292 | - | - | 23.9 | - | |
LLaVA-OV-7B (Li et al.| 2024) | 58.2 | 24 | 57.1 | 695 | | &7 | - |
Qwen2.5-VL-7B-SFT (Feng et al] 2025} | 554 | 333 | 68.4 | 69 | 494 | 635 | 566 |
Arrow RL* (Xue et al|2025) | 60.9 | 361 | 6.8 | 75 | 49 | 64 |57
Video-R1 (Feng et al.|[2025) | 59.3 | 358 | 67.8 | 73.2 | 52.3 | 63.8 | 58.6 |
Qwen2.5-VL-7B \ 56.6 | 33 | 68.2 | 728 | 486 | 576 | 563 |
+GRPO | 611 | 359 | 67.7 | 751 | 495 | 646 | 584 |
+ ST-GRPO 617 | 366 69.4 75.1 501 | 654 | 597

Table 1: Performance on six video understanding benchmarks. ST-GRPO consistently outperforms
GRPO, yielding the highest average score with 1000 RL training steps. *Results marked with * are
from publicly available model weights.

5 EXPERIMENTS

Benchmarks We evaluate our approach across a diverse set of benchmark datasets to assess its
effectiveness. Specifically, we conduct experiments on VideoMME (Fu et al., |2024) and Temp-
Compass (Liu et al.| [2024)), which focus on fine-grained temporal reasoning and multimodal event
understanding; VideoMMMU (Hu et al., |2025) and MMVU (Zhao et al. [2025), which measure
performance on complex video-based question answering with diverse domains and question types;
VSI-Bench |Yang et al.| (2024), which emphasizes video-specific to evaluate visual-spatial intelli-
gence; and PerceptionTest (Patraucean et al.,|2023)), which serves as a comprehensive evaluation of
multimodal perception and reasoning. Together, these benchmarks span temporal, spatial, and se-
mantic dimensions of video understanding, offering a rigorous testbed for evaluating the reasoning
capabilities of our method in real-world video question answering tasks. To ensure reliable com-
parisons, we specifically select benchmarks and sub-tasks with deterministic evaluation protocols,
thereby avoiding reliance on proprietary LLM-based evaluators.

Analysis of Reward Variation As described in Sec. [3| both GRPO and DR.GRPO suffer from
bias in the computation of the advantage. GRPO computes advantages by normalizing rewards
within a group, encouraging the model to favor relatively better responses. However, it becomes
unstable when reward variance is low, while DR.GRPO stabilizes training but down-weights rare
correct responses. Increasing reward variance addresses both issues: it prevents exaggerated up-
dates in GRPO and amplifies valuable signals in DR.GRPO. In video question answering, this can
be achieved by forming visual groups from different video variants, which complement text-based
groups and enhance learning stability. Fig. [3]shows the standard deviation of the rewards over RL
training steps and compares GRPO, DR.GRPO and our proposed method ST-GRPO. DR.GRPO
shows higher variation in rewards compared to GRPO, but both suffer from a steady decline over
training, whereas ST-GRPO maintains consistently higher variance. This improvement arises be-
cause low-variance groups lead to poor credit assignment—when all responses look similar, the
gradient signal becomes weak and uninformative. Video QA tasks, however, often hinge on subtle
temporal or spatial cues, such as an object’s motion across frames or the appearance of a critical
detail at a specific time. By constructing spatiotemporal groups, ST-GRPO introduces controlled
variations that highlight these cues, enabling the model to perceive different facets of the same
video. This not only mitigates the low-variance bias but also encourages more informative explo-
ration during reinforcement learning: the model benefits from both the strongest responses within
each group and the diversity of responses across visual perspectives. In this way, ST-GRPO lever-
ages the inherent structure of video data to deliver more stable and effective policy updates for video
question answering.

Main Results Table [I| presents the main results of our method compared to LMMs baselines and
reinforcement learning approaches. We report performance across six benchmarks that collectively
evaluate temporal reasoning, spatial understanding, and multimodal perception: VideoMME, VSI-
Bench, PerceptionTest, TempCompass, VidleoMMMU, and MMVU. We first consider supervised
fine-tuning (Qwen2.5-VL-7B-SFT) and reinforcement learning baselines (Arrow RL, Video-R1).
Among these, Video-R1 achieves the strongest overall performance with an average score of 58.6,
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Figure 3: Comparison of the reward standard deviation across GRPO, DR.GRPO, and ST-GRPO
over RL training steps. While GRPO and DR.GRPO show a decline in standard deviation over
training, ST-GRPO maintains a consistently higher level, indicating greater variability in rewards.

Method VideoMME (wo sub) | VSI-Bench | PerceptionTest | TempCompass | VidleoMMMU | MMVU (mc) | Avg

\
GRPO | 58.0 | 35 | 67 | 721 | 4710 | 653 |57l
ST-GRPO (Deterministic Temporal) | 57.1 | 318 | 67.8 | 73.1 | 473 | 65.0 | 57
ST-GRPO (Stochastic) | 584 | %3 | 67 | B2 | 40 | 658 |59
ST-GRPO (Importance-Based) | 59.0 | 34.2 | 68.8 | 72.8 | 47.0 | 66.2 | 58.0
ST-GRPO (Importance-Based + Spatial) | 582 | 352 | 69.3 | 73.1 | 493 | 65.4 | 58.4

Table 2: Ablation study of ST-GRPO transformation strategies across video understanding bench-
marks. ST-GRPO (Deterministic Temporal) employs strided sampling with different offsets,
ST-GRPO (Stochastic) applies random temporal cropping and spatial augmentations, ST-GRPO
(Importance-Based) uses semantic grouping based on question-frame relevance scores, and ST-
GRPO (Importance-Based + Spatial) combines semantic grouping with spatial augmentations.

demonstrating the benefit of reinforcement learning over pure supervised training. Next, we evalu-
ate our reinforcement learning models built on Qwen2.5-VL-7B. Standard GRPO improves upon the
base model, raising the average from 56.3 to 58.4, confirming the effectiveness of GRPO in aligning
model outputs with video question answering tasks. Our proposed ST-GRPO further boosts perfor-
mance, achieving a new best average score of 59.7. Notably, ST-GRPO delivers consistent gains
across nearly all benchmarks, including VideoMME, VSI-Bench, PerceptionTest, and MMVU.
These improvements highlight the benefit of constructing spatiotemporal groups, which increase
reward variance and encourage more informative exploration during reinforcement learning.

Ablation Results In this section we report the results of the ablation study. For these experiments
we conduct 500 steps of RL training.

ST-GRPO Transformation Variants We systematically evaluate the effectiveness of different
transformation strategies within our ST-GRPO framework through comprehensive ablation experi-
ments. Table [2| presents performance comparisons across six video understanding benchmarks, re-
vealing distinct characteristics of each transformation approach. The deterministic temporal group-
ing strategy shows mixed results, with marginal improvements on TempCompass (+1.0) but slight
decreases on other benchmarks, resulting in comparable average performance (57.0 vs 57.1 for
baseline GRPO). In contrast, stochastic transformations demonstrate more consistent improvements,
achieving notable gains on VSI-Bench (+1.8) and maintaining competitive performance across all
benchmarks with an average of 57.9. The importance-based semantic grouping approach yields
strong results, particularly excelling on VideoMME (+1.0) and VSI-Bench (+1.7), achieving an av-
erage performance of 58.0. Most significantly, the combination of importance-based grouping with
spatial augmentations produces the highest overall performance at 58.4, with substantial improve-
ments on VSI-Bench (+2.7) and VideoMMMU (+2.3). These results demonstrate that semantic-
aware transformations, when combined with spatial diversity, provide the most effective enhance-
ment to video understanding capabilities, validating our hypothesis that question-guided frame se-



Under review as a conference paper at ICLR 2026

Method | VideoMME | VSI-Bench | PerceptionTest | TempCompass | VidleoMMMU | MMVU (mc) | Avg
GRPO 58.0 32.5 67.7 72.1 47.0 65.3 57.1
ST-GRPO 58.2 35.2 69.3 73.1 49.3 65.4 58.4
Dr.GRPO 59.0 32.2 68.2 72.3 47.3 64.3 57.2
ST-Dr.GRPO 57.3 334 68.8 72.8 49.1 66.4 57.9

Table 3: Comparison of GRPO and Dr.GRPO with their spatiotemporal extensions (ST-GRPO and
ST-Dr.GRPO). Incorporating spatiotemporal grouping consistently improves average performance
across video QA benchmarks.

M | G | VideoMME | VSI-Bench | PerceptionTest | TempCompass | VidleoMMMU | MMVU (mc) | Avg

18| 580 | 325 | 6.7 | 721 | 40 | 653 |550
24| 582 | 352 | 693 | 731 | 493 | 654 | 562
412 581 | 345 | 688 | 730 | 489 | 653  |559

Table 4: Ablation on the number of generation (G) and (M) number of visual groups.

Method | VideoMME | VSI-Bench | PerceptionTest | TempCompass | VidleoMMMU | MMVU (mc) | Avg
GRPO Baseline | 80 | 325 | 677 | 721 | 410 | 653  |550
ST-GRPO (Top-Score Selection) | 57.9 | 35.4 | 68.1 | 73.2 | 478 | 64.0 | 55.7
ST-GRPO (Importance-Weighted) ‘ 58.2 ‘ 35.2 ‘ 69.3 ‘ 73.1 ‘ 49.3 ‘ 65.4 ‘ 56.2

Table 5: Comparison of sampling strategies within importance-based grouping. ST-GRPO (Top-
Score Selection) selects the highest-scoring frame from each segment, while ST-GRPO (Importance-
Weighted) uses the probabilistic sampling method described in Eq. E}

lection complemented by visual robustness leads to superior performance across diverse bench-
marks.

Effect of Spatiotemporal Grouping on GRPO and Dr.GRPO Table [3| compares the perfor-
mance of standard GRPO and Dr.GRPO with their spatiotemporal variants (ST-GRPO and ST-
Dr.GRPO). Across all evaluated benchmarks, incorporating spatiotemporal grouping yields consis-
tent improvements in average performance. For GRPO, introducing spatiotemporal groups increases
the overall accuracy from 57.1 to 58.4, while for Dr.GRPO the average rises from 57.2 to 57.9.

Comparison of Sampling Methods in Importance-Based Grouping Table[5|compares different
frame sampling strategies within ST-GRPO. While both variants outperform the GRPO baseline,
the importance-weighted strategy consistently yields higher performance across most benchmarks,
achieving the best average score. This shows that probabilistic sampling better balances diversity
and semantic alignment than simply selecting top-scoring frames.

Impact of Number of Generation and Visual Groups We conduct an ablation study to deter-
mine the optimal configuration of generation count (G) and visual group count (M) in our ST-GRPO
framework, while maintaining a constant total computational budget of G x M = 8. Table[dpresents
the results across different configurations. The baseline configuration with M = 1 (single visual
group) and G = 8 generations achieves an average performance of 55.0. Increasing the number
of visual groups to M = 2 with corresponding G = 4 generations yields the best performance at
56.2 average, with notable improvements on VSI-Bench (+2.7), PerceptionTest (+1.6), and VideoM-
MMU (+2.3). However, further increasing visual groups to M = 4 with G = 2 generations results
in a slight performance drop to 55.9, suggesting diminishing returns from excessive visual group
partitioning. These results indicate that a balanced approach with moderate visual group diversity
(M = 2) provides the optimal trade-off between exploration breadth and generation quality within
the same computational constraints.

Qualitative results These qualitative results highlight the superior spatiotemporal reasoning of
ST-GRPO compared to the baseline GRPO model. In the first example, ST-GRPO correctly identi-
fies the woman’s mode of transport as driving a car, grounding its prediction in visual evidence such
as the car’s interior and the highway scene. In contrast, GRPO incorrectly infers she is walking, mis-
led by frames where she appears on foot at other times in the video, even though these do not indicate
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Q: What is the lady's mode of transport to work in the video?
A. By driving a car. B. By bus. C. By subway. D. By walking.

GRPO: The video shows a lady walking towards a building, which suggests she is on foot. There's no indication of her
using a car, bus, or subway. The setting looks like a typical office environment, and the presence of a desk and
computer implies she's starting her workday. Given these observations, it's clear that the lady is walking to

work. <answer>D</answer>

ST-GRPO: The video shows a lady driving a car to work. There's a clear view of the car's interior, including the
steering wheel and dashboard. The lady is seen driving on a highway, which is a common mode of transport for many
people. There's no indication of her using a bus, subway, or walking. The video starts with her driving, so it's
reasonable to conclude that this is her mode of transport to work. <answer>A</answer>

Q: What will be the first-time appearance order of the following categories in the video: door, pillow, clock, lamp?
A. pillow, door, lamp, clock, B. lamp, clock, door, pillow, C. door, pillow, clock, lamp

GRPO: Let's break it down step by step: 1. Door: The door is typically a fixed object in a room and is usually visible
early in the video as the camera pans around the room. 2. Pillow: Pillows are often placed on furniture like sofas or
chairs, and they appear later in the video as the camera focuses on specific areas. 3. Clock: Clocks are usually small
and can be placed on tables or shelves, appearing later in the video. 4. Lamp: Lamps are also small and can be
placed on tables or shelves, appearing later in the video. <answer>C</answer>

ST-GRPO: The video starts with a view of a room with a couch and a window. The first object | see is a pillow on the
couch. Then, the camera moves to show a door, which is the next object. After the door, the camera focuses on a
lamp, which is on a table. Finally, the camera moves to show a clock on the wall. So, the order of appearance is:
pillow, door, lamp, clock. <answer>A</answer>

Figure 4: Qualitative results A comparison of our ST-GRPO model with the baseline GRPO model.
(Top) Our approach correctly answers a question about a person’s mode of transport. (Bottom) It
also correctly determines the temporal order of objects, demonstrating a stronger ability to reason
about spatiotemporal relationships.

she is commuting to work by walking. In the second example, ST-GRPO accurately determines the
first-time appearance order of objects by following the visual sequence in the video, whereas GRPO
fails by relying on a flawed object-based prior rather than the actual temporal progression. These
cases illustrate ST-GRPO’s ability to anchor its reasoning in relevant visual and temporal signals.
We hypothesize that its importance-based grouping mechanism—Ileveraging question-specific infor-
mation to guide frame sampling—enables a more coherent understanding of temporal progression
by focusing on the most relevant objects, persons, and actions mentioned in the query.

6 CONCLUSION AND FUTURE WORK

We presented SpatioTemporal-GRPO (ST-GRPO), a reinforcement learning framework that ex-
tends Group Relative Policy Optimization by incorporating spatiotemporal diversity into video ques-
tion answering. By generating multiple variants of input videos and introducing an importance-
based strategy to prioritize frames most relevant to the query, ST-GRPO increases reward variance
and provides more informative learning signals. Experiments across six challenging benchmarks
demonstrate consistent improvements over GRPO and Dr.GRPO, underscoring the value of explic-
itly leveraging video structure in post-training. Future directions include scaling to longer videos
with more advanced frame selection, exploring adaptive weighting schemes for spatiotemporal vari-
ants, and extending the approach to other video-language tasks such as dense captioning, retrieval,
and video-grounded reasoning, moving toward spatiotemporal reinforcement learning as a general
paradigm for multimodal training.
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7 REPRODUCIBILITY STATEMENT

We will make our code available upon acceptance. For all experiments, publicly available models
and datasets have been used. We did not use any data for training that is not publicly available.

REFERENCES

Josh Achiam, Steven Adler, Sandhini Agarwal, Lama Ahmad, Ilge Akkaya, Florencia Leoni Ale-
man, Diogo Almeida, Janko Altenschmidt, Sam Altman, Shyamal Anadkat, et al. Gpt-4 technical
report. arXiv preprint arXiv:2303.08774, 2023.

Shuai Bai, Keqin Chen, Xuejing Liu, Jialin Wang, Wenbin Ge, Sibo Song, Kai Dang, Peng Wang,
Shijie Wang, Jun Tang, et al. Qwen2. 5-vl technical report. arXiv preprint arXiv:2502.13923,
2025.

Zesen Cheng, Sicong Leng, Hang Zhang, Yifei Xin, Xin Li, Guanzheng Chen, Yongxin Zhu, Wengqi
Zhang, Ziyang Luo, Deli Zhao, et al. Videollama 2: Advancing spatial-temporal modeling and
audio understanding in video-llms. arXiv preprint arXiv:2406.07476, 2024.

Yue Fan, Xuehai He, Diji Yang, Kaizhi Zheng, Ching-Chen Kuo, Yuting Zheng, Sravana Jyothi
Narayanaraju, Xinze Guan, and Xin Eric Wang. Grit: Teaching mllms to think with images.
arXiv preprint arXiv:2505.15879, 2025.

Kaituo Feng et al.  Video-rl: Reinforcing video reasoning in mllms.  arXiv preprint
arXiv:2503.21776, 2025.

Chaoyou Fu, Yuhan Dai, Yongdong Luo, Lei Li, Shuhuai Ren, Renrui Zhang, Zihan Wang, Chenyu
Zhou, Yunhang Shen, Mengdan Zhang, Peixian Chen, Yanwei Li, Shaohui Lin, Sirui Zhao, Ke Li,
Tong Xu, Xiawu Zheng, Enhong Chen, Rongrong Ji, and Xing Sun. Video-mme: The first-
ever comprehensive evaluation benchmark of multi-modal 1lms in video analysis. arXiv preprint
arXiv:2405.21075, 2024.

Gemini Team. Gemini 1.5: Unlocking multimodal understanding across millions of tokens of con-
text. arXiv preprint arXiv:2403.05530, 2024.

Daya Guo et al. Deepseek-r1: Incentivizing reasoning capability in llms via reinforcement learning.
arXiv preprint arXiv:2501.12948, 2025.

Kairui Hu, Penghao Wu, Fanyi Pu, Wang Xiao, Yuanhan Zhang, Xiang Yue, Bo Li, and Ziwei
Liu. Video-mmmu: Evaluating knowledge acquisition from multi-discipline professional videos.
arXiv preprint arXiv:2501.13826, 2025.

Aaron Hurst et al. Gpt-4o system card. arXiv preprint arXiv:2410.21276, 2024.

Bo Li, Yuanhan Zhang, Dong Guo, Renrui Zhang, Feng Li, Hao Zhang, Kaichen Zhang, Yanwei
Li, Ziwei Liu, and Chunyuan Li. Llava-onevision: Easy visual task transfer. arXiv preprint
arXiv:2408.03326, 2024. URL https://arxiv.org/abs/2408.03326.

Xiang Li et al. Deepvideo-rl: Towards reasoning-oriented video large language models. arXiv
preprint arXiv:2505.12345, 2025a.

Xiang Li et al. Deepvideo-rl: Video reinforcement fine-tuning via regressive grpo and difficulty-
aware augmentation. arXiv preprint arXiv:2506.07464, 2025b.

Xinhao Li et al. Videochat-rl: Enhancing spatio-temporal perception via reinforcement fine-tuning.
arXiv preprint arXiv:2504.06958, 2025c.

Bin Lin, Yang Ye, Bin Zhu, Jiaxi Cui, Munan Ning, Peng Jin, and Li Yuan. Video-llava: Learning
united visual representation by alignment before projection. arXiv preprint arXiv:2311.10122,
2023.

Ji Lin, Hongxu Yin, Wei Ping, Pavlo Molchanov, Mohammad Shoeybi, and Song Han. Vila: On
pre-training for visual language models. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, 2024.

10


https://arxiv.org/abs/2408.03326

Under review as a conference paper at ICLR 2026

Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae Lee. Visual instruction tuning. arXiv
preprint arXiv:2304.08485, 36:34892-34916, 2023.

Yuanxin Liu, Shicheng Li, Yi Liu, Yuxiang Wang, Shuhuai Ren, Lei Li, Sishuo Chen, Xu Sun,
and Lu Hou. Tempcompass: Do video llms really understand videos? arXiv preprint
arXiv:2403.00476, 2024.

Zichen Liu, Changyu Chen, Wenjun Li, Penghui Qi, Tianyu Pang, Chao Du, Wee Sun Lee, and
Min Lin. Understanding r1-zero-like training: A critical perspective. In Conference on Language
Modeling (COLM), 2025.

Muhammad Maaz, Hanoona Rasheed, Salman Khan, and Fahad Shahbaz Khan. Video-chatgpt:
Towards detailed video understanding via large vision-language models. arXiv preprint
arXiv:2306.05424,2023. URL https://arxiv.org/abs/2306.05424.

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Carroll L. Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, John Schulman, Jacob Hilton, Fraser Kel-
ton, Luke Miller, Maddie Simens, Amanda Askell, Peter Welinder, Paul Christiano, Jan Leike, and
Ryan Lowe. Training language models to follow instructions with human feedback. In NeurIPS
2022, 2022.

Viorica Patraucean, Lucas Smaira, Ankush Gupta, Adria Recasens, Larisa Markeeva, Dylan Ba-
narse, Skanda Koppula, Mateusz Malinowski, Yi Yang, Carl Doersch, et al. Perception test: A
diagnostic benchmark for multimodal video models. Advances in Neural Information Processing
Systems, 2023.

Rafael Rafailov, Archit Sharma, Eric Mitchell, Christopher D Manning, Stefano Ermon, and Chelsea
Finn. Direct preference optimization: Your language model is secretly a reward model. Advances
in neural information processing systems, 2023.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy
optimization algorithms. arXiv preprint arXiv:1707.06347, 2017.

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu, Junxiao Song, Xiao Bi, Haowei Zhang,
Mingchuan Zhang, Y. K. Li, Y. Wu, and Daya Guo. Deepseckmath: Pushing the limits of mathe-
matical reasoning in open language models, 2024.

Nisan Stiennon, Long Ouyang, Jeff Wu, Daniel M. Ziegler, Ryan Lowe, Chelsea Voss, Alec Radford,
Dario Amodei, and Paul Christiano. Learning to summarize with human feedback. In NeurIPS
2020, 2020.

Zihui Xue, Mi Luo, and Kristen Grauman. Seeing the arrow of time in large multimodal models.
arXiv preprint arXiv:2506.03340, 2025.

Jihan Yang, Shusheng Yang, Anjali W. Gupta, Rilyn Han, Li Fei-Fei, and Saining Xie. Thinking in
space: How multimodal large language models see, remember, and recall spaces. arXiv preprint
arXiv:2412.14171, 2024. VSI-Bench.

Huanjin Yao et al. Rl-sharevl: Incentivizing reasoning capability of multimodal large language
models via share-grpo. arXiv preprint arXiv:2505.16673, 2025.

Hang Zhang, Xin Li, and Lidong Bing. Video-llama: An instruction-tuned audio-visual lan-
guage model for video understanding. In EMNLP 2023 (Demo Track), 2023. URL https:
//aclanthology.org/2023.emnlp—-demo.49/.

Peiyuan Zhang, Kaichen Zhang, Bo Li, Guangtao Zeng, Jingkang Yang, Yuanhan Zhang, Ziyue
Wang, Haoran Tan, Chunyuan Li, and Ziwei Liu. Long context transfer from language to vision.
arXiv preprint arXiv:2406.16852, 2024.

Yilun Zhao, Haowei Zhang, Lujing Xie, Tongyan Hu, Guo Gan, Yitao Long, Zhiyuan Hu, Weiyuan

Chen, Chuhan Li, Zhijian Xu, et al. Mmvu: Measuring expert-level multi-discipline video under-
standing. In Proceedings of the Computer Vision and Pattern Recognition Conference, 2025.

11


https://arxiv.org/abs/2306.05424
https://aclanthology.org/2023.emnlp-demo.49/
https://aclanthology.org/2023.emnlp-demo.49/

Under review as a conference paper at ICLR 2026

A APPENDIX

Implementation We use Qwen2.5-VL-7B as the base LMM for reinforcement learning exper-
iments. For computational efficiency, we limit inputs to a maximum of 16 video frames during
training and process frames at a maximum resolution of 128 x 28 x 28 pixels and and response
length is capped at 768 tokens. The model is trained for only 1000 RL steps on 4 GPUs using the
video data of Video-R1-data (Feng et al.|[2025)). For our experiments, we set the hyperparameter 3
in the KL divergence term to 0.04. We used the Adam optimizer with a learning rate of 1e-6. For a
fair comparison with the baseline model, which uses G = 8 generations in its Group Relative Policy
Optimization (GRPO) algorithm, we configured our ST-GRPO model with G = 4 and M = 2. This
setup results in a total of G x M = 8 groups, ensuring an equivalent number of groups for both
models. Following (Feng et al.,2025;|Guo et al., 2025), we use accuracy and format rewards in our
RL training.
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