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Abstract001

Multiagent collaboration has emerged as a002
promising framework for enhancing the rea-003
soning capabilities of large language models004
(LLMs). Despite improvements in reasoning,005
the approach introduces substantial computa-006
tional overhead resulting from iterative agent007
interactions. Furthermore, engaging in unnec-008
essary debates increases the risk of generat-009
ing erroneous responses. To address these chal-010
lenges, we propose Debate Only When Nec-011
essary (DOWN), an adaptive multiagent de-012
bate framework that selectively activates debate013
based on the confidence score of the agent’s014
initial response. Debate is activated only for015
queries requiring further deliberation, during016
which agents refine their outputs by referenc-017
ing peer responses and associated confidence018
scores. Evaluations on benchmarks show that019
DOWN improves efficiency by up to six times020
while preserving or even outperforming the per-021
formance of existing methods. Further analy-022
sis indicates that DOWN effectively mitigates023
the risk of error propagation stemming from024
the unnecessary debate process. These findings025
demonstrate the effectiveness of our approach026
in delivering high-performance LLM solutions027
at a lower computational cost.028

1 Introduction029

Building on the remarkable advancements in large030

language models (LLMs), recent research has in-031

creasingly focused on extending their capabilities032

to address complex real-world problems (Yao et al.,033

2023; Fan et al., 2024; Chen et al., 2024b). Among034

various research directions, multiagent collabora-035

tion has emerged as a promising approach, inspired036

by human decision-making processes in complex037

problem-solving (Minsky, 1988; Li et al., 2023;038

Chen et al., 2024a; Wang et al., 2025; Wu et al.,039

2023; Du et al., 2024). By engaging in structured040

debate, LLM agents systematically exchange per-041

spectives and iteratively cross-examine each other’s042
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Figure 1: Comparison of accuracy and average agent
calls across various multiagent debate methods

reasoning to refine their responses. This collabora- 043

tive process facilitates divergent thinking and en- 044

hances the reasoning capabilities of LLMs (Liang 045

et al., 2024; Chen et al., 2024b; Chan et al., 2024). 046

Despite these advantages, multiagent collab- 047

oration systems exhibit several key limitations. 048

From an efficiency perspective, iterative interac- 049

tions among agents inherently require multiple 050

agent calls, leading to increased latency and higher 051

inference costs (Snell et al., 2024; Kapoor et al., 052

2024). Meanwhile, when agents engage in redun- 053

dant or unnecessary debate, there is a higher like- 054

lihood of generating errors that may subsequently 055

be propagated by other agents in the system (Wang 056

et al., 2024). Figure 1 illustrates both of these issues 057

by plotting the accuracy and average agent calls of 058

different multiagent debate methods. In the Debate 059

system, additional debate rounds improve perfor- 060

mance while incurring a sixfold increase in compu- 061

tational overhead. In the MAD framework, despite 062

using more agent calls than the single agent base- 063

line, its accuracy paradoxically declines. Regarding 064

the practical application of multiagent collabora- 065

tion systems, these challenges emphasize the need 066

for an optimized collaboration approach (Kapoor 067

et al., 2024; Tran et al., 2025). 068

To address these limitations, we propose De- 069
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bate Only When Necessary (DOWN), an adaptive070

multiagent collaboration framework that identifies071

queries requiring debate and selectively facilitates072

the debate process accordingly. This framework073

employs the confidence score to quantify the inter-074

nal certainty of LLM outputs, a measure that has075

been extensively utilized to enhance model perfor-076

mance and trustworthiness (Razghandi et al., 2025;077

Taubenfeld et al., 2025; Chen et al., 2024a). In078

the DOWN framework, the initial agent response079

is generated as the first step. A confidence score080

is computed during response generation and used081

to determine whether debate should be initiated.082

If the confidence score exceeds a threshold, the083

debate is skipped, and we regard the initial re-084

sponse as a final answer. If further refinement is085

required, agents engage in debate to enhance re-086

sponse accuracy. When the collaboration begins,087

a confidence-guided debate is conducted, during088

which agents refine their responses by considering089

both the responses of other participating agents and090

their confidence scores. This approach encourages091

the refinement of responses by utilizing the most092

persuasive aspects of agent responses.093

Our experiments employ models of varying094

scales, including approximately 8B and 70B pa-095

rameter models, as well as GPT-4o-mini, evaluated096

on the MUSR (Sprague et al., 2024) and Strate-097

gyQA (Geva et al., 2021) benchmarks. The results098

demonstrate that adaptive debate invoking signifi-099

cantly reduces computational overhead while main-100

taining or even surpassing the performance of full-101

debate baselines. Notably, we reveal that this condi-102

tional debate serves as a safeguard against cascad-103

ing errors, effectively enhancing the advantages of104

agent collaboration. Our contribution is threefold:105

• We propose Debate Only When Necessary106

(DOWN), an adaptive multiagent framework107

that selectively initiates debate based on the108

initial response. To the best of our knowledge,109

this is the first study to explore conditional110

debate in multiagent systems grounded in ini-111

tial responses, maximizing efficiency while112

preserving the benefits of discussion.113

• Extensive experiments across diverse model114

sizes and configurations establish the effec-115

tiveness of the mechanism. We further find116

that adaptively engaging debate contributes to117

mitigating error propagation.118

• We establish that the confidence-guided de-119

bate process enables the selective integration 120

of reliable responses, emphasizing the effec- 121

tiveness of multiagent collaboration. 122

2 Related Work 123

LLM-based Multiagent Collaboration Draw- 124

ing inspiration from human collaborative problem- 125

solving behavior, multiagent collaboration sys- 126

tems leverage collective intelligence to improve 127

decision-making. Studies have demonstrated that 128

LLM-powered multiagent systems promote diver- 129

gent thinking (Xiong et al., 2023; Liu et al., 2024; 130

Liang et al., 2024) and improve reasoning capabili- 131

ties (Li et al., 2023; Yin et al., 2023; Zhuge et al., 132

2023). With these advantages, multiagent collab- 133

oration is leveraged for diverse NLP applications: 134

mitigating hallucinations (Fang et al., 2025), ag- 135

gregating knowledge across multiple specialized 136

LLMs (Wang et al., 2025), generating novel scien- 137

tific ideas and insights (Su et al., 2024), evaluat- 138

ing LLM-generated responses (Chan et al., 2024), 139

and refining datasets for instruction fine-tuning (Li 140

et al., 2024a). These advancements highlight the 141

growing impact of multiagent collaboration. 142

Debate Structures in Multiagent Collaboration 143

Systems Recent studies have developed debate 144

structures to optimize the benefits of multiagent col- 145

laboration. For instance, Du et al. (2024) introduces 146

a framework in which agents iteratively refine their 147

responses based on peer-generated outputs. Liang 148

et al. (2024) propose a structured debate format 149

that assigns distinct roles to encourage divergent 150

thinking. Wang et al. (2024) develop a discussion 151

system in which agents are organized into multiple 152

groups to engage in discussions. However, iterative 153

debate frameworks face a fundamental trade-off be- 154

tween efficiency and accuracy (Kapoor et al., 2024; 155

Snell et al., 2024). To this end, Li et al. (2024b) 156

restrict discussions to local neighbors, while Zhou 157

et al. (2025) introduce a shortcut mechanism that 158

shares similarities with our approach. However, 159

both methods still incur non-trivial agent calls. The 160

former requires neighbor interactions, and the latter 161

relies on self-consistency, with both involving at 162

least five agent calls per sample. 163

Additionally, iterative debates may propagate 164

errors or introduce a trade-off between diversity 165

and quality (Wang et al., 2024; Kapoor et al., 2024; 166

Li et al., 2025). Our approach focuses on these 167

limitations by proposing a resource-efficient and 168

performance-effective debate framework. 169
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Figure 2: Overview of the Debate Only When Necessary (DOWN) framework. DOWN consists of four stages: (1) the
initial agent generates a response, during which the model’s confidence score is extracted. (2) if the confidence score
exceeds a threshold value, the response is accepted without debate to improve efficiency, otherwise a multiagent
debate is activated. (3) agents refine their responses by referencing peer outputs and associated confidence scores.
(4) the final answer is selected via majority voting or designated judge agent.

3 Debate Only When Necessary170

The collaboration framework consists of four steps:171

(1) initial response generation, (2) debate engage-172

ment check, (3) confidence-guided multiagent col-173

laboration, and (4) final response generation. The174

confidence score derived from the model during175

initial response generation determines its subse-176

quent progression. If the score exceeds a predefined177

threshold, the further debate process is skipped.178

Otherwise, we proceed with the debate, allowing179

agents to engage in confidence-guided debate with180

other agents. We illustrate the overall multiagent181

collaboration framework in Figure 2.182

3.1 System Pipeline183

Step 1: Initial Response Generation The184

model’s confidence score obtained during initial185

response generation determines the progression of186

the collaboration process. Based on its importance,187

we adopt two strategies for multiagent configu-188

rations: (1) A homogeneous-agent configuration189

where all collaborating agents use the same model190

(e.g., Llama) and (2) a mixed-agent configuration191

where the initial agent is randomly selected for192

each query (e.g., Llama, Qwen, GPT-4o-mini).193

For a given query q, an initial agent A1 from the194

set of agents {A}Ni=1 generates an initial response195

r1 with the reason for the answer. During this pro-196

cess, a confidence score c1 is extracted to quantify197

the model’s certainty. We first obtain the token logit198

L(ti), where ti ∈ r1, from the hidden representa-199

tion of the generated response. These logits are 200

then passed through a softmax function to yield 201

the probability distribution P (ti) over tokens. To 202

obtain a robust estimate of confidence, we apply 203

normalization by averaging the token probabilities 204

over the generated response. The confidence score 205

c1 is defined as: 206

c1 =
1

|r1|

|r1|∑
i=1

P (ti), whereP (ti) =
eL(ti)∑
j e

L(tj)
.

(1) 207

For models that cannot access internal logits, we 208

utilize verbalized confidence as an alternative 209

method. 210

Step 2: Debate Engagement Check Along with 211

the initial response, we extract a confidence score 212

c1 reflecting the model’s certainty in its answer. 213

The confidence score is compared against a thresh- 214

old score θ: 215

• (1) High confidence (> θ): The response is ac- 216

cepted as the final response without further col- 217

laboration, optimizing efficiency by avoiding un- 218

necessary computations. 219

• (2) Low confidence (≤ θ): The initial response is 220

deemed unreliable, activating the collaboration 221

process to improve response quality. 222

In this context, the threshold is a hyperparameter, 223

where a higher threshold places more emphasis 224

on accuracy, while a lower threshold prioritizes 225

efficiency. 226
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Step 3: Confidence-Guided Multiagent Collab-227

oration The collaboration process involves re-228

sponse generation and refinement. In our experi-229

ments, we set up an environment with two rounds,230

each consisting of three agents. To conduct multia-231

gent collaboration, in round 1, we obtain responses232

r2 and r3 from additional agents A2 and A3, along233

with their respective confidence scores c2 and c3.234

These confidence scores are explicitly concatenated235

with each response to convey the agent’s certainty236

level in subsequent rounds.237

After all agents generate their responses in the238

first round, the second round begins. Each agent239

is given responses from the other two agents, ex-240

cluding its own. Using this additional context, each241

agent refines its reasoning and generates an up-242

dated response. This allows each agent to leverage243

confident and compelling arguments in the updated244

response.245

Step 4: Final Answer Generation The re-246

sponses generated in Step 3 serve as ingredients for247

deriving the final answer. We explore two distinct248

strategies for final answer output: voting-based se-249

lection and judge-based generation. The voting-250

based approach determines the final answer by se-251

lecting the most frequent response among all agent-252

generated outputs. We design this majority vot-253

ing to enhance robustness by leveraging consensus254

across multiple perspectives, effectively mitigating255

individual agent biases. The judge-based approach256

introduces an additional judging agent, which gen-257

erates the final response based on all agent outputs.258

We induce a judging mechanism to update the final259

response, prioritizing well-supported and coherent260

arguments.261

3.2 Threshold Selection Strategy262

To select the optimal confidence threshold θ∗ ∈ Θ263

that jointly maximizes predictive accuracy and264

inference-time efficiency, we introduce a scoring265

function that incorporates two soft penalty terms266

for both objectives. To support high-performance267

threshold selection, we define a statistically268

grounded high-performance region for DOWN, de-269

rived by computing the one-sided 95% Wilson270

lower bound of the maximum observed accuracy.271

Threshold candidates whose accuracy lies within272

this region are considered statistically indistinguish-273

able from the best-performing value, whereas those274

outside the region are penalized via a soft penalty275

term. Let Aθ = k
N and Sθ = m

N denote the accu-276

racy and debate skip rate (i.e. efficiency) for a given 277

threshold value θ in the candidate set Θ. Given 278

the highest observed accuracy Amax
θ obtained from 279

kmax correct predictions, the Wilson lower bound 280

Ãmax
θ is computed as: 281

Ãmax
θ =

2kmax + z2 − z
√
z2 + 4kmax

(
1− kmax

N

)
2(N + z2)

,

(2) 282

where z = Φ−1(0.95) = 1.645. Thresholds with 283

raw accuracy below Ãmax
θ are subject to soft penal- 284

ization. 285

In parallel, to ensure a balanced trade-off be- 286

tween computational efficiency and performance 287

improvement through debate, we penalize thresh- 288

olds whose skip rate Sθ falls outside an interval 289

[smin, 1− smin]. Here, smin denotes the proportion 290

symmetrically excluded from the lower and upper 291

bounds of the unit interval [0, 1]. The total penalty 292

term is defined as: Pθ = max(0, Ãmax
θ − Aθ) + 293

max(0, smin − Sθ) + max(0, Sθ − (1− smin)). 294

With both penalty terms defined, we compute the 295

overall utility score for each threshold candidate. 296

To ensure that accuracy and efficiency contribute 297

comparably to the final score, we normalize both 298

metrics via min-max scaling: 299

Âθ =
Aθ −Amin

θ

Amax
θ −Amin

θ + ϵ
, Ŝθ =

Sθ − Smin
θ

Smax
θ − Smin

θ + ϵ
,

(3) 300

where ϵ ≪ 1 is a small constant added for numeri- 301

cal stability. We compute the final score as the sum 302

of the normalized accuracy Âθ and efficiency Ŝθ, 303

with a penalty term Pθ scaled by a weight factor λ. 304

The optimal threshold is then determined by max- 305

imizing this score: θ∗ = argmaxθ∈Θ(Âθ + Ŝθ − 306

λ · Pθ). 307

4 Experiments 308

4.1 Experimental Setup 309

Models. We evaluate two agent configurations: 310

homogeneous and mixed. The homogeneous 311

setup leverages a single model across all 312

agents, experimenting with Llama-3.1 8B 313

(meta-llama/Llama-3.1-8B-Instruct), Minis- 314

tral 8B (mistralai/Ministral-8B-Instruct- 315

2410), Qwen-2.5 72B (Qwen/Qwen2.5-72B- 316

Instruct), Llama-3.3 70B (meta-llama/ 317

Llama-3.3-70B-Instruct), and GPT-4o-mini 318

(gpt-4o-mini). The mixed configuration utilizes 319

Qwen-2.5 72B, Llama-3.3 70B, and GPT-4o-mini, 320
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Method Llama-3.1 8B Ministral 8B GPT-4o-mini Llama-3.3 70B Qwen-2.5 72B
Acc. AC Acc. AC Acc. AC Acc. AC Acc. AC

Single-CoT 42.95 1.00 51.06 1.00 55.75 1.00 56.33 1.00 57.80 1.00
Self-refine 39.46 6.00 36.90 6.00 54.29 6.00 53.67 6.00 58.47 6.00

Self-Consistency 44.70 9.00 48.24 9.00 55.88 9.00 58.18 9.00 58.29 9.00
MAD 32.39 3.09 28.67 3.01 43.23 3.02 51.22 3.00 49.13 3.04
Debate 44.56 6.00 48.54 6.00 57.32 6.00 57.28 6.00 58.69 6.00

DOWN-Vote 45.51 1.50 53.71 1.48 57.09 1.80 57.80 1.02 59.39 1.28
DOWN-Judge 45.52 1.60 53.71 1.57 57.35 1.96 57.80 1.03 59.52 1.34

Table 1: Comparison of accuracy (Acc.) and average agent calls (AC) across single-agent methods, multiagent
debate systems, and our proposed approach on the MUSR dataset. Single CoT, Self-refine, and Self-consistency are
single model-based approaches, while MAD, Debate, and DOWN are multiagent debate-based systems.

Method Llama-3.1 8B Ministral 8B GPT-4o-mini Llama-3.3 70B Qwen-2.5 72B
Acc. AC Acc. AC Acc. AC Acc. AC Acc. AC

Single-CoT 70.74 1.00 67.69 1.00 78.17 1.00 80.35 1.00 78.40 1.00
Self-refine 69.54 6.00 67.69 6.00 76.42 6.00 77.73 6.00 78.17 6.00

Self-Consistency 68.56 9.00 68.12 9.00 79.48 9.00 80.79 9.00 77.29 9.00
MAD 44.54 4.66 57.64 3.73 70.31 3.38 79.04 3.07 73.80 3.24
Debate 70.08 6.00 70.74 6.00 79.04 6.00 80.35 6.00 79.91 6.00

DOWN-Vote 71.18 2.53 68.12 3.16 80.79 1.92 82.53 1.07 77.73 2.64
DOWN-Judge 69.87 2.83 68.12 3.59 79.91 2.10 82.53 1.08 77.73 2.97

Table 2: Comparison of accuracy (Acc.) and average agent calls (AC) across single-agent methods, multiagent
debate systems, and our proposed approach on the StrategyQA dataset

with the order of model selection randomized for321

each query. Each debate round consists of three322

agents, and we conduct a two-round debate where323

responses are generated in the first round and324

refined in the second.325

Tasks. For evaluation, we utilize benchmarks326

specifically designed to assess reasoning capabili-327

ties. MUSR (Sprague et al., 2024) evaluates multi-328

step soft reasoning over free-text narratives, offer-329

ing a more complex yet realistic reasoning chal-330

lenge compared to synthetic benchmarks. Assess-331

ments are performed on 756 samples drawn from332

the murder mysteries, object placements, and team333

allocation subsets. StrategyQA (Geva et al., 2021)334

requires implicit reasoning, where inference steps335

must be strategically derived rather than explicitly336

provided. Evaluations are conducted on the devel-337

opment set comprising 229 samples.338

Baselines. We compare our approach against339

multiple established reasoning frameworks, along340

with a single LLM CoT (Kojima et al., 2022)341

baseline. (1) Self-refine (Madaan et al., 2023):342

Generating an initial response and iteratively re-343

fining its output through self-feedback. We de-344

sign an environment composed of two rounds,345

with each round comprising three agents. (2) Self- 346

Consistency (Wang et al., 2023): Sampling diverse 347

reasoning paths and deriving the final answer by 348

selecting the most consistent one through majority 349

voting. We sample nine responses for each query. 350

(3) MAD (Liang et al., 2024): Conducting a de- 351

bate between two agents with opposing perspec- 352

tives while a moderator selects the most plausible 353

solution or continues the debate if needed. (4) De- 354

bate (Du et al., 2024): Engaging agents in a struc- 355

tured debate, iteratively refining their responses 356

by incorporating insights from previous exchanges. 357

We design an environment composed of two rounds, 358

with each round comprising three agents. 359

4.2 Implementation Details 360

We set the temperature to 0.0 to ensure determin- 361

istic response generation and limit the maximum 362

sequence length to 512 tokens. The experimental 363

setup maintains consistent configurations across all 364

models. For the θ∗ selection, we define the can- 365

didate set as Θ = {0.7, 0.8, 0.9}, starting from a 366

threshold that yields a debate skip rate Sθ close 367

to 1. The symmetric margin smin and the penalty 368

scaling factor λ are set to 0.1 and 15. For the evalu- 369

ation metrics, we use accuracy as the metric, while 370
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Figure 3: Comparison of multiagent debate system per-
formance in a mixed-model configuration. The config-
uration includes Llama3.3-70B, Qwen-2.5 72B, and
GPT-4o-mini, with the model order randomized for each
query. For single model-based approaches, we present
the results of GPT-4o-mini.

efficiency is assessed based on the average number371

of agent calls or debate skip rate. The experiments372

are conducted using four 48GB A6000 GPUs. All373

prompts used in the experiments are provided in374

Table 6.375

5 Results and Analysis376

5.1 Main Results377

Homogeneous-Model Configuration Table 1378

presents the results on the MUSR dataset. Unlike379

prior approaches that require three to nine agent380

calls per query, our framework achieves compara-381

ble or superior performance with only 1.4 calls on382

average, representing over a sixfold improvement383

in efficiency. The results in Table 2 on the Strat-384

egyQA dataset further support the effectiveness385

of our approach. Compared to Debate and Self-386

Consistency, our approach achieves comparable or387

superior performance while significantly reducing388

the average number of agent calls. Moreover, our389

framework demonstrates strong robustness across390

different model families and parameter sizes, con-391

firming its applicability across a wide range of392

architectures. These findings highlight that selec-393

tively invoking debate, rather than applying it uni-394

formly or relying solely on single agent responses,395

LLM Agent Shift MAD Debate Ours

GPT-4o-mini
✓→ ✗ 70.59 50.00 33.59
✗→ ✓ 29.41 50.00 66.41

LLaMA-3.3 70B
✓→ ✗ 48.91 60.09 12.57
✗→ ✓ 51.09 39.91 87.43

Qwen-2.5 72B
✓→ ✗ 63.87 50.00 39.91
✗→ ✓ 36.13 50.00 60.09

Mix
✓→ ✗ 70.85 30.81 47.35
✗→ ✓ 29.15 69.19 52.65

Table 3: Proportions of correct and incorrect response
changes before and after debate across multiagent col-
laboration methods. We denote a correct answer by
✓and an incorrect answer by ✗.

offers a more principled balance between accuracy 396

and efficiency. Interestingly, MAD exhibits lower 397

accuracy compared to other debate-based methods. 398

Consistent with findings from Wang et al. (2024), 399

we attribute this to its inherent tendency toward 400

contradictory reasoning. While constructive dis- 401

agreement encourages divergent insights, it also 402

intensifies erroneous reasoning, deteriorating the 403

quality of final responses. 404

Mixed-Model Configuration Under the mixed- 405

model configuration, external feedback originates 406

from models trained on varying datasets and scales, 407

which facilitates the emergence of diverse and com- 408

plementary reasoning behaviors. As shown in Fig- 409

ure 3, DOWN consistently strong baselines, achiev- 410

ing higher accuracy with significantly fewer agent 411

calls across both MUSR and StrategyQA. DOWN 412

surpasses the Debate baseline in performance, with 413

a markedly reduced computational burden. These 414

results demonstrate that our conditional debate re- 415

mains effective beyond homogeneous setups, adapt- 416

ing seamlessly to mixed-model collaboration. This 417

highlights the robustness and scalability of our de- 418

bate system in diverse reasoning environments. 419

Comparison of Final Answer Generation Strate- 420

gies Voting-based selection and judge-based eval- 421

uation are two strategies for consolidating multi- 422

agent debate responses into a final decision. Ex- 423

perimental results indicate that both approaches 424

yield similar response patterns, with marginal dif- 425

ferences depending on the specific setting. How- 426

ever, the judge-based method requires an additional 427

agent call, making it slightly less efficient. Given 428

this trade-off, the voting-based approach is prefer- 429

able when prioritizing computational efficiency, as 430
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Model Method Original
Debate

Conditional
Debate

Skip
Rate

Llama-3.3 70B
MAD 79.04 79.91 59.83%
Debate 80.35 83.41 68.56%

Qwen-2.5 72B
MAD 73.80 76.86 51.53%
Debate 79.91 79.48 45.85%

Table 4: Results of applying conditional debate to exist-
ing debate systems on the StrategyQA dataset

it achieves comparable accuracy with fewer com-431

putational resources.432

5.2 Response Shifts in Accuracy433

Table 3 reports the proportions of correct and in-434

correct changes in answers, computed over Strat-435

egyQA samples where the final answer differs436

from the initial prediction. To deepen our inves-437

tigation, we set the confidence threshold to 0.9,438

increasing the number of cases where debate is439

triggered. Across all model configurations, DOWN440

consistently achieves a higher successful correc-441

tion rate than baseline debate systems. Notably, for442

the LLaMA-3.3-70B model, 87.43% of changed443

answers reflect successful corrections of initially in-444

correct predictions. In contrast, MAD shows a high445

rate of incorrect changes, frequently revising cor-446

rect initial answers into incorrect ones, consistent447

with the trends observed in § 5.1. The Debate base-448

line shows a similar rate of correct and incorrect449

changes, indicating a limited capacity to prioritize450

reliable peer inputs. In contrast, the high success451

rate of corrections achieved by DOWN stems from452

two core design principles. It initiates debate only453

when the model’s confidence is low, thereby avoid-454

ing unnecessary changes to already correct answers.455

When debate is triggered, it refers to peer responses456

with their associated confidence scores, enabling457

the model to incorporate more reliable inputs.458

5.3 Effects of Conditional Debate in459

Multiagent Debates460

To assess the effectiveness of conditional debate,461

we apply it to MAD and Debate frameworks and462

evaluate performance on the StrategyQA dataset463

using models with approximately 70B parameters.464

Our findings in Table 4 reveal that applying con-465

ditional debate to existing debate methods mostly466

improves performance. In particular, the Debate467

framework achieves about a 3% point accuracy in-468

crease on LLaMA-3.3 70B, while MAD exhibits469

a similar improvement on Qwen-2.5 72B. Despite470

these gains, debate skip rates remain high at 59.83%471

Method Acc. AC

DOWN (θ∗) 71.18 2.53
Debate

(1) w/o confidence-based scoring in debate 68.12 2.46
(2) w/o multi-agent debate (single response only) 70.74 1.00
(3) w/o debate skipping (debate only) 70.74 6.00

Threshold
(4) w/ lowered threshold (θ∗ − 0.1) 69.87 1.20
(5) w/ raised threshold (θ∗ + 0.1) 71.62 3.53

Table 5: Ablation study on confidence score using the
StrategyQA dataset

(1) Accuracy (2) Average Agent Calls

World

Religions

Business

Ethics

Econo-

metrics

Biology

World History

Local

Fallacies
Biology

Econo-

metrics

Business

Ethics

World

Religions

Local

Fallacies

World History

MAD

Debate

DOWN

Figure 4: Accuracy and average agent calls (AC) of
multiagent debate methods across six MMLU domains

and 51.53%, respectively, demonstrating remark- 472

able efficiency improvements. These results demon- 473

strate that conditional debate not only enhances ef- 474

ficiency but also positively impacts overall model 475

performance by selectively engaging discussions 476

at appropriate points. 477

5.4 Ablation Study 478

To analyze the contribution of each component in 479

the DOWN framework, we conduct an ablation 480

study on the StrategyQA using the LLaMA-3.1 8B 481

model. The results are shown in Table 5. We ex- 482

amine the role of confidence scores shared among 483

agents during debate. Removing these signals leads 484

to a 3.06% point drop in accuracy, indicating that 485

confidence serves as an informative cue for selec- 486

tively incorporating peer responses during the de- 487

bate process. When the debate process is either 488

entirely removed or enforced for every input, the 489

accuracy drops to 70.74 in both cases. These find- 490

ings indicate that always engaging in debate is re- 491

dundant, yielding no improvement over the single 492

agent baseline. The next analysis focuses on the 493

threshold selection strategy. To assess its effective- 494

ness, we vary the threshold by ±0.1 and observe 495

the resulting impact on performance. Modifying 496

the threshold above or below the selected value 497

reveals a trade-off between accuracy and average 498
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Question

Description

  Vanessa…Her communication with guests was a balance of professionalism and friendliness, easily diffusing any potential 
discomfort…To Vanessa, Angela often seemed slow, not quite pulling her weight to maintain efficiency.

Vanessa

  Miguel… Despite his charm and gregariousness, Miguel often had a hard time deciphering guests' queries and concerns. This 
sometimes frustrated Vanessa who felt that Miguel did not accord her work ethic the respect it deserved, often leaving tasks incomplete for her 
to handle. Miguel's unfamiliarity with the front desk amplified her concern, as it had never been part of his experience before. 

Miguel

 Angela…harbored a graceful calm when managing guest complaints and queries…She occasionally mislaid minor notes like a few extra 
coffee sachets or toiletries…Vanessa had to step in to accomplish the requests related to room service in a quick and thorough manner to 
compensate…Angela often found her co-worker's unbordered enthusiasm overwhelming, especially when Vanessa would unwittingly interject her 
conversations with guests.

Angela

Given the story, how would you uniquely allocate each person to make sure both tasks are accomplished efficiently?

DOWN

Miguel        Angela, VanessaRS FD

0.91Confidence

Debate
Agent 1  Miguel        Angela, VanessaRS FD

Agent 2 RS FD

Agent 3 RS FD

Angela, MiguelVanessa

MAD

Confidence score > Threshold 𝜃

As the manager, my 
responsibility was to 
ensure the seamless 
operation of two 
critical areas: 

- Room Service (RS) 
- Front Desk (FD)

Angela, MiguelVanessa

VanessaRS Angela, MiguelFD

Agent 1 RS FD

Agent 2 RS FD

Agent 3 RS FD

Angela, MiguelVanessa

Angela, MiguelVanessa

Angela, MiguelVanessa

Affirmative
Agent

Miguel Angela, VanessaRS FD

Negative
Agent

Vanessa Angela, MiguelRS FD

Vanessa Angela, MiguelRS FD

Agent 1

Moderator
Agent

R1

R2

Final Answer

VanessaRS FDFinal Answer Angela, Miguel

MiguelRS FDFinal Answer Angela, Vanessa

Figure 5: Qualitative analysis of the MUSR dataset

agent calls. Specifically, the scores obtained for499

the threshold values {θ∗− 0.1, θ∗, θ∗+0.1} yields500

{0.29, 1.19, 1.00}, respectively. The chosen thresh-501

old θ∗ yields the highest overall score, effectively502

balancing accuracy and efficiency. It maintains ac-503

curacy within a statistically reliable range, as deter-504

mined by the Wilson lower bound, while substan-505

tially reducing computational cost.506

5.5 Generalization analysis on MMLU507

To assess the generalization ability of the DOWN508

framework across diverse task types and knowl-509

edge domains, we additionally evaluate its perfor-510

mance on MMLU using GPT-4o-mini. The per-511

formance of different multiagent debate systems512

across six domains is presented in Figure 4. Exper-513

imental results show that DOWN achieves perfor-514

mance comparable to that of the Debate method515

across tasks. Given that the Debate approach con-516

sistently requires an average of six agent calls, the517

DOWN framework shows significantly higher effi-518

ciency. The results suggest that DOWN generalizes519

well, achieving robust performance on benchmarks520

evaluating both reasoning capabilities and factual521

knowledge across diverse domains. This highlights522

its potential to serve as a scalable and effective523

alternative to full multiagent debate systems.524

5.6 Qualitative Analysis525

Figure 5 presents a qualitative comparison of re-526

sponses generated by different debate systems on527

the MUSR dataset. The results show that existing528

debate mechanisms introduce unnecessary modifi-529

cations. Although the initial responses produced by 530

the Debate and MAD methods are correct, subse- 531

quent iterative revisions lead to an incorrect final 532

prediction. This implies the potential risk of er- 533

ror propagation when redundant debate occurs. In 534

contrast, with an initial confidence score of 0.91, 535

DOWN skips the debate and directly adopts the 536

initial response as the final answer. This suggests 537

that selectively engaging in debate under high- 538

confidence conditions prevents unnecessary mod- 539

ifications while maintaining efficiency. To further 540

substantiate these findings, we present additional 541

qualitative analysis in Appendix B. 542

6 Conclusion 543

This work proposed the DOWN framework to ad- 544

dress the computational inefficiencies and error 545

propagation challenges in multiagent collabora- 546

tion. By conditionally activating debate based on 547

the model confidence score, the approach signifi- 548

cantly reduced computational overhead while pre- 549

serving or even improving performance. The re- 550

sults showed that conditional debate enhanced effi- 551

ciency and mitigated cascading errors, leading to 552

more stable reasoning behavior. Furthermore, the 553

confidence-guided multiagent debate amplified the 554

influence of reliable responses on final decisions. 555

These findings established DOWN as an effective 556

optimization strategy, offering a high-performance 557

and efficient solution for multiagent collaboration 558

systems. multiagent collaboration systems. 559
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Limitations560

While our proposed DOWN framework demon-561

strates strong efficiency and robustness, several562

limitations remain. This study primarily focuses563

on English debates, which may limit its applicabil-564

ity to multilingual multiagent collaboration settings.565

Extending our method to multilingual LLMs would566

provide deeper insights into its robustness across567

diverse linguistic contexts. Due to computational568

constraints, we employ the GPT-4o-mini instead of569

the GPT-4o model. Applying the GPT-4o model to570

our system could further deepen the understanding571

of our DOWN framework.572
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Purpose Prompt

Initial Answer Generation
[debate topic] Please output your answer in json format,
with the format as follows: {\"base_reason\": \"\", \"base_answer\": \"\"}.
Please strictly output in JSON format, do not output irrelevant content.

Initial Answer Generation (w Confidence)

[debate topic] Please output your answer in json format,
with the format as follows: {\"base_reason\": \"\", \"base_answer\": \"\",
\"confidence_score\":range of 0-1}. Please strictly output in JSON format,
do not output irrelevant content.

Answer Update
Using the solutions from other agents as additional information,
can you provide your answer to the problem?

Judge prompt
Based on the following responses, generate an updated response that most accurately
addresses the given query. Query: [debate topic] Responses: [agent responses].
Summarize your reasons for selecting this side and provide the final answer.

Table 6: Prompt configuration leveraged in our experiments

Table 7 presents the responses for different de-777

bate methods on the StrategyQA dataset. While the778

initial response in the MAD system is correct, the779

system revises its answer after being influenced by780

the opposing stance of the negative debater. While781

this process encourages divergent thinking, it ulti-782

mately leads to incorrect conclusions due to error783

propagation. In contrast, the Debate methodology784

consistently generates correct responses across all785

cases. Although this approach required six agent786

calls, it enhances response reliability. The DOWN787

methodology, on the other hand, produces an initial788

response with a confidence score of 0.95, leading789

the system to skip the debate process. This result790

highlights the efficiency gains achieved through791

conditional debate.792

Table 8 shows the results on the MUSR dataset.793

Experimental results indicate that both the MAD794

and Debate methodologies fail to conduct correct795

reasoning. The initial response in DOWN shows796

a confidence score of 0.89, while subsequent re-797

sponses report 0.84 and 0.92, respectively. Notably,798

in the second round, the initial agent revised its799

response based on higher-confidence outputs from800

other agents, ultimately arriving at the correct an-801

swer. Model confidence scores also generally in-802

crease in the second round. This finding under-803

scores the importance of confidence scores as a804

guiding metric, allowing the system to integrate805

reliable responses.806

Table 9 follows a trend similar to Table 7. The807

DOWN system strategically skips the debate pro-808

cess, enhancing efficiency while maintaining an-809

swer accuracy.810
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Method Agent Category Content

Query Could a hundred thousand lolcats fit on a first generation iPhone?
Answer Yes

MAD

Affirmative
Debater

Reason The storage capacity of a first generation iPhone is 4GB, 8GB,
or 16GB, and the average size of an image file is approximately
100KB. ... However, ... it’s theoretically possible for a hundred
thousand lolcats to fit on a first generation iPhone with
sufficient storage.

Answer Yes
Negative
Debater

Reason No. The first generation iPhone had a maximum storage
capacity of 16GB for the 16GB model, but also consider other
factors such as the operating system, apps, and other data that
would occupy some of that space. ... Considering these
constraints, it’s unlikely that a hundred thousand lolcats could
fit on a first generation iPhone.

Answer No

Moderator
Reason While the affirmative side presents a theoretical calculation that

a hundred thousand lolcats could fit within the storage capacity
of a higher-end first generation iPhone, the negative side raises
... by the operating system, other data, and the file system.
These factors significantly reduce the available space for
storing images, making it unlikely that a hundred thousand
lolcats could be accommodated.

Answer No
Final Answer No

Debate

Round 1
Agent 1

Reason The first generation iPhone had a storage capacity of 4GB,
8GB, ... but exceeds the lower-end models. ... Assuming a very
small size for each lolcat to fit on the screen, it’s theoretically
possible to display them, but it would be extremely impractical
and unlikely.

Answer Yes
Round 1
Agent 2

Reason The first generation iPhone has a storage capacity of 4GB,
8GB, or 16GB, and assuming an average size of a lolcat image
(around 100KB), we can estimate the maximum number of
images that can fit. ... Still, theoretically, a hundred thousand
lolcats could fit on a 16GB first-generation iPhone if we only
consider storage space for images and nothing else.

Answer Yes
Round 1
Agent 3

Reason The first generation iPhone had a storage capacity of 4GB,
8GB, or 16GB, and assuming an average image size of 100KB,
we can estimate the maximum number of images that can be
stored. ... Nevertheless, from a purely storage-based
perspective, it is theoretically possible for a hundred thousand
lolcats to fit on a 16GB first generation iPhone.

Answer Yes
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Round 2
Agent 1

Reason Considering the storage capacity of the first generation iPhone,
with models ranging from 4GB to 16GB, ... would require
approximately 10GB of storage space. ... Given this
interpretation and focusing solely on storage capacity, it is
theoretically possible for a hundred thousand lolcats to fit on a
16GB first-generation iPhone, especially when considering
only the storage aspect and disregarding the practicality of
displaying them.

Answer Yes
Round 2
Agent 2

Reason Considering the storage capacity of the first generation iPhone,
with models ranging from 4GB to 16GB, and estimating an
average size of 100KB per lolcat image, a hundred thousand
lolcats would require approximately 10GB of storage space. ...
Therefore, focusing solely on storage, a hundred thousand
lolcats could theoretically fit on a 16GB first-generation
iPhone, albeit with the understanding that displaying them all
at once would be highly impractical.

Answer Yes
Round 2
Agent 3

Reason Considering the storage capacity of the first generation iPhone,
with models ranging from 4GB to 16GB, and assuming an
average size of 100KB per lolcat image, a hundred thousand
lolcats would require approximately 10GB of storage space. ...
Taking into account the solutions from other agents, which also
consider the theoretical possibility of storing a hundred
thousand lolcats on a 16GB model, it appears that from a
storage perspective, it is indeed possible.

Answer Yes
Final Answer Yes

DOWN
Round 1
Agent 1

Reason The first generation iPhone had a storage capacity of 4GB,
8GB, or 16GB, and each lolcat image is approximately 100KB
in size. A hundred thousand lolcats would require 10GB of
storage space, which exceeds the capacity of the 4GB and 8GB
models but fits within the 16GB model.

Answer Yes
Confidence
Score

0.95

Final Answer Yes

Table 7: Qualitative analysis of the StrategyQA dataset
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Method Agent Category Content

Query Given the story, how would you uniquely allocate each person to make sure both
tasks are accomplished efficiently?

Choices: ‘Seeking Sponsors and Donations: Amelia, Organizing Event Details:
George and Lily’, ‘Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily’, ‘Seeking Sponsors and Donations: Lily, Organizing Event
Details: Amelia and George’

As the clock ticked closer to our most significant fundraising event, three key players
- George, Amelia, and Lily - paced around the office, eager to know their
assignments. As their manager, I held the responsibility of delegating two critical
tasks among them: the challenging pursuit of Seeking Sponsors and Donations, and
the intricate duty of Organizing Event Details.

Amelia, our vibrant member, often found herself with Lily, brainstorming creative
ideas in the cafeteria or around the picnic table outside. ... She was infamous for her
love for detailed schedules and checklists, which often found her volunteering to
plan her family reunions that ran smoothly under her supervision. ...

However, the presence of George often marred her high spirits. George, indeed, was
a hard one to deal with. Even though he had this endless passion ... , he often
disagreed with Lily’s ideas during meetings, publicly criticized Amelia’s work
enough to dampen her spirit, and worst of all, forgot crucial tasks that he was
responsible for. ... But he often confessed feeling overwhelmed managing multiple
tasks at once.

Then there was Lily, a networking maven. ... Yet, her true forte was her
meticulousness that reflected in her attention to detail. ... While she tended to
dismiss George’s inputs during meetings, she showed a great deal of respect to
Amelia and considered her suggestions before making a decision.

Now, the ball was in my court. With the fundraising event nearing, it was my
responsibility to ensure that these three unique individuals were correctly placed to
utilize their strengths best. ... As the manager, I knew that this decision would shape
the fate of our event and define our team’s dynamic in the foreseeable future.

Answer Seeking Sponsors and Donations: George, Organizing Event Details: Amelia and
Lily

MAD

Affirmative
Debater

Reason Based on the characteristics and strengths of each individual,
Amelia’s experience in attending charity galas and her ability
to make connections, as well as her attention to detail, make
her a strong candidate for Seeking Sponsors and Donations. ...
George’s tendency to disagree with others and forget tasks
suggests that he may not be the best fit for a role that requires
independent work or a high level of organization, but his
passion for fundraising can still be utilized in a team setting.

Answer Seeking Sponsors and Donations: Amelia, Organizing Event
Details: George and Lily
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Negative
Debater

Reason I disagree with your answer. Lily’s experience in sales and her
ability to ask people for money, combined with her connections
with wealthy friends and acquaintances, make her a strong
candidate for Seeking Sponsors and Donations. ... It allows
Lily to leverage her sales experience and connections to secure
sponsors and donations, while Amelia and George work
together to organize the event details, with Amelia’s
organizational skills helping to keep George on track.

Answer Seeking Sponsors and Donations: Lily, Organizing Event
Details: Amelia and George

Moderator
Reason The negative side’s allocation takes into account the strengths

and weaknesses of each individual more effectively. ...
George’s passion for fundraising can still be utilized in a team
setting, and his tendency to disagree with others and forget
tasks is mitigated by working with Amelia and Lily.

Answer Seeking Sponsors and Donations: Lily, Organizing Event
Details: Amelia and George

Final Answer Seeking Sponsors and Donations: Lily, Organizing Event
Details: Amelia and George

Debate

Round 1
Agent 1

Reason The task of Seeking Sponsors and Donations requires someone
with strong connections and the ability to ask for money, which
Lily possesses due to her past experience in sales and her
network of wealthy friends and acquaintances. ... However, his
experience in a marketing firm could still be valuable in a
supporting role or in a different capacity, but for the two main
tasks at hand, Amelia and Lily are the better fit.

Answer Seeking Sponsors and Donations: Lily, Organizing Event
Details: Amelia and George

Round 1
Agent 2

Reason Based on the characteristics and interaction dynamics of the
three individuals, Amelia’s strengths in seeking sponsors and
donations due to her connections and experience, as well as her
attention to detail, make her a strong candidate for Seeking
Sponsors and Donations. ... Instead, considering George’s
potential to disrupt the team’s dynamic, it would be more
efficient to have him focus on Seeking Sponsors and Donations,
where his interactions are more limited, and utilize Amelia and
Lily’s collaborative and organized approach for Organizing
Event Details.

Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

Round 1
Agent 3

Reason To efficiently allocate tasks, we need to consider the strengths
and weaknesses of each person. ... George, despite his flaws,
has a passion for fundraising and experience in managing
sponsorships, making him a better fit for Seeking Sponsors and
Donations, where his skills can be utilized without disrupting
the team’s dynamics.

Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily
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Round 2
Agent 1

Reason Considering the characteristics and interaction dynamics of the
three individuals, as well as the solutions provided by other
agents, it becomes clear that Amelia and Lily should be paired
for Organizing Event Details due to their complementary
strengths, meticulousness, and positive working relationship. ...
This allocation allows for the efficient utilization of each
person’s strengths while minimizing potential conflicts and
disruptions to the team’s dynamics.

Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

Round 2
Agent 2

Reason After considering the characteristics, strengths, and weaknesses
of each individual, as well as the solutions provided by other
agents, it becomes clear that the most efficient allocation of
tasks would be to utilize Lily’s strong network and sales
experience for Seeking Sponsors and Donations, and pair
Amelia and George for Organizing Event Details. ... Therefore,
the most suitable allocation would be to have Lily focus on
Seeking Sponsors and Donations, where her skills can be
maximized without causing disruptions, and have Amelia and
George work together on Organizing Event Details, with close
supervision to mitigate any potential issues caused by George’s
behavior.

Answer Seeking Sponsors and Donations: Lily, Organizing Event
Details: Amelia and George

Round 2
Agent 3

Reason After considering the characteristics, strengths, and weaknesses
of each individual, as well as the solutions provided by other
agents, it becomes clear that the most efficient allocation of
tasks would be to utilize Amelia and Lily’s collaborative and
organized approach for Organizing Event Details. ... This
allocation allows each individual to contribute their strengths to
the tasks, minimizing the impact of their weaknesses and
ensuring the success of the event.

Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

Final Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

DOWN

Round 1
Agent 1

Reason The decision is based on the unique skills and strengths of each
team member. Amelia’s experience in attending charity galas
and her ability to make connections, as well as her attention to
detail, make her a strong candidate for Seeking Sponsors and
Donations. ... Given their positive working relationship and
respect for each other’s opinions, pairing Amelia and Lily for
Organizing Event Details would be an effective way to utilize
their skills and minimize potential conflicts.

Answer Seeking Sponsors and Donations: Lily, Organizing Event
Details: Amelia and George

Confidence
Score

0.89
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Round 1
Agent 2

Reason To efficiently accomplish both tasks, it’s crucial to allocate
individuals based on their strengths and working dynamics.
Amelia’s experience with charity events, connections, and
organizational skills make her ideal for Seeking Sponsors and
Donations. ... By placing George with Lily, his enthusiasm can
be channeled constructively under her detail-oriented
supervision, minimizing the impact of his weaknesses.

Answer Seeking Sponsors and Donations: Amelia, Organizing Event
Details: George and Lily

Confidence
Score

0.84

Round 1
Agent 3

Reason The decision is based on the unique strengths and weaknesses
of each team member. Amelia’s experience in attending charity
galas and her ability to create detailed schedules make her a
strong candidate for Organizing Event Details. ... George’s
passion for fundraising and experience in managing
sponsorships make him a good candidate for Seeking Sponsors
and Donations, but his tendency to disagree with others and
forget tasks make it important to pair him with a task that has
fewer collaborative elements.

Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

Confidence
Score

0.92

Round 2
Agent 1

Reason After considering the strengths, weaknesses, and dynamics of
each team member, as well as the solutions provided by other
agents, it becomes clear that the most efficient allocation of
tasks would leverage the unique skills of each individual while
minimizing potential conflicts. ... Despite his challenges with
task management and interpersonal conflicts, his strengths can
be effectively utilized in a role that plays to his advantages.

Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

Confidence
Score

0.91

Round 2
Agent 2

Reason After considering the solutions from other agents and
re-evaluating the strengths and weaknesses of each team
member, it’s clear that Amelia’s skills in attending charity galas
and creating detailed schedules make her a strong fit for
Organizing Event Details. ...Considering these points and the
fact that Lily has a strong ability to seek sponsors and
donations due to her sales experience and network, and Amelia
and Lily have a positive working relationship, the most efficient
allocation would be to have Amelia and Lily handle Organizing
Event Details, utilizing their organizational skills and positive
dynamic, and George, with his passion for fundraising, focus
on Seeking Sponsors and Donations, where his strengths can be
maximized with minimal disruption.
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Answer Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

Confidence
Score

0.89

Round 2
Agent 3

Reason After re-evaluating the strengths, weaknesses, and dynamics of
the team members, and considering the solutions from other
agents, it becomes clear that Amelia’s skills in attending
charity galas, making connections, and attention to detail are
highly valuable for Seeking Sponsors and Donations.
...Therefore, the most efficient allocation is to have Amelia
focus on Seeking Sponsors and Donations, where her strengths
can be fully leveraged, and to pair George with Lily for
Organizing Event Details, where Lily’s attention to detail and
event management skills can complement George’s passion for
fundraising and help manage his weaknesses.

Answer Seeking Sponsors and Donations: Amelia, Organizing Event
Details: George and Lily

Confidence
Score

0.90

Final Answer-Vote Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily

Final
Answer-Judge

Seeking Sponsors and Donations: George, Organizing Event
Details: Amelia and Lily. Reason: After carefully evaluating the
strengths, weaknesses, and dynamics of each team member, as
well as considering the solutions provided by other agents, it is
clear that the most efficient allocation of tasks would leverage
the unique skills of each individual while minimizing potential
conflicts. ... Considering these points, the allocation that best
utilizes the strengths of each team member while minimizing
disruptions is to have Amelia and Lily handle Organizing Event
Details, and George focus on Seeking Sponsors and Donations,
where his strengths can be maximized with minimal disruption.

Table 8: Qualitative analysis of the StrategyQA dataset
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Query Given the story, how would you uniquely allocate each person to make sure both
tasks are accomplished efficiently?

Choices:‘Room Service: Vanessa, Front Desk: Angela and Miguel’, ‘Room Service:
Angela, Front Desk: Miguel and Vanessa’, ‘Room Service: Miguel, Front Desk:
Angela and Vanessa’

In the vibrant heart of the city, a boutique hotel thrived, its pulse maintained by the
constant hum of hospitality. As the manager, my responsibility was to ensure the
seamless operation of two critical areas - Room Service and Front Desk. The task of
assigning these duties fell to me, with the diligent trio of Miguel, Angela, and
Vanessa under my supervision.

Angela, with her seven-year-long tenure in various customer service roles, harbored
a graceful calm when managing guest complaints and queries. ... But Angela was
not without her quirks. ... At times, Vanessa had to step in to accomplish the requests
related to room service in a quick and thorough manner to compensate. Angela often
found her co-worker’s unbordered enthusiasm overwhelming, especially when
Vanessa would unwittingly interject her conversations with guests.

Miguel, on the other hand, was the silver lining of good-natured humor and
friendliness that added a personal touch to the hotel’s room service deliveries. His
go-with-the-flow demeanor, however, sometimes came off as disorganized,
especially to Angela who appreciated structure. ... Despite his charm and
gregariousness, Miguel often had a hard time deciphering guests’ queries and
concerns. This sometimes frustrated Vanessa who felt that Miguel did not accord her
work ethic the respect it deserved, often leaving tasks incomplete for her to handle.
Miguel’s unfamiliarity with the front desk amplified her concern, as it had never
been part of his experience before.

Vanessa had perfected her role at a high-end hotel reception over a span of five
meticulous years. ... Vanessa meticulously paid attention to every minor detail while
performing room service tasks, sometimes stepping on Angela’s toes without
realizing it. To Vanessa, Angela often seemed slow, not quite pulling her weight to
maintain efficiency.

With these intricacies at play, as the hotel manager, I had to make conscious
decisions assigning my team between Room Service and Front Desk duties.
Balancing Angela, Miguel and Vanessa’s distinctive skills, patience, and
perspectives, the heart of hospitality continued to beat, painting vivid memories in
the hotel guest’s minds.

Answer Room Service: Miguel, Front Desk: Angela and Vanessa
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MAD

Affirmative
Debater

Reason Considering the strengths and weaknesses of each person,
Angela’s experience in customer service and her calm
demeanor make her a good fit for the Front Desk. ... Vanessa’s
attention to detail and professionalism make her a good fit for
Room Service as well, where she can ensure that tasks are
completed efficiently.

Answer Room Service: Miguel, Front Desk: Angela and Vanessa
Negative
Debater

Reason I disagree with your answer. My allocation would be:

Room Service: Vanessa, Front Desk: Angela and Miguel

Here’s my reasoning:

* Vanessa’s attention to detail and professionalism make her a
perfect fit for Room Service, where she can ensure that tasks
are completed efficiently and accurately. ...
* Angela’s experience in customer service and her calm
demeanor make her a good fit for the Front Desk, where she
can handle guest complaints and queries in a professional and
respectful manner. ...
* Miguel’s charm and friendliness are also well-suited for the
Front Desk, where he can interact with guests and provide a
warm welcome. ...

Overall, ... Vanessa’s efficiency and attention to detail in Room
Service can help to compensate for Angela’s occasional
misplacement of minor notes, while Angela and Miguel’s
combined strengths at the Front Desk can provide a warm and
professional welcome for guests.

Answer Room Service: Vanessa, Front Desk: Angela and Miguel

Moderator
Reason The negative side’s allocation takes into account the strengths

and weaknesses of each team member more effectively. ... This
allocation also addresses the potential issues with each team
member, such as Angela’s occasional misplacement of minor
notes and Miguel’s difficulty with deciphering guests’ queries
and concerns.

Answer Room Service: Vanessa, Front Desk: Angela and Miguel
Final Answer Room Service: Vanessa, Front Desk: Angela and Miguel

Debate

Round 1
Agent 1

Reason To allocate each person efficiently, we need to consider their
strengths and weaknesses. ... Miguel’s charm and friendliness
are best utilized in room service, where he can interact with
guests in a more relaxed environment and work at his own pace
without the strict structure of the front desk.

Answer Room Service: Miguel, Front Desk: Angela and Vanessa
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Round 1
Agent 2

Reason To efficiently allocate tasks, we need to consider the strengths
and weaknesses of each person. ... Therefore, the most efficient
allocation would be to assign Vanessa to Room Service, where
her attention to detail and professionalism can shine, and
Angela and Miguel to the Front Desk, where Angela’s
customer service skills can be utilized and Miguel’s charm can
be an asset.

Answer Room Service: Vanessa, Front Desk: Angela and Miguel
Round 1
Agent 3

Reason To allocate each person efficiently, we need to consider their
strengths and weaknesses. ... However, considering the need for
balance and the fact that Miguel might struggle with the
structure of the Front Desk, it’s better to pair Angela with
Miguel at the Front Desk, where Angela’s organizational skills
can help Miguel, and Vanessa can handle Room Service,
utilizing her strengths without overwhelming others.

Answer Room Service: Vanessa, Front Desk: Angela and Miguel
Round 2
Agent 1

Reason Considering the strengths and weaknesses of each person,
Angela’s customer service skills are best utilized at the Front
Desk, but her disorganization could be mitigated by pairing her
with a detail-oriented person. ... Given these considerations and
the analysis from other agents, it’s clear that Angela and
Miguel’s skills complement each other at the Front Desk, with
Angela handling customer interactions and Miguel providing
charm, while Vanessa’s strengths are best utilized in Room
Service, ensuring efficiency and attention to detail.

Answer Room Service: Vanessa, Front Desk: Angela and Miguel
Round 2
Agent 2

Reason Considering the strengths and weaknesses of each person,
Angela’s customer service skills make her a strong fit for the
Front Desk, while Miguel’s charm can be leveraged in Room
Service. ... The most efficient allocation, considering all
perspectives, would be to assign Vanessa to Room Service,
where her attention to detail can ensure tasks are completed
efficiently, and Angela and Miguel to the Front Desk, where
Angela’s customer service skills and organizational abilities
can help mitigate Miguel’s weaknesses.

Answer Room Service: Vanessa, Front Desk: Angela and Miguel
Round 2
Agent 3

Reason Considering the strengths and weaknesses of each person,
Angela’s calm demeanor and customer service skills make her
a strong fit for the Front Desk. ... Assigning Vanessa to Room
Service leverages her strengths, and pairing Angela with
Miguel at the Front Desk utilizes Angela’s customer service
skills and Miguel’s charm, with Angela’s organizational skills
potentially helping to mitigate Miguel’s disorganization.

Answer Room Service: Vanessa, Front Desk: Angela and Miguel
Final Answer Room Service: Vanessa, Front Desk: Angela and Miguel
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DOWN
Round 1
Agent 1

Reason To efficiently allocate tasks, it’s essential to consider the
strengths and weaknesses of each team member. Angela excels
in customer service, particularly at the Front Desk, due to her
calm demeanor and respectful tone. ... Additionally, her
efficiency and thoroughness in room service tasks, although
sometimes stepping on Angela’s toes, demonstrate her
capability to handle detailed work.

Answer Room Service: Miguel, Front Desk: Angela and Vanessa
Confidence
Score

0.91

Final Answer Room Service: Miguel, Front Desk: Angela and Vanessa

Table 9: Qualitative analysis of the MUSR dataset
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