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ABSTRACT

Transformers have been the cornerstone of current Large Language Models
(LLMs); however, its linear growth in overhead during inference with respect
to sequence length poses challenges for modeling long sequences. In this con-
text, Mamba has gradually attracted attention due to its constant-level size during
inference and existing empirical results have shown that it can perform compa-
rably to Transformers in sequence modeling while offering significant savings.
However, one may ask that, can Mamba always enjoy the “free lunch”? In this
paper, we focus on analyzing the expressive ability of Mamba from a theoretical
standpoint. First, inspired by the connection between Mamba and linear attention,
we investigate potential shortcomings of the Mamba when performing the COPY
operation. Our results indicate that Mamba with constant size may encounter bot-
tlenecks when handling COPY, while it can achieve perfect performance when the
size scales linearly with sequence length. Based on this observation, we analyze
Mamba’s ability to tackle DP problems when equipped with Chain of Thought
(CoT). Our findings suggest that to solve arbitrary DP problems, the total cost of
Mamba is comparable to standard and efficient Transformers. However, similar to
efficient Transformers, when facing DP problems with favorable properties such
as locality, Mamba can provide savings in overhead. Our results contribute to a
deeper understanding of Mamba.

1 INTRODUCTION

Reccently, Transformer-based large language models (LLMs) have become the mainstream of mod-
ern neural network architectures due to their outstanding performance across a wide range of tasks
(Vaswani et al., 2017; Kenton & Toutanova, 2019; Brown et al., 2020; Dosovitskiy et al., 2020; Min
et al., 2022). However, the core component of Transformers—the attention layer—while providing
excellent performance, also leads to emerging drawbacks: during training, the computational cost
scales quadratically with sequence length, and during inference, the cost scales linearly with se-
quence length. This limitation becomes increasingly unacceptable when dealing with long sequence
tasks. To address this issue, many works have attempted to improve the attention mechanism to
reduce its time and storage costs (Tay et al., 2023; Choromanski et al., 2020; Katharopoulos et al.,
2020; Beltagy et al., 2020; Child et al., 2019). However, these improved structures often achieve
efficiency in the attention layer at the expense of some performance.

Faced with the scaling challenges of Transformers, the exploration of new model architectures to
replace Transformers has gradually come into focus, leading to the development of modern RNN
architectures, including RWKV (Peng et al., 2023), RetNet (Sun et al., 2023), and Mamba (Gu &
Dao, 2023). Among them, the Mamba architecture (Gu et al., 2021; Gu & Dao, 2023), based on the
state space model (SSM), has garnered attention for its performance comparable to Transformers in
many sequence modeling tasks Dao & Gu (2024) and vision tasks (Zhu et al., 2024; Xu et al., 2024).
These models utilize hardware-aware algorithms during training, resulting in computational costs
that scale linearly with sequence length, and require constant-level computation and storage during
inference. Mamba’s strong performance and computational efficiency make it a strong competitor
to Transformers.

Despite Mamba demonstrating excellent performance, one can not help but ask, can Mamba always
enjoy such “free lunch”, that is, can Mamba always save considerable overhead while maintaining
performance of Transformers? More recent results have revealed Mamba’s shortcomings in certain
tasks, especially those involving retrieval (Arora et al., 2023; Hendrycks et al., 2020; Jelassi et al.,
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2024). Specifically, Akyürek et al. (2024) study the in-context language learning capabilities of
different models and find that Transformers outperformed other models, including Mamba, due to
the specialized attention heads. Jelassi et al. (2024) also discover that Transformers are superior to
Mamba on tasks that require copying from the input context. Park et al. (2024) point out that Mamba
struggles to retrieve vectors from the context of multi-query associative recall (MQAR) (Arora et al.,
2023), while Transformers can easily handle it well. Furthermore, Waleffe et al. (2024) conduct
experiments on larger models (up to 8B parameters) with a broader range of tasks, discovering that
when it comes to in-context learning and recalling information from text, although Mambas can
contain the same knowledge as Transformers, it will be more difficult for them to directly copy
useful information from history.

Although there has been some empirical exploration, the theoretical investigation concerning the
above “free lunch” question still remains open to explore. In this paper, we attempt to explore
Mamba’s expressive ability from a theoretical standpoint. Specifically, inspired by the comparison
between Mamba and linear attention mechanism, we first focus on Mamba’s ability to perform the
COPY operation, which is closely related to the ability to retrieve information from context. Our
theoretical results show that Mamba’s performance in executing COPY operations is closely related
to the size of its model and experiments also confirm the limitations of Mamba in executing copy
tasks and retrieval from long sequences. Further, following the setting of Feng et al. (2024); Yang
et al. (2024), we explore Mamba’s capability to solve DP tasks equipped with Chain of Thought
(CoT). We find that to solve arbitrary DP problems, Mamba, standard Transformers and efficient
Transformers including Linear and Sparse Transformers (Katharopoulos et al., 2020; Child et al.,
2019) seem to be on equal footing in terms of inference cost; however, when dealing with m-locality
DP problems, Mamba may offer significant savings like efficient Transformers. Our results can be
concluded as follows:

• A constant-sized Mamba may encounter bottlenecks when executing COPY operations
(Theorem 1 in Section 4);

• When the size of Mamba scales linearly with the sequence length, it can perform COPY
operation accurately (Theorem 2 in Section 4);

• To solve arbitrary DP problems, the total cost required by Mamba is comparable to that of
standard and efficient Transformers (Theorem 3 in Section 5);

• When dealing with DP problems that have favorable locality properties, Mamba can bring
savings in overhead compared to standard Transformers (Theorem 4 in Section 5).

2 RELATED WORK

SSMs and Attention Mechanism: The attention mechanism is a core component of LLMs (Brown
et al., 2020; Touvron et al., 2023). Drawing connections between SSMs and attention is a fascinat-
ing direction as it not only aids in our understanding of the Mamba structure but also facilitates
the transfer of well-established acceleration techniques from attention mechanisms to Mamba (Dao,
2023; Katharopoulos et al., 2020). Based on observations of the similarities between them, Dao
& Gu (2024) proposed the state space dual (SSD) layer based on SSMs to achieve significant im-
provements in training efficiency. Sieber et al. (2024) introduce the Dynamical Systems Framework
(DSF), under which attention and SSMs can be directly compared. Additionally, Han et al. (2024)
reformulate the structure of SSMs to establish links with linear attention, aiming to investigate the
key factors behind success in vision tasks. We follow this convenient reformulation and comparison,
based on which we furthermore explore Mamba’s ability to perform the COPY operation.

Comparisons between Transformers and Mamba: More recent works compare the performance
of Mamba and Transformers across various tasks from different perspectives. Merrill et al. (2024)
theoretically demonstrate that, similar to Transformers, Mamba is also unable to solve state tracking
problems such as permutation composition. Jelassi et al. (2024) find that Transformers significantly
surpass SSMs when facing tasks related to copying and retrieving information from context. Park
et al. (2024) investigate Mamba’s capability for in-context learning and demonstrate that Mamba
outperforms Transformers in sparse parity learning while it is weaker in tasks involving non-standard
retrieval functionality. Similarly, Waleffe et al. (2024) conduct experiments on a larger scale and
find that Mamba lag behind Transformers in tasks that require strong copying and long-context

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2025

reasoning. Our experiments reference the setups of these works and conduct similar investigations.
We also note that Jelassi et al. (2024) find theoretical conclusions that appear to be similar to ours,
namely that generalized SSMs (GSSMs) including Mamba cannot copy uniformly input sequences
unless the size of the state space grows linearly with the sequence length. Although our work
also focuses on “copy”, Jelassi et al. (2024)’s definition of the copy task is at the sequence level,
investigating the ability of GSSMs to replicate entire sequences that satisfy some distribution and
providing a lower bound for their state space memory. In contrast, our COPY operation is defined
at the token level, exploring the conditions under which Mamba can copy some specific historical
token and providing constructions for Mamba with linear-scaling size to achieving this operation.

Transformers and modern RNNs with CoT: Chain-of-Thought (CoT) (Wei et al., 2022) is em-
ployed to enhance the performance of LLMs by enabling them to provide step-by-step reasoning
before arriving at a final answer. It has been shown theoretically that Transformers with CoT exhibit
significantly improved expressive power, allowing them to solve more complex problems compared
to Transformers without CoT (Merrill & Sabharwal, 2023b; Feng et al., 2024; Merrill & Sabharwal,
2023a; Li et al., 2024; Yang et al., 2024). Our analysis of Mamba equipped with CoT follows the
framework set by Feng et al. (2024); Yang et al. (2024) in their analysis of dynamic programming
(DP) problems. Furthermore, Wen et al. (2024) examine the effect of CoT on enhancing the expres-
sive power of modern RNNs including SSMs by drawing connections with a Turing machine with
O(log(n)) space. Their findings indicate that when using CoT, RNNs with log(n) bit memory will
have strictly stronger representation power than those without CoT. Different from this, our work
explores the ability of Mamba equipped with CoT from the perspective of solving DP problems fol-
lowing the setting of Feng et al. (2024) and show constructions for Mamba layers with linear-scaling
size relative to the sequence length to solve DP problems.

3 PRELIMINARIES

In this section, we introduce the Mamba structure that we focus on and its reformulated form firstly
introduced by Han et al. (2024), which facilitates a better understanding of the connection between
Mamba and linear attention as illustrated in Section 4.1. It should be noted that to better distinguish
different types of variables, in this paper, we use bold uppercase letters to represent matrices such as
A, bold lowercase letters to represent vectors such as a, and all non-bold letters to represent scalars
such as a and ∆. This may differ slightly from the notations used in some Mamba-related literatures
(Dao & Gu, 2024; Zhu et al., 2024), where uppercase letters are used to describe A, B, C in SSMs.

State Space Model: The state space model (SSM) is inspired by the continuous system that maps a
scalar input x(t) ∈ R to its output y(t) ∈ R through a high-dimensional hidden state h ∈ Rdh (Gu
& Dao, 2023; Dao & Gu, 2024; Han et al., 2024; Zhu et al., 2024; Han et al., 2024). Specifically,
this system can be written as:

h′(t) = Ah(t) + bx(t), y(t) = cTh(t) + dx(t),

where A ∈ Rdh×dh denotes the evolution parameters, b, c ∈ Rdh are projection parameters and d
is a scalar parameter. The above continuous system can be discretized using transformation called
zero-order hold (ZOH), resulting in a discrete version that can be used for neural networks. In this
process, A, b will be transformed as A, b. The discrete version for SSM can be written as:

hi = Ahi−1 + bxi, yi = cThi + dxi,

where A = exp(∆A), b = (∆A)−1(exp(∆A) − I) · ∆b ≈ ∆b and ∆ ∈ R is a timescale
parameter. The matrix A is typically assumed to have certain structures such as being diagonal,
leading to the structured SSMs (Gu et al., 2022; Gupta et al., 2022).

Selective State Space Module: To enhance the SSM, Mamba makes the parameters bi, ci,∆i

dependent on different inputs xi. More specifically, A is set to be diagonal resulting in that
Aihi−1 = ãi ⊙ hi−1 where ãi = exp(∆ia), a = diag(A) and ⊙ denotes the element-wise
product. In addition, bixi = ∆ibixi = bi(∆i ⊙ xi). Thus, this transformation ultimately results in:

hi = ãi ⊙ hi−1 + bi(∆i ⊙ xi), yi = cTi hi + d⊙ xi.

Furthermore, to extend the case of processing scalar inputs xi to vectors xi ∈ Rd, Mamba performs
the above operations on each dimension independently, which can be formalized as:

Hi = Ãi ⊙Hi−1 + bi(∆i ⊙ xi)
T , yi = HT

i ci + d⊙ xi, (1)
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where Ãi = [ã
(j)
i ]dj=1 ∈ Rdh×d , bi = Wbxi ∈ Rdh , ci = Wcxi ∈ Rdh , ∆i =

Softplus(W 2
∆W 1

∆xi) ∈ Rd and W 1
∆,W 2

∆ are linear projection parameters. Thus, given the input
X = [xi]

N
i=1 ∈ Rd×N , we denote the output of the SSM module in Mamba as Y = SSM(X)

where Y = [yi]
N
i=1 and yi follows Eq (1). This formalization was introduced by Han et al. (2024)

to build a bridge between Mamba and linear attention and here we follow this form.

Mamba Layer: Given some input sequence X = [xi]
N
i=1 ∈ Rd×N , the input will be processed

through stacked Mamba layers where each layer can be viewed as consisting of a residual connection
and a Mamba block f (l) : Rd → Rd. Specifically, this process can be formulated as

Xl = Xl−1 + f (l)(Xl−1), l = 1, 2, . . . , L (2)

f (l)(Xl−1) = W
(l)
3 · SSM(W

(l)
1 Xl−1 + b

(l)
1 )⊙ σ(W

(l)
2 Xl−1 + b

(l)
2 ), (3)

where σ(·) denotes SiLU activation function. A Mamba block combines the output of the SSM
module with a gated MLP (Gu & Dao, 2023; Chowdhery et al., 2023; Shazeer, 2020), which can be
viewed as consisting of two branches. Here we call the branch with the SSM module as “the SSM
branch” and the other as “the gated branch”. It should be noticed that for the sake of simplifying the
analysis, we focus on the core components of Mamba including SSM module and the gated MLP
while ignoring other structures including the σ(·) before SSM module, Layer Normalization and 1D
Convolutions. The simplified Mamba structure that we focus on can be illustrated by Figure 1. In
addition, to avoid confusion, we clarify that the SSM module here is specifically the Selective State
Space Module used in Mamba and this will be consistent throughout the subsequent sections.

4 CAN MAMBA ALWAYS PERFORM COPY PERFECTLY?

In this section, we firstly interpret the reformulated SSM module introduced in Section 3 as a spe-
cial linear attention. Then based on this observation, we explore the capability of Mamba to execute
COPY operations during inference, which is highly related to the ability to perform in-context learn-
ing and retrieve information.

4.1 VIEWING MAMBA AS LINEAR ATTENTION

The attention mechanism is the key to the success of the Transformer architecture. Recent works has
explored the relationship between Mamba and attention mechanisms, particularly linear attention
from different perspectives Han et al. (2024); Dao & Gu (2024); Sieber et al. (2024). The linear
causal attention mechanism can be formalized as:

yi =

i∑
j=1

vjk
T
j qi =

i∑
j=1

(qT
i kj)vj =

i∑
j=1

aijvj , (4)

where qi, ki, vi are usually interpreted as query, key, value respectively and aij denotes the attention
scores of the i-th token to the j-th one. In attention mechanisms in Transformers, there exists aij > 0

for all j ≤ i and
∑j

i=1 aij = 1, which can be implemented by Softmax function, or approximated
by kernel methods (Katharopoulos et al., 2020; Choromanski et al., 2020).

On the other hand, given the input sequence [xi]
N
i=1 and recalling Eq (1), that the output of the SSM

module will have the following form when we set H0 = O and d = 0:

yi = (∆i ⊙ xi)b
T
i ci +

i−1∑
j=1

[
Πj ⊙ (∆j ⊙ xj)b

T
j

]
ci, (5)

where Πj = Ãi ⊙ Ãi−1 ⊙ · · · ⊙ Ãj+1. We notice that since in practice all elements of ∆ are
positive and A is set to be negative (Gu & Dao, 2023; Dao & Gu, 2024; Han et al., 2024), so that
the elements of Ãi in Eq (1) belong to the interval [0, 1]. For the sake of simplicity in analysis, we
replace the matrix Ãi with a constant ai (i.e., considering the case where all elements of Ãi are the
same), where ai ∈ [0, 1] (Dao & Gu, 2024). In fact, the subsequent analysis can be easily extended
to the normal case where the elements of matrix Ãi are different. Then, Eq (5) can be rewritten as

yi =

i∑
j=1

αj(∆j ⊙ xj)b
T
j ci =

i∑
j=1

αj(c
T
i bj)(∆j ⊙ xj), (6)
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Figure 1: The illustration of the simplified Mamba layer we focus on. Left Part: A Mamba layer
can be composed of a Mamba block with the residual connection; The Mamba block uses a gated
MLP to control the output of the SSM module, where we call the branch with the SSM module as
“the SSM branch” while the other as “the gated branch”; Right Part: The SSM module used in
Mamba can be rewritten in a form similar to linear attention, where ∆i, bi, and ci in SSM are all
derived from the current xi, similar to vi, ki, and qi in linear attention respectively.

where αj = Πi
k=j+1ak for j ≤ i − 1 and αi = 1. In this form, we can observe that it bears

similarities to linear attention without normalization in Eq (4), where (∆j ⊙xj), bj , ci corresponds
to vj , kj and qi respectively and cTi bj acts like attention scores aij . Considering αj−1 ≥ αj and
αj ∈ [0, 1] for all j ≤ i, the main difference is that each term in Eq (6) is weighted by a coefficient
αj to achieve the forgetting of inputs at longer distances while the attention mechanism uses the
constraints for attention scores imposed by Softmax function to make sure the scaling of outputs.

4.2 THE TRADE-OFF OF MAMBA WHEN PERFORMING COPY

Based on the observation of the connection between the SSM module and attention mechanism, we
investigate the capability of Mamba to recover historical inputs, which is foundational for the model
to process information based on context. The COPY operation we focus on is defined as follows:
Definition 1 (COPY operation). Given the considered input sequence X = [x1]

N
i=1, we define the

L-local matching set Si = {i − L + 1 ≤ j ≤ i : |cTi bj | ≥ δ} and denote vi = ∆i ⊙ xi as
historical records. Then the output of COPY operation is a sequence of vectors o1,o2, ...,oN with
oi = vpos(i) where pos(i) ∈ Si is the position we want to copy.

The L-local matching set Si describes the indices of historical keys bj that is highly relevant to
the current query ci within a local window of length L, that is, the “attention scores |cTi bj |” is
lower-bounded by δ. Thus, the position of the historical record we most want to replicate should be
within this highly relevant set. It should be noted that here we do not specify particular conditions
for the positions we want to copy for a given i ∈ [N ], which are usually determined by specific
tasks. Therefore, our analysis can be applied to general scenarios. We then make the following
assumption:
Assumption 1. For the given sequence X = [xi]

N
i=1, the following conditions holds:

• For i ∈ [N ], cTi bpos(i) ≥ ρ where ρ ≥ δ and 0 ≤ |cTi bj | < δ for all j /∈ Si.

• For any i ∈ [N ], there exists
∑

j∈Si
αj |cTi bj | < 1.

The first condition of Assumption 1 places a restriction on the attention score between the historical
keys and the current query: for those positions not within the L-local matching set Si, the relevance
between the two will be strictly constrained within δ; whereas for the position we want to replicate,
its relevance is lower-bounded by ρ, ensuring a certain gap from other historical records. The second
condition of Assumption 1 imposes a constraint on the stability of the output caused by the records
in Si, that is, ∥

∑
j∈Si

αjc
T
i bjvj∥ < 1 when ∥vj∥ ≤ 1 for j ∈ Si.

5
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Now we present the following result:
Theorem 1 (Perform COPY operation with constant size). Under Assumption 1, given a input
sequence x1,x2, . . . ,xN and for any ϵ > 0, there exists a Mamba block with constant size that
can approximate the COPY operation, that is, for i ∈ [N ], we have ∥yi − oi∥ ≤ ϵ if the following
condition is satisfied:

ρ ≥
(
1− ϵ

2M∥∆∥∞

)
1

αpos(i)
+

δ

2

 amax,<

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>

 , (7)

where amax,< = max1≤j<pos(i) aj and amin,> = minpos(i)<j≤i aj . Moreover, in such cases, there
exists δ ≤ ϵ

(L−1)M∥∆∥∞
when L ≥ 2.

The proof of Theorem 1 can be seen in Appendix A.1. Theorem 1 presents the trade-off between the
historical coefficient aj , the window length L of Si, and the lower bound of the attention score cTi bj
when performing the COPY operation with constant size. At first glance, the lower bound ρ exhibits
exponential growth with respect to L, that is, ρ = Ω

(
(1/amin,>)

L
)
, which seems unacceptable.

In addition, when amin,> and L are smaller and amax,< is larger, the aforementioned condition (7)
will be satisfied more easily. More specifically, as seen from (7), when we want to copy the vector
vpos(i) from the hidden state, the terms before pos(i) should be forgotten sufficiently (amax,< is
smaller) so that the record remembered by the hidden state is as pure as possible. In addition, the
forgetting coefficient after pos(i) should not be too small (correspondingly, amin,> should be as
large as possible) to make sure that vpos(i) is recorded to some extent. Futhermore, the maximum
distance L between the copied position and the current position should not be too far. In these cases,
the lower bound of the relevance score cTi bpos(i) will be smaller, which means that it will be easier to
achieve the COPY operation. Moreover, it should be noticed that as the possible position of pos(i)
move further away from the current position (L grows), the attention scores of irrelevant historical
records will decrease, that is, |cTi bj | will be smaller for j /∈ Si.

One cannot help but think that the sufficient condition for Mamba to achieve the COPY operation
illustrated by Theorem 1 is extremely stringent as the lower bound of the attention score for the
historical record we want to copy grows exponentially with L. This naturally leads to the question:
will Mamba perform the COPY operation more easily when we increase the model size? We point
out that when the size of Mamba increases linearly with the length of the input sequence, Mamba
will be capable of accurately restoring the historical records. Below, we present our results:
Theorem 2 (Perform COPY operation with linear-scaling size). Given sequence x1,x2, . . . ,xN ∈
[−M,M ]d, there exists a Mamba block with size O(N) that can perform the defined COPY oper-
ation, that is, yi = oi for any i ∈ [N ]. Moreover, the l∞ norm of the Mamba block parameters is
upper bounded by O(ploy(M,N)).

The proof of Theorem 2 can be found in Appendix A.2. Theorem 2 is based on a simple intuition:
when the size grows linearly with the length of input sequence, the model will have enough space to
store these historical records and therefore can retrieve them. All parameters being upper bounded by
O(ploy(M,N)) means that the problem can also be solved by the same Mamba block with log(N)
precision, which has been also adopted in previous works (Merrill & Sabharwal, 2023b;a; Feng
et al., 2024; Yang et al., 2024; Wen et al., 2024). Furthermore, here we only provide an existence
construction, and whether the Mamba layers will actually learn these constructions is beyond the
scope of our analysis. It should be noticed that during inference, such a Mamba block will have the
same cost as Transformers at each step(growing linearly with length). Based on this observation, we
will elaborate in Section 5 that when faced with the DP problems, Mamba will incur the same order
of overhead as the Transformer.

4.3 MAMBA EMPIRICALLY WEAKER IN COPY TASKS THAN TRANSFORMERS

Although theoretical analysis shows that Mamba might face difficulties in performing COPY opera-
tion, in practice, Mamba may mitigate this issue through multi-layer stacking, and the actual number
of parameters might be sufficient to handle tasks of a certain scale. Therefore, following previous
works (Jelassi et al., 2024; Waleffe et al., 2024), we conduct experiments on both synthetic data and
more realistic task to explore the practical performance of Mamba.
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Figure 2: Experiment on the copy task and more realistic phonebook task. Left Part: The training
process of Transformers and Mamba models of different sizes on the copy task. Center Part: The
performance of Mamba when the length of the string to be copied is changed. Right Part: The
performance of pre-trained Mamba as the length of the phone book increases.

4.3.1 EXPERIMENTS ON SYNTHETIC DATA

First, we conduct experiments on the copy task introduced by Jelassi et al. (2024). In this task,
models are given a string of a certain length and then are required to copy this string exactly as out-
put. During training, we uniformly sample a length from the interval [Nmin, Nmax] and then sample
characters from the alphabet at each position to obtain a string as a instance. During evaluation, we
sample strings of fixed length Nmax as inputs, and then we ask models to repeat them while count-
ing the ratio of correctly copied characters as accuracy. More experimental details can be found in
Appendix A.5.

For the left part of Figure 2, we firstly compare Transformer and Mamba of similar size (126M
and 135M, labeled as TF and Mamba) while fixing the string length. The result shows that while
both can perform the copy task finally, Transformer learns the task quickly whereas Mamba requires
nearly seven times the number of examples. For smaller models, on the one hand, we find that the
performance of Transformer is hardly affected when we halve the number of layers (63M, marked
as TF-small); on the other hand, we consider two approaches for Mamba: (i) reducing the number
layers (67M, labeled as Mamba-small-L), which causes Mamba to require more examples to achieve
similar accuracy; (ii) reducing the hidden size (67M, labeled as Mamba-small-D), in such case
Mamba learn the copy task even more slowly; (iii) reducing the hidden size while increasing
layers (69M, labeled as Mamba-small-LD), in which case Mamba can not learn the task with 5.8×
105 examples and the training process becomes unstable. Our results indicate that for the copy task,
the hidden size of Mamba seems more important than the number of layers at the same model size,
while Transformers are consistently better than Mamba.

For the center part of Figure 2, we change the maximum length Nmax while maintaining the model
size. The results showed that when Nmax are 10, 20, and 30, the number of training examples needed
for Mamba to learn the task (achieving 95% accuracy in 3 consecutive evaluations) is approximately
1.36 × 104, 3.52 × 104, and 1.15 × 105 respectively, indicating that the required number grows
more than linearly relative to Nmax. Notably, when Nmax = 40, Mamba will be unable to learn the
task within 5.8 × 105 examples. Additionally, we observe instability in Mamba’s training as Nmax

increases. In contrast, Transformer can still learn quickly and maintain stability even at Nmax = 40,
which again indicate that Transformer outperforms Mamba in executing copy operations.

4.3.2 EXPERIMENTS ON PHONEBOOK TASK

For more realistic tasks, we consider the “phonebook” task following Waleffe et al. (2024); Jelassi
et al. (2024). In this task, models are given a phone book consisting of N names and their corre-
sponding phone numbers, and then models are asked in a few-shot manner to provide the phone
number for some given person in the phone book, for example, “Bob: 111111; Alice: 222222; Tom:
{ } ”, which relates to the ability to copy at specified positions. We examine the pre-trained Mamba
models of sizes 370M, 1.4B, and 2.8B (Gu & Dao, 2023).

It can be seen from the right part of Figure 2 that when the length N of the phone book increases,
the performance of models declines to a certain extent while larger models are better at retrieving
the required information. Additionally, we notice that there will be some improvement in perfor-
mance when we provide Mamba with task-related information in advance, such as adding the prompt
“Please remember the phone number of Tom” at the beginning (labeled as Mamba(2.8B)++). This
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suggests that informing the model about the task in advance helps it to perform better in selective
memory during processing subsequent inputs, thereby enhancing the effectiveness of the copy.

5 THE EXPRESSIVE POWER OF MAMBA EQUIPPED WITH COT

Although Mamba may face certain bottlenecks when handling copy tasks, another interesting ques-
tion is: when augmented with other techniques, such as Chain of Thought (CoT), will Mamba see an
improvement in its capabilities? Now, we turn our attention to the expressive ability of Mamba
equipped with CoT to solve dynamic programming (DP) problems. Specifically, following the
setup by Feng et al. (2024); Yang et al. (2024), a DP problem can be described by input sequences
{s(1), s(2), . . . , s(N)}, state space I, transition function fT , and aggregation function fA. Each of
component can be described as follows:

• Input sequences: We use {s(1), s(2), . . . , s(N)} to denote the input of the sequences and the vector
n =

[
|s(1)|, |s(2)|, . . . , |s(N)|

]T
to describe the scale of the problem, where |s(i)| denotes the length

of the i-th sequence.

• State Space: For a given DP problem, the state space In (and its size) will be determined based
on the problem size n. Each state i ∈ In corresponds to an intermediate value dp(i) that needs to
be computed, and i ≺ j means that state i needs to be solved before state j. There exists a function
fI : In → In to calculate the next state, that is, j = fI(i) if j is the next state to solve after i.

• Transition function: The intermediate DP value can be calculated by the transition function
fT as dp(i) = fT (n, s, {(j,dp(j)) : j ≺ i}) where s is the concatenation of the input tokens
which corresponds to all elements of all input sequences. Furthermore, this can be formulated as
dp(i) = fT (n, {sj : j ∈ Di}, {dp(k) : k ∈ Vdp(i)}) where Di and Vdp(i) are the sets of input
tokens indices and DP values needed to solve state i respectively.

• Aggregation function: To produce the final answer, the aggregation function needs to collect the
required intermediate DP values and calculate the final result, which can be formalized as anwser =
fA({dp(i) : i ∈ An}) where An is the set of DP values needed in the aggregation according to the
problem size n.

It should be noted that in the above definition, we use s(i) to denote the i-th input sequence and
si to denote the i-th input token, where s is all input tokens transformed from the concatenated
input sequences (s(1), s(2), . . . , s(N)). It can be referenced from Section 4.1 of Feng et al. (2024)
for more detailed examples for DP problems. We consider the process by which the Mamba layer
defined as Eq (2) gradually generates the solution to DP problems when using CoT. The format of
the generated sequence can be written as:

s(1) | s(2) | . . . | s(N) | (i1,dp(i1)) . . . (i|In|,dp(i|In|)) final answer

where the input sequence is separated using the symbol | as a delimiter.

Assumption 2. Given the input sequences s(1), s(2), . . . , s(N), we consider the following constraints
for the DP problem:

• For any i ∈ In, there exists |Di| ≤ Ns, |Vdp(i)| ≤ Ndp and |A(n)| ≤ NA.

• The size of the state space |In|, all elements of input sequences (or equivalently, si for all
i ∈ [|s|] ), all intermediate DP values (dp(i) for any i ∈ In), and the final answer can all
be polynomially upper bounded by the problem size n.

• The functions used to solve the DP problem, including the function fI to determine the
next state, the transition function fT , the aggregation function fA and A(n) can all be
approximated with polynomial efficiency by a constant-size MLP (with the SiLU activation
function) (Feng et al., 2024).

The first constraint of the Assumption 2 illustrates that the number of input tokens and previous DP
values used in the transition function is upper bounded by Ns and Ndp respectively. In addition,
the number of DP values used in aggregation is at most NA. The second constraint allows that all
involved inputs and outputs used in functions can be represented by the log-precision model. The
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third constraint allows a constant-sized degenerated Mamba (see Lemma 2) to implement functions
required to solve the DP. In fact, due to the first constraint, the sizes of inputs and outputs of these
functions will be a constant related to {Ns, Ndp, NA}. Now we present our conclusion as follows:

Theorem 3 (Perform DP problems with CoT). Considering any DP problem and given input se-
quences that satisfies Assumption 2, for any integer T ∈ N, there exists several Mamba layers with
size O(T ), such that the answer generated by the Mamba layers will be correct when the length of
the answer is no more than T .

Models with CoT Standard TF Sparse/Linear TF Mamba
storage O(1) O(

√
T ) O(T )

inference each step O(T ) O(T ) O(T )

all steps O(T 2) O(T 2) O(T 2)

Table 1: The comparison of costs for solving any DP prob-
lems between Transformers and Mamba.

The proof of Theorem 3 can be seen
in Appendix A.3. Theorem 3 states
that for any DP problem, to gener-
ate correct answers with a length no
greater than T in CoT, the size of
the Mamba layer should scale lin-
early with the sequence length. Addi-
tionally, it can be noted that each step
of CoT for Mamba has a complexity of O(T ) and thus the total cost is O(T 2). In comparison with
standard Transformers, Feng et al. (2024) point out that a constant-sized Transformer (O(1) relative
to T ) can solve any DP problem when equipped with CoT. Thus during each step of CoT inference,
the inference cost for Transformer is O(T ), making the total cost still O(T 2); While for efficient
Transformers, especially linear or sparse Transformers, the conclusions obtained by Yang et al.
(2024) are also similar: to solve any DP problem, they all require a hidden dimension of O(

√
T )

(and particularly, block size B = Θ(
√
T ) for sparse transformers), which results in a inference cost

of O(T ). Consequently, the total cost remains O(T 2). Therefore, when equipped with CoT and
solving any DP problems, Mamba does not offer additional cost savings compared to Transformers
and thus all models are on equal footing in this regard. This comparison can be illustrated in Table 1.

It seems that this is a frustrating conclusion: similar to efficient Transformers, Mamba also appears
not to provide savings in overhead. However, we should note that although there seems to be no
shortcut to solving arbitrary DP problems, it may be possible to achieve solutions for slightly sim-
pler problems using efficient models. We aim to show that just as efficient Transformers can offer
advantages when dealing with DP problems with local properties introduced by Yang et al. (2024),
Mamba can also similarly address such problems with a smaller overhead compared to standard
Transformers. We assume that when solving some DP problem with CoT, the output tokens can be
written as o1,o2, . . . ,oT . If oi = f({oj : i−m ≤ j < i}) for any i ∈ [T ], that is, the calculation
for oi only depends on at most m preceding intermediate DP values, then we call the DP problem is
m-locality DP problem. With this assumption, we present the following result:

Theorem 4 (Perform m-locality DP problems with CoT). Consider any m-locality DP problem
and given input sequences that satisfies Assumption 2, for any integer T ∈ N, there exists several
Mamba layers with size O(m), such that the answer generated by the Mamba layers will be correct
when the length of the answer is no more than T .

The proof of Theorem 4 can be seen in Appendix A.4. Theorem 4 shows that when handling m-
locality DP problem with CoT, the needed size of Mamba depends on the problem’s locality. When
m is much smaller than the total needed length T , the cost for each step becomes a constant O(m);
therefore, the total cost becomes O(mT ) rather than O(T 2) leading to savings in cost.

6 DISCUSSION

In this paper, inspired by the similarity between the SSM module in Mamba and linear attention,
we explore Mamba’s potential bottlenecks in the COPY operation and show that Mamba with linear
size can complete it. Additionally, we present that Mamba has the same cost as standard or efficient
Transformers when solving DP problems using CoT. Our findings contribute to a deeper understand-
ing of Mamba. However, we would like to illustrate that while Mamba may slightly underperform
Transformers in certain tasks, it offers advantages in others like sparse parity learning(Park et al.,
2024) and can achieve comparable performance with lower costs(Gu & Dao, 2023). Therefore, as
shown in Park et al. (2024); Waleffe et al. (2024); Wen et al. (2024), exploring hybrid architectures
and deeper theoretical analysis for them is a promising direction for future work.
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A APPENDIX

A.1 PROOF OF THEOREM 1

Theorem 5 (Perform COPY operation). Given a input sequence x1,x2, . . . ,xN and for any ϵ > 0,
there exists an SSM module with constant size that can approximate the COPY operation defined
above when the following condition is satisfied for i ∈ [N ]:

ρ ≥
(
1− ϵ

2M∥∆∥∞

)
1

αpos(i)
+ δ

 amax,<

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>

 , (8)

where amax,< = max1≤j<pos(i) aj and amin,> = minpos(i)<j≤i aj . Moreover, in such cases, there
exists δ ≤ ϵ

2(L−1)M∥∆∥∞
when L ≥ 2.

Proof. We firstly show that given the i-th input xi, a SSM module can retrieve the most relevant
historical record vpos(i) from the hidden state and perform the defined COPY operation under the
condition illustrated in our theorem. To achieve this, recalling that vj = ∆j ⊙xj in Eq (6), we have
that

∥∥yi − vpos(i)

∥∥
∞ =

∥∥∥∥∥∥
i∑

j=1

αj(∆j ⊙ xj)b
T
j ci − vpos(i)

∥∥∥∥∥∥
∞

=

∥∥∥∥∥∥
i∑

j=1

αj(c
T
i bj)vj − vpos(i)

∥∥∥∥∥∥
∞

(9)

=

∥∥∥∥∥∥
∑

j ̸=pos(i)

αj(c
T
i bj)vj + αpos(i)(c

T
i bpos(i))vpos(i) − vpos(i)

∥∥∥∥∥∥
∞

(10)

=

∥∥∥∥∥∥
∑

j ̸=pos(i)

αj(c
T
i bj)vj +

[
αpos(i)(c

T
i bpos(i))− 1

]
vpos(i)

∥∥∥∥∥∥
∞

(11)

≤ M∥∆∥∞

 ∑
j ̸=pos(i)

αj |cTi bj |+ 1− αpos(i)c
T
i bpos(i)

 , (12)

where in (12) we use the fact that ∥xi∥∞ ≤ M and αpos(i)|cTi bpos(i)| ≤ 1 (from the second
condition in Assumption 1). Thus, to prove

∥∥yi − vpos(i)

∥∥
∞ ≤ ϵ, we can show that

cTi bpos(i) ≥
(
1− ϵ

M∥∆∥∞

)
1

αpos(i)
+

∑
j ̸=pos(i)

αj

αpos(i)

∣∣cTi bj∣∣. (13)

Recalling that αj =
∏i

k=j+1 ak, we have

αj

αpos(i)
=


∏pos(i)

k=j+1 ak = apos(i)apos(i)−1 . . . aj+1, when j < pos(i)∏j
k=pos(i)+1

1
ak

= 1
ajaj−1...apos(i)+1

, when j > pos(i).
(14)

Then we can consider the second term on the right side of Inequality (13) as∑
j ̸=pos(i)

αj

αpos(i)

∣∣cTi bj∣∣ = ∑
j /∈Si

αj

αpos(i)

∣∣cTi bj∣∣+ ∑
j∈Si,j ̸=pos(i)

αj

αpos(i)

∣∣cTi bj∣∣ (15)
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For the first term on the right side, we have

∑
j /∈Si

αj

αpos(i)

∣∣cTi bj∣∣ ≤ δ

 ∑
j /∈Si,j<pos(i)

αj

αpos(i)
+

∑
j /∈Si,j>pos(i)

αj

αpos(i)

 (16)

≤ δ

pos(i)−1∑
j=1

αj

αpos(i)
+

i∑
j=pos(i)+1

αj

αpos(i)

 (17)

≤ δ

pos(i)−1∑
k=1

(amax,<)
k +

i−pos(i)∑
k=1

(
1

amin,>

)k
 (18)

≤ δ

amax,<(1− a
pos(i)−1
max,< )

1− amax,<
+

(
1

amin,>

)i−pos(i)

− 1

1− amin,>

 (19)

where amax,< = max1≤j<pos(i) aj and amin,> = minpos(i)<j≤i aj . In (16) we use the assumption
that

∣∣cTi bj∣∣leδ for j /∈ Si; in (17) we use αj

αpos(i)
> 0 for all j ≤ i; in (18), we use the fact that

αj

αpos(i)
≤ (amax,<)

pos(i)−j for j < pos(i) and αj

αpos(i)
≤
(

1
amin,>

)j−pos(i)

for j > pos(i); in (19),
we use the formula for the sum of a geometric series.

Furthermore, considering that the vector vpos(i) to be copied must exist in the L-local matching set
Si so there is i− L+ 1 ≤ pos(i) ≤ i, we have the following

∑
j /∈Si

αj

αpos(i)

∣∣cTi bj∣∣ ≤ δ

amax,<(1− a
pos(i)−1
max,< )

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>

 (20)

≤ δ

 amax,<

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>

 . (21)

In (20), we use the fact that amax,< ∈ (0, 1) while 1
amin,>

> 1; in (21) we just ignore the term

a
pos(i)−1
max,< for simplicity (in fact, we can find that when i is sufficiently large, the effect of this term

can be neglected).

Meanwhile, with Assumption 1, we can consider the second term on the right side of Inequality (15)
as ∑

j∈Si,j ̸=pos(i)

αj

αpos(i)

∣∣cTi bj∣∣ ≤ 1

αpos(i)
− cTi bpos(i). (22)

Thus, considering (13), (21) and (22), to show ∥yi − oi∥∞ ≤ ϵ, the following condition should be
satisfied

cTi bpos(i) ≥
(
1− ϵ

M∥∆∥∞

)
1

αpos(i)
+ δ

 amax,<

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>

 (23)

+
1

αpos(i)
− cTi bpos(i). (24)

After reformulating, there exists

cTi bpos(i) ≥
(
1− ϵ

2M∥∆∥∞

)
1

αpos(i)
+

δ

2

 amax,<

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>

 . (25)
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Recalling that cibTpos(i) ≥ ρ, we can find that if we set the lower bound of ρ as the right side of
Inequality (25), we will have ∥yi − oi∥ ≤ ϵ.

Moreover, in such case, with the second condition of Assumption 1, we have cTi bpos(i) ≤ 1
αpos(i)

thus there is

1

αpos(i)
≥
(
1− ϵ

2M∥∆∥∞

)
1

αpos(i)
+

δ

2

 amax,<

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>

 . (26)

By reformulating, when L ≥ 2, we can get that

δ ≤ ϵ

M∥∆∥∞

 amax,<

1− amax,<
+

(
1

amin,>

)L−1

− 1

1− amin,>


−1

(27)

≤ ϵ

M∥∆∥∞


(

1
amin,>

)L−1

− 1

1− amin,>


−1

(28)

≤ ϵ

M∥∆∥∞
· 1

L− 1
, (29)

where in (29) we use the inequality 1−a
( 1
a )x−1

≤ 1
x for 0 < a < 1 and x ≥ 1 where a and x are

replaced by amin,> and L− 1 in (28) respectively when L ≥ 2.

We have shown above that an SSM module can perform the defined COPY operation under the
conditions described in Theorem 1. To prove that a Mamba block can do the same, we only need
to demonstrate that a Mamba block defined by Eq (3) degenerates into an SSM module. In fact, we
only need to deactivate the gating branch to achieve this. For example, we can set W1 = W3 =
I, b1 = 0,W2 = O and b2 = k1 where the constant k satisfies σ(k) = 1. Thus, we complete our
proof.

A.2 PROOF OF THEOREM 2

Theorem 6 (Perform COPY operation with linear-scaling size). Given sequence x1,x2, . . . ,xN ∈
[−M,M ]d, there exists a Mamba block with size O(N) that can perform the defined COPY oper-
ation, that is, yi = oi for any i ∈ [N ]. Moreover, the l∞ norm of the Mamba block parameters is
upper bounded by O(ploy(M,N)).

Proof. Recalling that the output of SSM module in Mamba can be rewritten in the form of Eq (6),
where (∆j ⊙ xj), bj , ci corresponds to vj , kj and qi respectively. Our intuition is to store all
the information of vi from our history in the hidden state space of size O(N) (similar to the KV
cache in attention format), and then use the appropriate ci as the query for retrieval. We can set
A = O so that Eq (6) further transforms in a way that does not forget historical information, that is,
yi =

∑i
j=1(∆j ⊙ xj)b

T
j ci =

∑i
j=1 vjb

T
j ci.

Let x̃i = [xi, ei, epos(i)] ∈ Rd+2N where ei ∈ RN denote the one-hot vector where only the i-th
value is 1. We use ei, epos(i) to denote the current position and the position of historical token
we want to copy respectively. Then, we construct Wb = [ON×d, IN ,ON ] ∈ RN×(d+2N) so that
b̃i = Wbx̃i = ei. Then, at the i-th step, the information newly recorded in the state space will be
vib̃

T
i = vie

T
i ∈ Rd×N and the updated state space will be Hi = Hi−1 +

∑i−1
j=1 vj b̃

T
j + vib̃

T
i =

[v1,v2, . . . ,vi,Od×(N−i)] thus at the last step, we can record all historical information in the state
space by HT =

∑N
j=1 vj b̃

T
j = [v1,v2, . . . ,vN ]. Then, at the output process, we can construct

Wc = [ON×d,ON , IN ] ∈ RN×(d+2N) so that c̃i = Wcx̃i = epos(i). Thus, the output will be
yi = Hic̃i =

∑i
j=1 vjb

T
j epos(i) = vpos(i).
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At the same time, we note that in the above process, the vectors ei, epos(i) to denote position in x̃i

are sparse. In fact, we only need to use two indices pi = i and ppos(i) = pos(i) to store them thus
the total size to store all indices is O(N). Additionally, Wb,Wc are also sparse so we require at
most O(N) space to store these two matrices. Therefore, the model size we need is O(Nd) that
scales linearly with the length N . Similar to the proof of Theorem 1, we can degenerate the Mamba
block into the aforementioned SSM module by deactivating the gating branch. In addition, we
note that xi ∈ [−M,M ]d and pi, ppos(i) ∈ [1, N ] thus the largest value involved in the aforemen-
tioned process will not exceed NM2 (the largest value in hidden states), which is upper bounded by
O(ploy(M,N)). Thus, we complete our proof.

A.3 PROOF OF THEOREM 3

In this part, we first present the necessary lemmas before completing the proof of Theorem 3. In
fact, these lemmas are very similar to those presented by Feng et al. (2024) in Appendix C.1 regard-
ing MLP. The main difference is that we need to degenerate Mamba blocks to MLP and consider
different activation functions (SiLU for Mamba instead of GELU). Thus, we only provide detailed
proofs of these relevant lemmas when necessary.
Lemma 1 (Perform multiplication). For any ϵ > 0 and M > 0, there exists Mamba block param-
eters with l∞ norm upper bounded by O(poly(M, 1/ϵ)) such that |f(a, b) − ab| ≤ ϵ holds for all
a, b ∈ [−M,M ].

Proof. We first show that a two-layer MLP using the SiLU activation function can achieve the above
operation. We use the same construction as in Lemma C.1. in Feng et al. (2024), except that we use
the SiLU activation function instead of GELU. Specifically, let g : R2 → R be a two-layer MLP
with SiLU activation, and the hidden dimension is 4, then we can construct f as

g(a, b) =
λ2

2

(
σ

(
a+ b

λ

)
+ σ

(
−a− b

λ

)
− σ

(
a− b

λ

)
− σ

(
−a+ b

λ

))
, (30)

where λ is a scaling factor. In addition, considering σ(x) = x
1+e−x , σ′(x) = 1+(x+1)e−x

(1+e−x)2 , σ′′(x) =

e−x(2+2e−x+xe−x−x)
(1+e−x)3 , we have σ(0) = 0, σ′(0) = 1

2 , σ′′(0) = 1
2 . Then, using the Taylor expansion

with the Lagrange remainder, we can obtain that

σ

(
a+ b

λ

)
+ σ

(
−a− b

λ

)
− σ

(
a− b

λ

)
− σ

(
−a+ b

λ

)
=

1

2!

1

2

((
a+ b

λ

)2

+

(
−a− b

λ

)2

−
(
a− b

λ

)2

−
(
−a+ b

λ

)2
)

+R2 =
2ab

λ2
+R2,

where R2 is the second-order remainder term. Assuming that λ > 2M , we have |±a±b
λ | < 2M

λ < 1
and then

|R2| ≤
4

3!

(
2M

λ

)2

max
x∈[−1,1]

|σ′′′(x)|

=
4

3!

(
2M

λ

)2

max
x∈[−1,1]

∣∣∣∣ (x− 3)e−x − 4xe−2 + (x+ 3)e−3x

(1 + e−x)4

∣∣∣∣
≤ 4

3!

(
2M

λ

)2
4e+ 4e2 + 4e3

(1 + e−1)4

≤ 4

3!

8M3

λ3

81

2

=
216M3

λ3
.

Thus if we set λ ≥ 216M3

2ϵ we will have |g(a, b)− ab| ≤ λ2

2 |R2| ≤ ϵ.

Then, we note that a Mamba block f defined as Eq (3) can degenerate into the above MLP g by
deactivating its SSM branch. Specifically, we only need to set W1 to be zeros and b = 1 so that the
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input of the SSM branch is a constant 1, that is,

f(x) = W3 · SSM(1)⊙ σ(W2x+ b2).

In the SSM module, we can set Wb to be zeros, that is, no new information will be retained in the
hidden state. Following this, we set d = 1 resulting that given x = 1, we have SSM(1) = y =
cTH +d⊙x = cT1+ 1⊙ 1 = 1. Thus the SSM branch can be deactivated and the Mamba block
will degenerate into a two layer MLPs, that is,

f(x) = W3σ(W2x+ b2). (31)

Furthermore, given x = [a, b], we can set W2 ∈ R4×2 and W3 ∈ R4×1 to meet the two-layer MLP
g as Eq (30). Additionally, we note that all parameters of this Mamba block can be upper bounded
by O(poly(M, 1/ϵ)) under the l∞ norm. Thus, we complete our proof.

Remark 1. It should be noted that here we have only provided one possible construction and this
is not unique. For example, in the process of deactivating the SSM branch, we could also choose
to make ∆ sufficiently large and correspondingly Ã sufficently small with A ≤ 0 so that the hid-
den states approximates zeros. In fact, the expressive power of an Mamba block with two branches
should be stronger than that of a two-layer MLP since it already encompasses the latter. Neverthe-
less, we still provide one possible construction here.

Lemma 2 (Approximate two-layer MLPs with ReLU). Let g : Rd1 → Rd2 be a two-layer MLP
with ReLU activation, and all parameters are upper bounded by M . Then, for any ϵ > 0 , there
exists a Mamba block f and parameters upper bounded by O(poly(M, 1/ϵ)) in the l∞ norm, such
that for all x ∈ Rd1 , we have ∥f(x)− g(x)∥∞ ≤ ϵ.

Proof. Similar to Lemma 1, once again, we deactivate the SSM branch, causing a Mamba block to
degenerate into the form of Eq 31. Considering a two-layer MLP with a ReLU activation function
denoted as g(x) = W 3ReLU(W 2x) where W 2 ∈ Rd×d1 and W 3 ∈ Rd2×d, we can set similar
parameters for the degenerated Mamba blcok, that is, we consider W2 = λW 2, W3 = 1

λW 3

in Eq (31) where λ is some large constant. In order to prove the lemma, we need to show that
∥f(x)− g(x)∥∞ ≤ ϵ with some λ upper bounded by O(ploy(M, 1/ϵ)).

Considering a scalar z ∈ R, we firstly consider the upper bound of the following equation:∣∣∣∣ReLU(z)− 1

λ
SiLU(λz)

∣∣∣∣= ∣∣∣∣max(z, 0)− z

1 + e−λz

∣∣∣∣= |z|
eλ|z| + 1

≤ 1

λ
,

where we use the fact that ex +1 > x for any x ≥ 0. Then, let z = W 2x, we can show that for any
z ∈ Rd, ∥∥∥∥W 3ReLU(z)− 1

λ
W 3SiLU(λz)

∥∥∥∥
∞

≤ ∥W 3∥∞
∥∥∥∥ReLU(z)− 1

λ
SiLU(λz)

∥∥∥∥
∞

(32)

≤ Md

∥∥∥∥ReLU(z)− 1

λ
SiLU(λz)

∥∥∥∥
∞

(33)

≤ Mdmax
z∈R

∣∣∣∣ReLU(z)− 1

λ
SiLU(λz)

∣∣∣∣ (34)

≤ Md

λ
. (35)

Then, if we set λ > Md
ϵ , we will have ∥f(x)−g(x)∥∞ ≤ ϵ and all parameters of the Mamba block

is upper bounded by O(ploy(M, 1/ϵ)). Thus, we complete our proof.

Remark 2. We have proven that a Mamba block can approximate a two-layer MLP with ReLU
activation function, and since the latter can perform many basic operations, including linear trans-
formations and selection operations as constructed in Lemma C.3 and Lemma C.5 in Feng et al.
(2024), we can use Lemma 2 to adopt the same construction, enabling the Mamba block to perform
these operations. We present the following colloary more specifically, and the detailed proof can be
found in the above mentioned part in Feng et al. (2024).
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Lemma 3 (Perform linear transformation, easily derived from Lemma 2 and Lemma C.3 in Feng
et al. (2024)). Let W ∈ Rd2×d1 be any matrix used for implementing linear transformations upper
bounded by M and f : Rd1 → Rd2 be a Mamba block. Then, for any ϵ > 0, there exist Mamba
block parameters with l∞ norm bounded by O(poly(M, 1/ϵ)), such that for any x ∈ Rd1 , we have
∥f(x)−Wx∥∞ ≤ ϵ.

Lemma 4 (Perform select operation, easily derived from Lemma 2 and Lemma C.4 in Feng et al.
(2024)). Define the selection function g : Rd × Rd × R → Rd as follows:

g(x,y, t) =

{
x if t > 0
y if t < 0

(36)

Let f : Rd × Rd × R → Rd be a Mamba block. Then, for any ϵ > 0, α > 0, and M > 0, there
exist Mamba parameters with l∞ norm bounded by O(poly(M, 1/α, 1/ϵ)), such that for all x ∈
[−M,M ]d, y ∈ [−M,M ]d, and t ∈ [−∞,−α]∪ [α,+∞], we have ∥f(x,y, t)−g(x,y, t)∥∞ ≤ ϵ.

Next, we show that one Mamba layer or several Mamba layers can implement indicator functions
through the select operation. We mainly focus on the usual indicator functions I[a ̸= b], I[a > b]
and I[a < b].

Lemma 5 (Perform indicator function). Define the indicator function I(a, b, ◦) : R2 × {≠, >,<
} → {0, 1} where a, b ∈ [−M,M ]. The output of the function will be 1 if a ◦ b is satisfied otherwise
the output will be 0. Let f : R2 → R be a Mamba block. Then, for any ϵ > 0, there exist Mamba
parameters with l∞ norm upper bounded by O(poly(M, 1/ϵ)), such that for any a, b ∈ [−M,M ]
and ◦ ∈ {≠, >,<}, we have ∥f(a, b)− I(a, b, ◦)∥∞ ≤ ϵ.

Proof. We first show that a Mamba block can implement I[a > b] and I[a < b]. For I[a > b], it is
equivalent to consider g(1, 0, a − b) where g(·) defined in Lemma 4. So firstly we can use a linear
layer with appropriate parameters W0, b0 to convert the input [a, b] into the vector [1, 0, a−b]. Then
we can use Lemma 4 to implement I[a > b] by changing the parameters of the first linear layer from
{W1, b1} to {W1W0, b1 +W1b0}. The proof for I[a < b] is similar as well.

Noticing that I[a ̸= b] = 1 − (1 − I[a > b]) · (1 − I[a < b]), we can implement I[a ̸= b]
through the following layers: Firstly, we can use one Mamba block to implement 1 − I[a > b] and
1 − I[a < b] simultaneously, where the hidden dimension will be 8 and the output is a vector [1 −
I[a > b], 1− I[a < b]]. Then, another Mamba block is constructed to implement the multiplication
(1 − I[a > b]) · (1 − I[a < b]) according to Lemma 1 and the appropriate outermost linear layer
parameters are chosen to simultaneously achieve multiplication by a negative sign and addition of a
bias of 1, where the hidden dimension will be 4 and the output will be I[a ̸= b]. Thus, we complete
our proof.

Now, based on the basic operations that can be implemented by the Mamba blocks as discussed
above, we present the proof of Theorem 3:

Theorem 7 (Perform DP problems with CoT). Considering any DP problem and given input se-
quences that satisfies Assumption 2, for any integer T ∈ N, there exists several Mamba layers with
size O(T ), such that the answer generated by the Mamba layers will be correct when the length of
the answer is no more than T .

Proof. Firstly, we illustrate the input format for the DP problem. We follow the embedding format
in the proof of Theorem 4.7 in Feng et al. (2024), that is, assuming that the input at any step of
solving the DP problem using CoT is a sequence of tokens embedded as follows:

x
(0)
t =

[
einputt , estatet , edpt , eanswer

t , esept , t, 1
]
,

where the specific value of each part is depend on the content represented by the current token. More
specifically, each part can be described as:

• If the current position denotes a input token, then we set einputt as the embedding of the
input and simultaneously set estatet = edpt = eanswer

t = esept = 0.
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• If the current position is the final answer, then eanwser
t denotes the embedding of the answer

and we set einputt = estatet = edpt = esept = 0.

• If the current position denotes the j-th separator | between input sequences , then we set
esept = ej and einputt = estatet = edpt = eanswer

t = 0.

• If the current position denotes an intermediate DP state, then we use estatet to denote the
embedding of the DP state and edpt denotes the corresponding value. Similarly, other part
will be set to be 0.

• The scalar t denotes the current position in the whole sequence, which holds the value for
all above cases.

We illustrate that here we use a concatenation operation to replace the residual connection definced
in Eq (2), which is a technique also used by Feng et al. (2024); Yang et al. (2024) in similar proofs.
This is because, from the perspective of expressive capability, the two operations are equivalent:
the output of a Mamba block y = f(x) concatenated with the input (that is, [y,x]) can also be
represented using the residual connection: g([x,0]) + [0,x] = [y,0] + [0,x] = [y,x] where
g : R2d → R2d is another Mamba block and part of its parameters to be same as f and others
are set to be 0. Conversely, the concatenation can implement residual connection by using a linear
projection.

Here, we show our construction of several Mamba layers to solve the DP problem, which is com-
posed of different blocks to perform different tasks:

Block 1: The first block aims to calculate the problem size n and the embedding of the next state
enext state
t . This process can be described as follows:

• Compute the problem size n: (i) First, we can replicate the position of the token
tsep,1, tsep,2, . . . , tsep,N using the COPY operation. This can be achieved with a Mamba
layer of size O(Ntd) according to Theorem 2; (ii) Then, we calculate the size of the prob-
lem as n = [tsep,1 − 1, tsep,2 − tsep,1 − 1, . . . , tsep,N − tsep,N−1 − 1], which can be done
by applying a linear transformation using one Mamba layer, as shown by Lemma 3.

• Obtain the next state enext state: According to Assumption 2, the function enext state =
f(n, estate) which determines the next state, can be approximated by constant-sized MLPs.
Thus, this can also be implemented by having several Mamba layers degenerate into MLPs.

The output after this step can be written as:

x
(1)
t = [einputt , estatet , enext state, edpt , eanswer

t , esept ,n, t, 1]

Block 2: The second block is mainly constructed to find the indices of input tokens and intermediate
DP values that are needed to calculate the DP value corresponding to enext state. Specifically, this
can be described as follows:

• Calculate the needed indices: We calculate the positions of the input token ps
t =

Is(n, e
state) and the positions of tokens that correspond to needed DP values pdp

t =
Idp(n, e

state). If Is(n, estate) = ∅ or Idp(n, estate) = ∅, we set the positions to be a
special value γ. According to Assumption 2, these two functions can be done by constant-
size MLPs thus can be approximated by degenerated Mamba layers.

• Set the flag: (i) Set the flag fanswer
t based on whether the DP value of the current state is

needed in the final aggregation function. This can be achieved by several Mamba layers
with Assumption 2 that the function A = f(n, s) can be approximated by MLPs and
additionally using Lemma 5 to implement I[estatet ̸= estatej ] where estatej ∈ A. (ii) Set the
flag f state

t to denote whether the current state is the last state. This can be implemented by
checking I[enext state

t ̸= 0] with Mamba layers using Lemma 5.
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The output result after this step can be written as:

x
(2)
t = [einputt , estatet , enext state, edpt , eanswer

t , esept ,n,ps
t ,p

dp
t , fanswer

t , f state
t , t, 1]

Block 3: This block is designed to calculate the DP value for the next state. In detail, the implemen-
tation involves the following steps:

• Check the flag: We check the flag f state
t using several Mamba layers using 5 to implement

I[f state
t ̸= 1] using Lemma 5. If f state

t = 1, the current denote is the last state and we just
need to set pt = γ1 where pt denotes ps

t and pdp
t , which implies Is(n, e

state) = ∅ and
Idp(n, e

state) = ∅, that is, no input tokens or DP values are needed.

• Obtain the needed embeddings: If f state
t ̸= 1 , then (i) We copy the input token em-

beddings einput at positions ps
t . This COPY operation can be implemented by a Mamba

layer of size O(Nstd) using Theorem 2; (ii) Simultaneously, we copy the embeddings of
DP values at positions pdp

t , which can be achieved by a Mamba layer of size O(Ndptd).
If the position is empty, we just need to check I[pt ̸= γ1] and set the needed embeddings
einput or edp to be some special token. Totally, the size of Mamba layers in this step is
O((Ns +Ndp)td).

• Calculate the DP value: We calculate the DP value enext state
t for the next state with the

Assumption 2 that the transition function can be approximated by several Mamba layers
using Lemma 2.

The output result after this step can be written as:

x
(2)
t = [einputt , enext state, enext dp

t , eanswer
t , esept ,n, fanswer

t , f state
t , t, 1]

Block 4: The last block is constructed to implement the final aggregation function and output the
final answer. Specifically, the steps are as follows:

• Check the flag: We identify whether the current state is the last state by checking
I[f state

t ̸= 1] by using Lemma 5. If f state
t = 1, then all intermediate DP values have

been solved and we need to compute the final answer.

• Obtain the needed embeddings: We collect the DP value embeddings edp of these tokens
whose fanswer = 1, which can be achieved by COPY operation according to Theorem 2
with one Mamba layer of size O(NAtd).

• Generate the final answer: Finally, we compute the answer by implementing the aggre-
gation function, which can be achieved by constant-size MLPs according to Assumption 2,
thus can also be achieved by several degenerated Mamba layers.

In summary, given a sequence length t and equipped with CoT, the parameter size required by the
Mamba layers to generate the correct answer at each step is O(Ñtd), where Ñ = max{N,Ns +
Ndp, NA} is a constant independent of t, that is, the size of the Mamba layer scales linearly with t.
Thus, we complete our proof.

A.4 PROOF OF THEOREM 4

Theorem 8 (Perform m-locality DP problems with CoT). Consider any m-locality DP problem
and given input sequences that satisfies Assumption 2, for any integer T ∈ N, there exists several
Mamba layers with size O(m), such that the answer generated by the Mamba layers will be correct
when the length of the answer is no more than T .

Proof. The overall proof construction approach is similar to that of Theorem 3, with the only dif-
ference being that under the assumption of m-locality, when performing the COPY operation, the
constructed Mamba only needs to focus on at most m tokens preceding the current position. This
results in the size of the Mamba layers only needing to be O(Ñmd).
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A.5 MORE DETAILS OF EXPERIMENTS

For the copy task experiments, we mainly refer to the setup by Jelassi et al. (2024). For Transformers,
we select the GPT-NeoX architecture (Andonian et al., 2023) while for Mamba we use the Mamba
GitHub repository(Gu & Dao, 2023) and all experiments are conducted on A800 GPUs.

More specifically, for the left part of Figure 2, we configure 10 layers for the Transformer (TF) and
5 layers for TF-small, with both having a hidden size of 1024 and RoPE (Su et al., 2024) as the
positional encoding. For Mamba models, we configured 20 layers and a hidden size of 1024 for
Mamba, 20 layers and a hidden size of 720 for Mamba-small-D, 10 layers and a hidden size of 1024
for Mamba-small-L, and 40 layers and a hidden size of 512 for Mamba-small-LD. We use an online
sampling batch size of 8 and set the maximum context length to 220, meaning each example often
contains multiple instances. AdamW(Loshchilov, 2017) is chosen as the optimizer with a learning
rate of 1e-5 and weight decay of 0.1. We set Nmin = 10 and Nmax = 30 for all models.

For the middle part of Figure 2, the Transformer and Mamba setups match the aforementioned
configurations for TF and Mamba. Moreover, we set [Nmin, Nmax] to [5, 10], [10, 20], [20, 30] and
[30, 40] for sequence lengths of 10, 20, 30 and 40 respectively.

For the right part of Figure 2, we use pretrained Mamba models of size 370M, 1.4B and 2.8B(Gu &
Dao, 2023), which are pretrained on the Pile(Gao et al., 2020). For Mamba(2.8B)++, the prompt at
the begining is just like:

“The following is a phonebook with the form: Gary Battle: 8444797678 Gary Gallegos: 9960330831.
Remeber the phone number of Joseph Perry. Here is the phonebook:...”
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