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Abstract

A popular paradigm for offline Reinforcement Learning (RL) tasks is to first fit the
offline trajectories to a sequence model, and then prompt the model for actions that
lead to high expected return. In addition to obtaining accurate sequence models,
this paper highlights that tractability, the ability to exactly and efficiently answer
various probabilistic queries, plays an important role in offline RL. Specifically,
due to the fundamental stochasticity from the offline data-collection policies and
the environment dynamics, highly non-trivial conditional/constrained generation
is required to elicit rewarding actions. While it is still possible to approximate
such queries, we observe that such crude estimates undermine the benefits brought
by expressive sequence models. To overcome this problem, this paper proposes
Trifle (Tractable Inference for Offline RL), which leverages modern tractable
generative models to bridge the gap between good sequence models and high
expected returns at evaluation time. Empirically, Trifle achieves 7 state-of-the-art
scores and the highest average scores in 9 Gym-MuJoCo benchmarks against strong
baselines. Further, Trifle significantly outperforms prior approaches in stochastic
environments and safe RL tasks with minimum algorithmic modifications. [

1 Introduction

Recent advancements in deep generative models have opened up the possibility of solving offline
Reinforcement Learning (RL) [27] tasks with sequence modeling techniques (termed RvS approaches).
Specifically, we first fit a sequence model to the trajectories provided in an offline dataset. During
evaluation, the model is tasked to sample actions with high expected returns given the current
state. Leveraging modern deep generative models such as GPTs [S] and diffusion models [18], RvS
algorithms have significantly boosted the performance on various RL problems [[1}6].

Despite its appealing simplicity, it is still unclear whether expressive modeling alone guarantees good
performance of RvS algorithms, and if so, on what types of environments. This paper discovers that
many common failures of RvS algorithms are not caused by modeling problems. Instead, while useful
information is encoded in the model during training, the model is unable to elicit such knowledge
during evaluation. Specifically, this issue is reflected in two aspects: (i) inability to accurately estimate
the expected return of a state and a corresponding action sequence to be executed given near-perfect
learned transition dynamics and reward functions; (ii) even when accurate return estimates exist
in the offline dataset and are learned by the model, it could still fail to sample rewarding actions
during evaluationE] At the heart of such inferior evaluation-time performance is the fact that highly
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non-trivial conditional generation is required to stimulate high-return actions [32, [3]]. Therefore, other
than expressiveness, the ability to efficiently and exactly answer various queries (e.g., computing the
expected returns), termed tractability, plays an equally important role in RvS approaches.

Having observed that the lack of tractability is an essential cause of the underperformance of
RvS algorithms, this paper studies whether we can gain practical benefits from using Tractable
Probabilistic Models (TPMs) [35| |7, 123]], which by design support exact and efficient computation
of certain queries? We answer the question in its affirmative by showing that we can leverage a
class of TPMs that support computing arbitrary marginal probabilities to significantly mitigate the
inference-time suboptimality of RvS approaches. The proposed algorithm Trifle (Tractable Inference
for Offline RL) has three main contributions:

Emphasizing the important role of tractable models in offline RL. This is the first paper that demon-
strates the possibility of using TPMs on complex offline RL tasks. The superior empirical performance
of Trifle suggests that expressive modeling is not the only aspect that determines the performance of
RvS algorithms, and motivates the development of better inference-aware RvS approaches.

Competitive empirical performance. Compared against strong offline RL baselines (including RvS,
imitation learning, and offline temporal-difference algorithms), Trifle achieves the state-of-the-art
result on 7 out of 9 Gym-MuJoCo benchmarks [[14] and has the best average score.

Generalizability to stochastic environments and safe-RL tasks. Trifle can be extended to tackle
stochastic environments as well as safe RL tasks with minimum algorithmic modifications. Specifi-
cally, we evaluate Trifle in 2 stochastic OpenAI-Gym [4] environments and action-space-constrained
MuJoCo environments, and demonstrate its superior performance against all baselines.

2 Preliminaries

Offline Reinforcement Learning. In Reinforcement Learning (RL), an agent interacts with an
environment that is defined by a Markov Decision Process (MDP) (S, A, R, P, dy) to maximize its
cumulative reward. Specifically, the S is the state space, A is the action space, R : S x A — R is the
reward function, P : S x A — § is the transition dynamics, and dy is the initial state distribution. Our

goal is to learn a policy 7(a|s) that maximizes the expected return E[ZtT:O vry], where y € (0,1] is
a discount factor and 7" is the maximum number of steps.

Offline RL [27]] aims to solve RL problems where we cannot freely interact with the environment.
Instead, we receive a dataset of trajectories collected using unknown policies. An effective learning
paradigm for offline RL is to treat it as a sequence modeling problem (termed RL via Sequence
Modeling or RvS methods) [20} 6} [13]]. Specifically, we first learn a sequence model on the dataset,
and then sample actions conditioned on past states and high future returns. Since the models typically
do not encode the entire trajectory, an estimated value or return-to-go (RTG) (i.e., the Monte Carlo
estimate of the sum of future rewards) is also included for every state-action pair, allowing the model
to estimate the return at any time step.

Tractable Probabilistic Models. Tractable Probabilistic
Models (TPMs) are generative models that are designed to
efficiently and exactly answer a wide range of probabilistic
queries [35, 7, 37]]. One example class of TPMs is Hidden
Markov Models (HMMs) [36]], which support linear time
(w.r.t. model size and input size) computation of marginal
probabilities and more. Probabilistic Circuits (PCs) [[7] are
a general class of TPMs. As shown in Figure[I] PCs consist
of input nodes © that represent simple distributions (e.g., Figure 1: An example PC over boolean
Gaussian, Categorical) over one or more variables as well as  variables X, ..., X4. Every node’s
sum @ and product ® nodes that take other nodes as input probability given input z;z2T3x4 1S
and gradually form more complex distributions. Specifically, labeled in blue. p(x; xod3x4) = 0.22.
product nodes model factorized distributions over their inputs, and sum nodes build weighted mixtures
(mixture weights are labeled on the corresponding edges in Fig. [I)) over their input distributions.
Please refer to Appx. [B|for a more detailed introduction to PCs.




100 vw P
.
Ul v e v 08 100 .
c v % ) c o D
5 80 e o 3 5 e ¢
)
E v o > 06 g 80 - -'":SE?' it
= 4 halfcheetah-MR S = or = = = 4 halfcheetah-MR L)
© 6o = nhalfcheetah-M ) g riftetours) [ = halfcheetah-M ‘.
g walker2d-MR " 5 £ 60 halfcheetah-ME * %
< +  walker2d-M i 8 walker2d-MR walker2d-M walker2d-ME < + walker2d-MR 7 ”
B 4o 7 hopperMR ) " “‘/ - 3 v walker2d-M ‘ a
N o hopper-M N . IS N 40 o walker2d-ME
© vy |¥ [y S 08 o ¢, Ta
€ ‘ [T £ anhe
S 20 '.:"} 4 e S 20 ve e
= \ ] = J o a
1 . 9 o6 VY a
va £ 28 QL Vv [V v T e o e
oA » < bT T Trifle(ours) 0 2 + =
0 100 200 300 400 0.5 . 0.7 0.8 0.9
Average Estimated Returns walker2d-M  hopper-M halfcheetah-M Inference-time Optimality Score

Figure 2: RvS approaches suffer from inference-time suboptimality. Left: There is a strong positive
correlation between the average estimated returns by Trajectory Transformers (TT) and the actual
returns in 6 Gym-MuJoCo environments (MR, M, and ME denote medium-replay, medium, and
medium-expert, respectively), which suggests that the sequence model can distinguish rewarding
actions from the others. Middle: Despite being able to recognize high-return actions, both TT
and DT [6] fail to consistently sample such action, leading to bad inference-time optimality; Trifle
consistently improves the inference-time optimality score. Right: We substantiate the relationship
between low inference-time optimality scores and unfavorable environmental outcomes by showing a
strong positive correlation between them.

Recent advancements have extensively pushed forward the expressiveness of modern PCs [30} 131} 9],
leading to competitive likelihoods on natural image and text datasets compared to even strong
Variational Autoencoder [43] and Diffusion model [22] baselines. This paper leverages such advances
and explores the benefits brought by PCs in offline RL tasks.

3 Tractability Matters in Offline RL

Practical RvS approaches operate in two main phases — training and evaluation. In the training
phase, a sequence model is adopted to learn a joint distribution over trajectories of length 7T
{(s¢, at, 14, RTGt)}tTZOE{] During evaluation, at every time step ¢, the model is tasked to discover an
action sequence a7 := {a, }1_, (or just a;) that has high expected return as well as high probability
in the prior policy p(a.r|s:), which prevents it from generating out-of-distribution actions:

_ L [plaerls) i Ev,opiisianVi]l =0,
- Z |0 otherwise,

where Z is a normalizing constant, V; is an estimate of the value at time step ¢, and v is a pre-defined
scalar chosen to encourage high-return policies. Depending on the problem, V; could be the labeled
RTG from the dataset (e.g., RT'G;) or the sum of future rewards capped with a value estimate (e.g.,

ST e, + RTGy) [13,20].

The above definition naturally reveals two key challenges in RvS approaches: (i) training-time
optimality (i.e., “expressivity”’): how well can we fit the offline trajectories, and (ii) inference-time
optimality: whether actions can be unbiasedly and efficiently sampled from Equation (I)). While
extensive breakthroughs have been achieved to improve the training-time optimality [[1, |6} 20], it
remains unclear whether the non-trivial constrained generation task of Equation () hinders inference-
time optimality. In the following, we present two general scenarios where existing RvS approaches
underperform as a result of suboptimal inference-time performance. We attribute such failures to the
fact that these models are limited to answering certain query classes (e.g., autoregressive models can
only compute next token probabilities), and explore the potential of tractable probabilistic models for
offline RL tasks in the following sections.

plasr|se, E[V3] > v) (1

Scenario #1 We first consider the case where the labeled RTG belongs to a (near-)optimal policy.
In this case, Equation (1)) can be simplified to p(a¢|s¢, E[V;] > v) (choose V; := RTGy) since one-
step optimality implies multi-step optimality. In practice, although the RTGs are suboptimal, the
predicted values often match well with the actual returns achieved by the agent. Take Trajectory

>To minimize computation cost, we only model truncated trajectories of length K (K < T') in practice.



Transformer (TT) [20] as an example, Figure [2] (left) demonstrates a strong positive correlation
between its predicted returns (x-axis) and the actual cumulative rewards (y-axis) on six MuJoCo [42]
benchmarks, suggesting that the model has learned the “goodness” of most actions. In such cases,
the performance of RvS algorithms depends mainly on their inference-time optimality, i.e., whether
they can efficiently sample actions with high predicted returns. Specifically, let a; be the action
taken by a RvS algorithm at state s;, and R, := E[RTGy] is the corresponding estimated expected
value. We define a proxy of inference-time optimality as the quantile value of R; in the estimated
state-conditioned value distribution p(V;|s;).°| The higher the quantile value, the more frequent the
RvS algorithm samples actions with high estimated returns.

We evaluate the inference-time optimality of Decision Transformers (DT) [6] and Trajectory Trans-
formers (TT) [20], two widely used RvS algorithms, on various environments and offline datasets
from the Gym-MuJoCo benchmark suite [14]. As shown in Figure [2] (middle), the inference-time
optimality is averaged (only) around 0.7 (the maximum possible value is 1.0) for most settings. And
these runs with low inference-time optimality scores receive low environment returns (Fig. | (right)).

Scenario #2 Achieving inference-time optimality becomes even harder when the labeled RTGs
are suboptimal (e.g., they come from a random policy). In this case, even estimating the expected
future return of an action sequence becomes highly intractable, especially when the transition

dynamics of the environment are stochastic. Specifically, to evaluate a state-action pair (s;, at),

since RT'G; is uninformative, we need to resort to the multi-step estimate V™ := Zi;tl rr+

RTGy (' > t), where the actions ay.; are jointly chosen to maximize the expected return. Take
autoregressive models as an example. Since the variables are arranged following the sequential order
ooy Sty ag, T, RT'Gy, Sey1, - . ., we need to explicitly sample s;1.4- before proceed to compute the
rewards and the RTG in V;™. In stochastic environments, estimating E[V;™] could suffer from high
variance as the stochasticity from the intermediate states accumulates over time.

As we shall illustrate in Section [6.2} compared to environments with near-deterministic transition
dynamics, estimating the expected returns in stochastic environments using intractable sequence
models is hard, and Trifle can significantly mitigate this problem with its ability to marginalize out
intermediate states and compute E[V;™] efficiently and exactly.

4 Exploiting Tractable Models

The previous section demonstrates that apart from modeling, inference-time suboptimality is an-
other key factor that causes the underperformance of RvS approaches. Given such observations, a
natural follow-up question is whether/how more tractable models can improve the evaluation-time
performance in offline RL tasks? While there are different types of tractabilities (i.e., the ability to
compute different types of queries), this paper focuses on studying the additional benefit of exactly
computing arbitrary marginal/condition probabilities. This strikes a proper balance between learning
and inference as we can train such a tractable yet expressive model thanks to recent developments in
the TPM community [9,30]. Note that in addition to proposing a competitive RvS algorithm, we
aim to highlight the necessity and benefit of using more tractable models for offline RL tasks, and
encourage future developments on both inference-aware RvS methods and better TPMs. As a direct
response to the two failing scenarios identified in Section [3] we first demonstrate how tractability
could help even when the labeled RTGs are (near-)optimal (Sec. . We then move on to the case
where we need to use multi-step return estimates to account for biases in the labeled RTGs (Sec.[4.2).

4.1 From the Single-Step Case...

Consider the case where the RTGs are optimal. Recall from Section [3]that our goal is to sample actions
from p(at|st, E[Vz] > v) (where V; :=RTG,). Prior works use two typical ways to approximately
sample from this distribution. The first approach directly trains a model to generate return-conditioned
actions: p(a¢|st, RT'G,) [6]. However, since the RTG given a state-action pair is stochastic[] sampling

®Due to the large action space, it is impractical to compute p(V;|s;) := > a, P(Ve|se, ar) - p(aise). Instead,
in the following illustrative experiments, we train an additional GPT model p(V%|s;) using the offline dataset.

"This is true unless (i) the policy that generates the offline dataset is deterministic, (ii) the transition dynamics
is deterministic, and (iii) the reward function is deterministic.



from this RTG-conditioned policy could result in actions with a small probability of getting a high
return, but with a low expected return 32, [3]].

An alternative approach leverages the ability of sequence models to accurately estimate the expected
return (i.e., E[RTG;]) of state-action pairs [20]. Specifically, we first sample from a prior distribution
p(at|st), and then reject actions with low expected returns. Such rejection sampling-based methods
typically work well when the action space is small (in which we can enumerate all actions) or the
dataset contains many high-rewarding trajectories (in which the rejection rate is low). However,
the action could be multi-dimensional and the dataset typically contains many more low-return
trajectories in practice, rendering the inference-time optimality score low (cf. Fig.[2).

Having examined the pros and cons of existing approaches, we are left with the question of whether a
tractable model can improve sampled actions (in this single-step case). We answer it with a mixture of
positive and negative results: while computing p(a:|s:, E[V;] >v) is NP-hard even when p(ay, Vi|s:)
follows a simple Naive Bayes distribution, we can design an approximation algorithm that samples
high-return actions with high probability in practice. We start with the negative result.

Theorem 1. Let a; := {ai}%_, be a set of k boolean variables and V; be a categorical variables with
two categories 0 and 1. For some sy, assume the joint distribution over a; and V; conditioned on s,

follows a Naive Bayes distribution: p(as, Vi|st) := p(Vi|st) - Hle p(at|Vy, s¢), where al denotes the
it" variable of a,. Computing any marginal over the random variables is tractable yet conditioning
on the expectation p(as|st, E[V;] >v) is NP-hard.

The proof is given in Appx.[Al While it seems hard to directly draw samples from p(as|s:, E[V;] >v),
we propose to improve the aforementioned rejection sampling-based method by adding a correction
term to the original proposal distribution p(a¢|s;) to reduce the rejection rate. Specifically, the prior is
often represented by an autoregressive model such as GPT: pgpr(at|st) := Hle papr(ai|se, a?),
where k is the number of action variables and a! is the ith variable of a;. We propose to sample every
dimension of a; autoregressively following:
. < ; 1 ; ; <i

Vie{l,...,k}  plailse, a5 0) = - -papr(ailse, ar’) - prem(Ve > vlsg, a7"), ()
where Z is a normalizing constant and prpn (V: > vlse, atgi) is a correction term that leverages the
ability of the TPM to compute the distribution of V; given incomplete actions (i.e., evidence on a subset
of action variables). Note that while Equation (2)) is mathematically identical to p(a|s¢, Vi > v)
when p = prpym = papr, this formulation gives us the flexibility to use the prior policy (i.e.,
papr(at]s:, as")) represented by more expressive autoregressive generative models.

As shown in Figure [2| (middle), compared to using p(a¢|s;) (as done by TT), the inference-time
optimality scores increase significantly when using the distribution specified by Equation (2)) (as done
by Trifle) across various Gym-MuJoCo benchmarks.

4.2 ..To the Multi-Step Case

Recall that when the labeled RTGs are suboptimal, our goal is to sample from p(as.¢ |s¢, E[V;™] >v),

where V™ := Ei;tl rr+RTGy is the multi-step value estimate. However, as shown in the second
scenario in Section [3] it is hard even to evaluate the expected return of an action sequence due to
the inability to marginalize out intermediate states s;41..-. Empowered by PCs, we can solve this
problem by computing the expectation efficiently as it can be broken down into computing conditional

probabilities p(r,|s¢, an. ) (t <7 <t') and p(RT Gy sy, a4 (see Appx. for details):

t'—1
EV] =), ErocpClsiann [17] + ERTG ~pCls o) [RTGe]. 3)

=t
We are now left with the same problem discussed in the single-step case — how to sample actions with
high expected returns (i.e., E[V;™]). Similar to Equation , we add correction terms that bias the
action (sequence) distribution towards high expected returns. Specifically, we augment the original

action probability Hi/:t p(ar|st, acr) with terms of the form p(V;™ >w|s;, a<,) This leads to:
t/

Blaselssv)=]] _ dlarlse, acr;v),



Table 1: Normalized Scores on the standard Gym-MuJoCo benchmarks. The results of Trifle are
averaged over 12 random seeds (For DT-base and DT-Trifle, we adopt the same number of seeds as
[6]]). Results of the baselines are acquired from their original papers.

. TT TT(+Q) DT
Dataset Environment DD IQL CQL %BC TD3(+BC)
base Trifle base Trifle base Trifle

Med-Expert HalfCheetah 95.0+02 95.1+03 82.3+6.1 89.9+46 86.8+13 91.9+19 90.6 86.7 91.6 92.9 90.7
Med-Expert Hopper 110.0+27 113.0+04 74.7+63 78.5+64 107.6+18 / 111.8 91.5 105.4 1109  98.0
Med-Expert Walker2d 101.9+6.8 109.3+0.1 109.3+23 109.6+0.2 108.1+02 108.6+03 108.8 109.6 108.8 109.0  110.1

Medium HalfCheetah 46.9+04 49.5+02 48.7+03 48.9+03 42.6+01 44.2+07 49.1 474 440 425 48.3
Medium Hopper 61.1436 67.1+43 552438 57.8+19 67.6+10 / 79.3 66.3 58.5 56.9 59.3
Medium Walker2d 79.0+28 83.1+08 82.2+25 84.7+19 T4+14 81.3+23 825 783 725 75.0 83.7

Med-Replay HalfCheetah 41.9+25 45.0+03 48.2+04 48.9+03 36.6+08 39.2+04 393 442 455 40.6 44.6

Med-Replay Hopper 91.5436 97.8403 83.4+56 87.6+6.1 82.7+70 / 100.0 94.7 95.0 759 60.9
Med-Replay Walker2d 82.6+69 88.3+38 84.6+45 90.6+42 66.6+30 73.5+01 75.0 739 772 625 81.8
Average Score 78.9 83.1 74.3 77.4 74.7 / 81.8 77.0 77.6 74.0 75.3

where f(ar [y, a<r ) ocplar|se, az)-p(Vi™ > vlsi, as), a<, and a, represent apr_y and ay.r,
respectivelyl®| In practice, while we compute p(V;™ > v|s;, a<,) using the PC, p(a.|s;, a<,) =
Es, ... [p(ar[s<s,a<,)] can either be computed exactly with the TPM or approximated (via Monte
Carlo estimation over s;1.) using an autoregressive generative model. In summary, we approximate
samples from p(a.¢|s¢, E[V;] >v) by first sampling from p(ay.¢|s¢; v), and then rejecting samples
whose (predicted) expected return is smaller than v.

5 Practical Implementation

The previous section has demonstrated how to efficiently sample from the expected-value-conditioned
policy (Eq. (I)). Based on this sampling algorithm, this section further introduces the proposed
algorithm Trifle (Tractable Inference for Offline RL). The high-level idea of Trifle is to obtain good
action (sequence) candidates from p(a¢|s:, E[V] > v), and then use beam search to further single
out the most rewarding action. Intuitively, by the definition in Equation (), the candidates are both
rewarding and have relatively high likelihoods in the offline dataset, which ensures the actions are
within the offline data distribution and prevents overconfident estimates during beam search.

Beam search maintains a set of N (incomplete) sequences each starting as an empty sequence.
For ease of presentation, we assume the current time step is 0. At every time step ¢, beam search
replicates each of the N actions sequences into A € ZT copies and appends an action a; to ev-
ery sequence. Specifically, for every partial action sequence a;, we sample an action following
p(at|so, acs, E[Vi] > v), where V; can be either the single-step or the multi-step estimate depending
on the task. Now that we have A - N trajectories in total, the next step is to evaluate their expected
return, which can be computed exactly using the PC (see Sec.[d.2)). The N-best action sequences are
kept and proceed to the next time step. After repeating this procedure for H time steps, we return the
best action sequence. The first action in the sequence is used to interact with the environment. Please
refer to Appx. [C|for detailed descriptions of the algorithm.

Another design choice is the threshold value v. While it is common to use a fixed high return
throughout the episode, we follow [12] and use an adaptive threshold. Specifically, at state s;, we
choose v to be the e-quantile value of p(V;|s;), which is computed using the PC.

6 Experiments

This section takes gradual steps to study whether Trifle can mitigate the inference-time suboptimality
problem in different settings. First, in the case where the labeled RTGs are good performance
indicators (i.e., the single-step case), we examine whether Trifle can consistently sample more

$We approximate p(Vi™ > v|s:, a<,) by assuming that the variables {r¢, ..., _;, RTGy } are indepen-
dent. Specifically, we first compute {p(7+|s¢, a<-) i:tl and p(RTGy|s¢, a<-), and then sum up the random
variables assuming that they are independent. This introduces no error for deterministic environments and

remains a decent approximation for stochastic environments.



rewarding actions (Sec. [6.I). Next, we further challenge Trifle in highly stochastic environments,
where existing RvS algorithms fail catastrophically due to the failure to account for the environmental
randomness (Sec. [6.2). Finally, we demonstrate that Trifle can be directly applied to safe RL tasks
(with action constraints) by effectively conditioning on the constraints (Sec. [6.3). Collectively, this
section highlights the potential of TPMs on offline RL tasks.

6.1 Comparison to the State of the Art

As demonstrated in Section [3|and Figure 2] although the labeled RTGs in the Gym-MuJoCo [14]
benchmarks are accurate enough to reflect the actual environmental return, existing RvS algorithms
fail to effectively sample such actions due to their large and multi-dimensional action space. Figure 2]
(middle) has demonstrated that Trifle achieves better inference-time optimality. This section further
examines whether higher inference-time optimality scores could consistently lead to better perfor-
mance when building Trifle on top of different RvS algorithms, i.e., combining prpwm (cf. Eq. (2))
with different prior policies pgpr trained by the corresponding RvS algorithm.

Environment setup The Gym-MuJoCo benchmark suite collects trajectories in 3 locomotion
environments (HalfCheetah, Hopper, Walker2D) and constructs 3 datasets (Medium-Expert, Medium,
Medium-Replay) for every environment, which results in 3 x 3 = 9 tasks. For every environment,
the main difference between the datasets is the quality of its trajectories. Specifically, the dataset
“Medium" records 1 million steps collected from a Soft Actor-Critic (SAC) [[16] agent. The “Medium-
Replay" dataset adopts all samples in the replay buffer recorded during the training process of the
SAC agent. The “Medium-Expert" dataset mixes 1 million steps of expert demonstrations and 1
million suboptimal steps generated by a partially trained SAC policy or a random policy. The results
are normalized such that a well-trained SAC model hits 100 and a random policy has a O score.

Baselines We build Trifle on top of three effective RvS algorithms: Decision Transformer (DT)
[6]], Trajectory Transformer (TT) [20] as well as its variant TT(+Q) where the RTGs estimated by
summing up future rewards in the trajectory are replaced by the Q-values generated by a well-trained
IQL agent [24]. In addition to the above base models, we also compare Trifle against many other
strong baselines: (i) Decision Diffuser (DD) [[1], which is also a competitive RvS method; (ii) Offline
TD learning methods IQL [24] and CQL [26]; (iii) Imitation learning methods like the variant of BC
[34] which only uses 10% of trajectories with the highest return, and TD3(+BC) [IL5].

Since the labeled RTGs are informative enough about the “goodness” of actions, we implement Trifle
by adopting the single-step value estimate following Section[d.1] where we replace pgpr with the
policy of the three adopted base methods, i.e., prr(at|s:), prr(+q)(at|s:) and ppr(at|s:).

Empirical Insights Results are shown in Table|1}’| First, to examine the benefit brought by TPMs,
we compare Trifle with three base policies, as the main algorithmic difference is the use of the
improved proposal distribution (Eq. (2))) for sampling actions. We can see that Trifle not only achieves
a large performance gain over TT and DT in all environments, but also significantly outperforms
TT(+Q) where we have access to more accurate labeled values, indicating that Trifle can enhance
the inference-time optimality of base policy reliably and benefit from any improvement of the
training-time optimality. See Appx.[E.I]for more results and ablation studies.

Moreover, compared with all baselines, Trifle achieves the highest average score of 83.1. It also
succeeds in achieving 7 state-of-the-art scores out of 9 benchmarks. We conduct further ablation
studies on the rejection sampling component and the adaptive thresholding component (i.e., selecting

v) in Appx.[F
6.2 Evaluating Trifle in Stochastic Environments

This section further challenges Trifle on stochastic environments with highly suboptimal trajectories
as well as labeled RTGs in the offline dataset. As demonstrated in Section[3] in this case, it is even

“When implementing DT-Trifle, we have to modify the output layer of DT to make it combinable with TPM.
Specifically, the original DT directly predicts deterministic action while the modified DT outputs categorical
action distributions like TT. In the 3 unreported hopper environments, the modified DT fails to achieve the
original DT scores.



FrozenLake
e=03 e€=05 €=0.7

m-Trifle  -57 0.61 0.59 0.37
s-Trifle -99 0.62 0.60 0.34
TT [20] -182 0.63 0.25 0.12
DT [6] -388 0.51 0.32 0.10
DoC [47] -146 0.58 0.61 0.23

(a) (b) (©
Figure 3: (a) Stochastic Taxi environment; (b) Stochastic FrozenLake Environment; (c) Average
returns on the stochastic environment. All the reported numbers are averaged over 1000 trials.

Methods  Taxi

hard to obtain accurate value estimates due to the stochasticity of transition dynamics.Section {.2]
demonstrates the potential of Trifle to more reliably estimate and sample action sequences under
suboptimal labeled RTGs and stochastic environments. This section examines this claim by comparing
the five following algorithms:

(1) Trifle that adopts V; = RTG; (termed single-step Trifle or s-Trifle); (ii) Trifle equipped with
Vi = Ei:t rr + RTGy (termed multi-step Trifle or m-Trifle; see Appx. for additional details);
(iii) TT [20]; (iv) DT [6] (v) Dichotomy of Control (DoC) [47]], an effective framework to deal with

highly stochastic environments by designing a mutual information constraint for DT training, which
is a representative baseline while orthogonal to our efforts.

We evaluate the above algorithms on two stochastic Gym environments: Taxi and FrozenLake. Here
we choose the Taxi benchmark for a detailed analysis of whether and how Trifle could overcome
the challenges discussed in Section[d.2] Among the first four algorithms, s-Trifle and DT do not
compute the “more accurate” multi-step value, and TT approximates the value by Monte Carlo
samples. Therefore, we expect their relative performance to be DT = s-Trifle < TT < m-Trifle.

Environment setup We create a stochastic variant of the Gym-Taxi Environment [11]]. As shown
in Figure[3a] a taxi resides in a grid world consisting of a passenger and a destination. The taxi is
tasked to first navigate to the passenger’s position and pick them up, and then drop them off at the
destination.There are 6 discrete actions available at every step: (i) 4 navigation actions (North, South,
East, or West), (ii) Pick-up, (iii) Drop-off. Whenever the agent attempts to execute a navigation
action, it has 0.3 probability of moving toward a randomly selected unintended direction. At the
beginning of every episode, the location of the taxi, the passenger, and the destination are randomly
initialized randomly. The reward function is defined as follows: (i) -1 for each action undertaken; (ii)
an additional +20 for successful passenger delivery; (iii) -4 for hitting the walls; (iv) -5 for hitting the
boundaries; (v) -10 for executing Pick-up or Drop-off actions unlawfully (e.g., executing Drop-off
when the passenger is not in the taxi).

Following the Gym-MuJoCo benchmarks, we collect offline trajectories by running a Q-learning
agent [45]] in the Taxi environment and recording the first 1000 trajectories that drop off the passenger
successfully, which achieves an average return of -128.

Empirical Insights We first examine the accuracy of estimated returns for s-Trifle, m-Trifle, and TT.
DT is excluded since it does not explicitly estimate the value of action sequences. Figure ] illustrates
the correlation between predicted and ground-truth returns of the three methods. First, s-Trifle
performs the worst since it merely uses the inaccurate RT'G; to approximate the ground-truth return.
Next, thanks to its ability to exactly compute the multi-step value estimates, m-Trifle outperforms TT,
which approximates the multi-step value with Monte Carlo samples.

We proceed to evaluate their performance in the stochastic Taxi environment. As shown in Figure 3c]
the relative performance of the first four algorithms is DT < TT < s-Trifle < m-Trifle, which largely
aligns with the anticipated results. The only “surprising” result is the superior performance of s-Trifle
compared to TT. One plausible explanation for this behavior is that while TT can better estimate the
given actions, it fails to efficiently sample rewarding actions.

Notably, Trifle also significantly outperforms the strong baseline DoC, demonstrating its potential in
handling stochastic transitions. To verify this, we further evaluate Trifle on the stochastic FrozenLake
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Figure 4: Correlation between average estimated returns and true environmental returns for s-Trifle
(w/ single-step value estimates), TT, and m-Trifle (w/ multi-step value estimates) in the stochastic
Taxi domain. R denotes the correlation coefficient. The results demonstrate that (i) multi-step value
estimates (TT and m-Trifle) are better than single-step estimates (s-Trifle), and (ii) exactly computed
multi-step estimates (m-Trifle) are better than approximated ones (TT) in stochastic environments.

environment. Apart from fixing the stochasticity level p = 1]1%/the experiment design follows the

DoC paper [47]]. For data collection, we perturb the policy of a well-trained DQN (with an average
return of 0.7) with the e-greedy strategy. Here e is a proxy of offline dataset quality and varies from
0.3t0 0.7. As shown in Figure when the offline dataset contains many successful trials (¢ = 0.3),
all methods perform closely to the optimal policy. As the rollout policy becomes more suboptimal
(with the increase of €), the performances of DT and TT drop quickly, while Trifle still works robustly
and outperforms all baselines.

6.3 Action-Space-Constrained Gym-MuJoCo Variants

This section demonstrates that Trifle can be read- Table 2: Normalized Scores on the Action-Space-
ily extended to safe RL tasks by leveraging Constrained Gym-MuJoCo Variants. The results
TPM’s ability to compute conditional probabil- of Trifle and TT are both averaged over 12 random
ities. Specifically, besides achieving high ex- seeds, with mean and standard deviations reported.
pected returns, safe RL tasks require additional
constraints on the action or states to be satisfied. =~ Dataset Environment Trifle TT
Therefore, define the constraint as ¢, our goal  Med-Expert  Halfcheetah  81.9+45  77.8+54
is to sample actions from p(a¢|ss, E[V;] > v,¢),  Med-Expert ~ Hopper ~ 109.6+24 100.0+42
which can be achieved by conditioning on cin ~ Med-Expert ~ Walker2d ~ 105.1+23  103.6+4.
the candidate action sampling process.

Environment setup In MuJoCo environments, each dimension of a; represents the torque applied
on a certain rotor of the hinge joints at timestep . We consider action space constraints in the form
of “value of the torque applied to the foot rotor < A”, where A = 0.5 is a threshold value, for three
MuJoCo environments: Halfcheetah, Hopper, and Walker2d. Note that there are multiple foot joints
in Halfcheetah and Walker2d, so the constraint is applied to multiple action dimensionsE] For all
settings, we adopt the “Med-Expert” offline dataset as introduced in Section[6.1]

Empirical Insights The key challenge in these action-constrained tasks is the need to account for
the constraints applied to other action dimensions when sampling the value of some action variable.
For example, autoregressive models cannot take into account constraints added to variable a’™*
when sampling ai. Therefore, while enforcing the action constraint is simple, it remains hard to
simultaneously guarantee good performance. As shown in Table[2] owing to its ability to exactly

condition on the action constraints, Trifle outperforms TT significantly across all three environments.

%When the agent takes an action, it has a probability p of moving in the intended direction and probability
0.5(1 — p) of slipping to either perpendicular direction.

""'We only add constraints to the front joints in the Halfcheetah environment since the performance degrades
significantly for all methods if the constraint is added to all foot joints.



7 Related Work and Conclusion

In offline reinforcement learning tasks, our goal is to utilize a dataset collected by unknown policies
to derive an improved policy without further interactions with the environment. Under this paradigm,
we wish to generalize beyond naive imitation learning and stitch good parts of the behavior policy. To
pursue such capabilities, many recent works frame offline RL tasks as conditional modeling problems
that generate actions with high expected returns [6 [1,[12] or its proxies such as immediate rewards
[25!139,140]]. Recent advances in this line of work can be highly credited to the powerful expressivity
of modern sequence models, since by accurately fitting past experiences, we can obtain 2 types of
information that potentially imply high expected returns: (i) transition dynamics of the environment,
which serves as a necessity for planning in model-based fashion [8]], (ii) a decent policy prior which
acts more reasonably than a random policy to improve from [20].

While prior works on model-based RL (MBRL) also leverage models of the transition dynamics and
the reward function [21} [17, 2], RvS approaches focus more on directly modeling the correlation
between actions and their end-performance. Specifically, MBRL approaches focus on planning only
with the environment model. Despite being theoretically appealing, MBRL requires heavy machinery
to account for the accumulated errors during rollout [[19}141] and out-of-distribution problems [48],138]].
All these problems add a significant burden on the inference side, which makes MBRL algorithms
less appealing in practice. In contrast, while RvS algorithms can mitigate this inference-time burden
by directly learning the correlation between actions and returns, the suboptimality of labeled returns
could degrade their performance. One potential solution is to combine RvS algorithms with temporal-
difference learning to correct errors in the labeled returns [49} 146].

While also aiming to mitigate the problem caused by suboptimal labeled RTGs, our work takes a dif-
ferent route — by leveraging TPMs to mitigate the inference-time computational burden. Specifically,
we identified major problems caused by the lack of tractability in the sequence models, and show that
with the ability to compute more queries efficiently, we can partially solve both identified problems.

Limitations. One major limitation of Trifle is its dependency on expressive TPMs trained on
sequential data — if the TPMs are inaccurate, then Trifle will also have inferior performance. Another
limitation is that current implementations of PCs are not as efficient as neural network packages,
which could slow down the execution of Trifle.
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Supplementary Material

A Proof of Theorem 1]

To improve the clarity of the proof, we first simplify the notations in Thm. [I} define X as the boolean
action variables a; := {al}*_|, and Y as the variable V;, which is a categorical variable with two
categories 0 and 1. We can equivalently interpret Y as a boolean variable where the category 0
corresponds to F and 1 corresponds to T. Dropping the condition on s; everywhere for notation

simplicity, we have converted the problem into the following one:

Assume boolean variables X := {X;}*_| and Y follow a Naive Bayes distribution: p(x,y) :=
p(y) - [, p(xily). We want to prove that computing p(z|E[y] > v), which is defined as follows, is
NP-hard.

1 {P(w) ifEyp(2) Y] > v, @

p(z[E[y] > v) := 710 otherwise.

By the definition of Y as a categorical variable with two categories 0 and 1, we have

Eyp(la)ly] =0y =T|z) - 1 + p(y =F|z) - 0 = p(y = T|x).

Therefore, we can rewrite p(x|E[y] > v) as
1
p([Ely] 2 v) := - -p(x) - Up(y = T|z) 2 0],

where 1[] is the indicator function. In the following, we show that computing the normalizing
constant Z := ) __ p(x) - 1[p(y = T|x) > v] is NP-hard by reduction from the number partition

problem, which is a known NP-hard problem. Specifically, for a set of k numbers n1, ..., ng (Vi,n; €
Z), the number partition problem aims to decide whether there exists a subset S C [k] (define
[k] := {1,..., k}) that partition the numbers into two sets with equal sums: },gn; = 3,5 ;.

For every number partition problem {n;}%_,, we define a corresponding Naive Bayes distribution
p(x, y) with the following parameterization: p(y = T) = 0.5 and]z]
1—e™™ 1—e™

- and p(z; =Tly =F) =™ -

Vi€ k], ploi =Tly =T) = Z———

eni — e~ i’

It is easy to verify that the above definitions lead to a valid Naive Bayes distribution. Further, we have

plzi =Tly=T)
plz; =Tly =F)

=n,; and logp(x—‘y) = —n,;. (@)

Vi € [k], log o —Fly =F)

We pair every partition S in the number partition problem with an instance « such that Vi, z; = T if
1 € S and z; = F otherwise. Choose v = 2/3, the normalizing constant Z can be written as

Z= Y plx)-1p(y=Tlx)>2/3]. (6)

xeval(X)

Recall the one-to-one correspondence between S and x, we rewrite p(y = T|x) with the Bayes
formula:

ply =T) [ p(zily =T)

ply =T)IL; p(zily =T) + p(y = F) [[; p(zily = F)’
1

ply="Tlz) =

p(xi|y=T) ?

14 e 2ilo8 5m=n

I2Note that we assume the naive Bayes model is parameterized using log probabilities.
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1
1 + e~ (Xiesni=2 g5 i)’

where the last equation follows from Equation (3)). After some simplifications, we have

]l[p(y:T\a:) 22/3] = ]I[Zni—an > 1].

ies j€s
Plug back to Equation @, we have

Z=" pl@) 1[Y ni—Y nj=>1],

SC[k] ies j&s
1
= 5 Z p(:c) H[an—z% 750},
SCIk] i€S JE€S

where the last equation follows from the fact that (i) if « satisfy Zie gni— > jzs M > 1 then & has
D ies i — 2 jgsn; < —1and vise versa, and (ii) ) ;51 — D_ ;45 Nj must be an integer.

Note that for every solution S to the number partition problem, ;g ni — >_;sgn; = 0 holds.
Therefore, there exists a solution to the defined number partition problem if Z < % ]

B Introduction to Probabilistic Circuits

Probabilistic circuits (PCs) represent a wide class of TPMs that model probability distributions with
a parameterized directed acyclic computation graph (DAG). Specifically, a PC p(X) defines a joint
distribution over a set of random variables X by a single root node n,.. A PC contains three kinds of
computational nodes: input ©, sum ®, and product @. The example PC in Figure ] defines a joint
distribution over 4 random variables X1, X5, X3, X4. Each leaf node in the DAG serves as an input
node that encodes a univariate distribution (e.g., Guassian, Categorical), while sum nodes or product
nodes are inner nodes, distinguished by whether they are doing mixture or factorization over their
child distributions (denoted in(n)). Formally, PCs define probability distributions in the following
recursive way:

fnlx) if n is an input unit,
Pn(T) := § Xccin(n) Onc - pe(x) if nis a sum unit, 7
[Lecinm) Pe() if n is a product unit,

where 0, . represents the parameter corresponding to edge (n, ¢) in the DAG. For sum nodes, we
have Zcein(n) Onec=1,0, >0, and we assume w.l.o.g. that a PC alternates between the sum and

product layers before reaching its inputs.

B.1 Tractability and Expressivity

The expressivity of PCs comes from the ability to combine simpler distributions with sum and product
nodes to form more complex distributions. Therefore, to increase the capacity of a PC, we can add
more nodes to its DAG or find a better structure that is more tailored to the target data distribution.
On the other hand, tractability, the ability to answer certain probabilistic queries efficiently and
exactly, is guaranteed by certain structural properties of PCs. For example, with smoothness and
decomposability defined in the following, PCs can compute arbitrary marginal and conditional
probability in time linear with respect to its size (number of edges in its DAG).

Definition 1 (Decomposability). A PC is decomposable if for every product unit n, its children have
disjoint scopes:

Yer, co € in(n) (¢1 # ¢2), ¢(c1) Nd(c2) = 2.

Definition 2 (Smoothness). A PC is smooth if for every sum unit n, its children have the same scope:

Yer, e € in(n), ¢(c1) = ¢(cz).
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As a key procedure used in Trifle, we describe how to compute marginal queries given a smooth
and decomposable PC. First, we assign probabilities to all input nodes. For an input node defined
on variable X, if evidence on X is provided in the query, we set the output probability following
Equation (7). Otherwise, we set the output probability to 1. Next, we do a feedforward pass over all
inner (sum and product) nodes following Equation (7). The final output at the root node is the desired
marginal probability.

In addition to marginal and conditional probabilities, PCs can efficiently and exactly compute
other queries including maximize a-posterior and various information-theoretic queries given some
additional structural constraints. Please refer to [44] for a comprehensive overview.

B.2 Adopted PC Structure And Parameter Learning Algorithm

For all tasks/offline datasets, we adopt the Hidden Chow-Liu Tree (HCLT) PC structure proposed by
[29] as it has been shown to perform well across different data types.

Following the definition in Equation (7), a PC takes as input a sample @ and outputs the corresponding
probability p,, (x). Given a dataset D, the PC optimizer takes the PC parameters (consisting of sum
edge parameters and input node/distribution parameters) as input and aims to maximize the MLE
objective ) ., log p,(x). Since PCs can be deemed as latent variable models with hierarchically
nested latent space [33]], the Expectation-Maximization (EM) algorithm is usually the default choice
for PC parameter learning. We adopt the full-batch EM algorithm proposed in [33]].

Before tuning the parameters with EM, we adopt the latent variable distillation (LVD) technique
proposed in [30] to initialize the PC parameters. Specifically, the neural embeddings used for LVD
are acquired by a BERT-like Transformer [10] trained with the Masked Language Model task. To
acquire the embeddings of a subset of variables ¢, we feed the Transformer with all other variables
and concatenate the last Transformer layer’s output for the variables ¢. Please refer to the original
paper for more details.

We use the same quantile dataset discretized from the original Gym-MuJoCo dataset as done by
TT [20], where each raw continuous variable is divided into 100 categoricals, and each categorical
represents an equal amount of probability mass under the empirical data distribution.

C Algorithm Details of Trifle

This section provides a detailed description of the algorithmic procedure of Trifle with single-/multi-
step value estimates.

C.1 Trifle with Single-/Multi-Step Value Estimates

Similar to other RvS algorithms, Trifle first trains sequence models given truncated trajectories
{(st,a¢, 74, RTG¢)}s. Specifically, we fit two sequence models: an autoregressive Transformer
following prior work [20] as well as a PC, where the training details are introduced in Appx.[B.2]

During the evaluation phase, at time step ¢, Trifle is tasked to generate a; given s<; and other relevant
information (such as rewards collected in past steps). As introduced in Section [5] Trifle generally
works in two phases: rejection sampling for action generation and beam search for action selection.
The main algorithm is illustrated in Algorithm[I] where we take the current state s; as well as the
past trajectory T« as input, utilize the specified value estimate f;, as a heuristic to guide beam search,
and output the best trajectory. Note that f, is a subroutine of our algorithm that uses the trained
sequence models to compute certain quantities, which will be detailed in subsequent parts. After that,
we extract the current action a; from the output trajectory to execute in the environment.

At the first step of the beam search, we perform rejection sampling to obtain a candidate action set
a¢ (line 4 of Algorithm[I). The concrete rejection sampling procedure for s-Trifle is detailed in
Algorithm 2] The major modification of m-Trifle compared to s-Trifle is the adoption of a multi-
step value estimate instead of the single-step value estimate, which is also shown in Algorithm 3]
Specifically, Algorithm3]is used to replace the value function f, shown in Algorithm I}
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Algorithm 1 Trifle with Beam Search

1:

Input: past trajectory 7<¢, current state s;, beam width IV, beam horizon H, scaling ratio A\, sequence

model M, value function f, > fo = E[V4] for s-Trifle and E[V;™] for m-Trifle
: Output: The best action a¢
: Let x¢ < concat(7<¢, s¢).reshape(1l, —1).repeat(N,dim = 0) > Batchify the input trajectory
: Perform rejection sampling to obtain a¢ using Algorithm 2] > cf. Algorithm
: Initialize Xo = concat(xt, at)
: foreacht=1,.... H
Xt—1 + X¢—1.repeat(),dim = 0) > Scale the number of trajectories from N to AN
C¢ + {concat(x¢—1,) | Vx¢—1 € X¢—1,sample  ~ paq(- | x¢—1)} > Candidate next-token
prediction
Xi ¢ topkyce, (fo(X),k=N) > keep N most rewarding trajectories

10: end foreach

11:

X — argmaxy. x,, fo(X)

12: return a; in X,,

Algorithm 2 Rejection Sampling with Single-step Value Estimate

: Input: past trajectory 7<¢, current state s, dimension of action k, rejection rate § > 0

: Output: The sampled action a;*

: Let z; < concat(7<¢, St)

cfori=1,...,kdo

Compute pepr(ai | z¢,a; ") Note that a;' = @.
Compute prem (Vi | 24, a") = Za%;k prem(Vi, b |z, af®) > The marginal can be efficiently
computed by PC in linear time. See the algorithm in Appx.

Compute vs = max,{v € val(V}) | prem(Vi > v | 2¢,a") > 1 — 6}, for each ai € val(A})
Compute p(af | z1, a7 ";v5) = % - papr(ai | T, ar’) - prem(Ve > vs |, a=%) > Apply Equation
Sample ai ~ p(al |z, ar’; vs)

: end for

. return a; *

Algorithm 3 Multi-step Value Estimate

AW N =

W

: Compute prpm (RTGyr | <, Gig1:0) = 2

: Input: 7<; = (so, ao, ..., S¢, a¢), sequence model M, terminal timestep t' > t, discount ~y
: Output: The multi-step value estimate E [Vtm}

: Sample future actions a¢+1, ..., ay from M

: Compute prem(Th | T<t, Grg1:n) = D

. prem (Th, Se41:n | T<p) for b € [t +1,¢'] > Marginalize

over intermediate states S 1.
pPrPM (RTGt/ | Tgt/)

St41:¢/

: Compute

¢

E[Vtm} = Z 'yh_tEThNPTPM('|T§f,aat+1;h) [Th] + ’yt +1_tERTGt/NPTPM('I"’guﬂHLy) [RTGt/]
h=t

: return E[V;"]

C.

In
of

2 Computing Multi-Step Value Estimates

this section, we present an efficient algorithm that computes Equation (3)). From the decomposition
Equation (3), we can calculate E [V;™] if we have the probabilities p(r|s;, az.e)(t < 7 < t/)

and p(RTGy|s¢, ar.¢ ). A simple approach would be to compute each of the ¢’ —t+1 probabilities
separately using the algorithm described in Appx. (recall that conditional probabilities are

qu

otient of the corresponding marginal probabilities). However, this approach has an undesired time

complexity that scales linearly with respect to t' —¢+1.
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Following [28]], we describe an algorithm that can compute all desired quantities using a single
feedforward and a backward pass to the PC.

The forward pass. The forward pass is similar to the one described in Appx. Specifically, we
set the evidence as s, a;..» and execute the forward pass.

The backward pass. The backward pass consists of two steps: (i) traverse all nodes parents
before children to compute a statistic termed flow for every node n: flow,,; (ii) compute the target
probabilities using the flow of all input nodes. Recall that we assume without loss of generality that
PCs alternate between sum and product layers. We further assume that all parents of input nodes
are product nodes. We define the flow of the root node as 1. The flow of other nodes is defined
recursively as (define p,, as the forward probability of node n):

flow, :— Zmépa(n) (Omn - Pn/Pm) - £low,, nis a product node,
" Zmepa(n) flowy, n is a input or sum node,

where pa(n) is the set of parents of node n.

Next for every variable X € {Ry, ..., Ry—1, RTGy }, we first collect all input nodes defined on X.
Define the set of input nodes as S. We have that

1
p(x]st, apy ) = = Z flow, - fn(2),
nes

where f, is defined in Equation (7)) and Z is a normalizing constant.

D Inference-time Optimality Score

We define the inference-time optimality score as a proxy for inference-time optimality. This score is
primarily defined over a state-action pair (s, a;) at each inference step. In Figure [2| (middle) and
Figure [2] (right), each sample point represents a trajectory, and the corresponding inference-time
optimality score is defined over the entire trajectory by averaging the scores of all inference steps.

The specific steps for calculating the score for a given inference step ¢, given s; and a policy p(a; | st),
are as follows:

1. Given s, sample a; from prr(a: | s¢), ppr(as | $t), Or prvife(ar | st)-

2. Compute the state-conditioned value distribution p*(V; | s¢).

3. Compute R; := Ey,pe(RTG,|s;,a,)[V2], Which is the corresponding estimated expected
value.

4. Output the quantile value S; of Ry in p*(V; | s¢).

To approximate the distributions p®(V; | s¢) and p*(V; | s, a:) (Where V; = RTG * ¢) in steps 2
and 3, we train two auxiliary GPT models using the offline dataset. For instance, to approximate
p*(V; | s¢), we train the model on sequences (s * t — k, Vi, ..., s, V4).

Intuitively, p*(V; | s;) approximates p(V; | s¢) == >_, p(Vi | st,a¢) - p(ag | s¢). Therefore, Sy

indicates the percentile of the sampled action in terms of achieving a high expected return, relative to
the entire action space.

E Additional Experimental Details

E.1l Gym-MuJoCo

Sampling Details. We take the single-step value estimate by setting V; = RT'G¢ and sample a; from
Equation . When training the GPT used for querying pgpr(ai|s:, a;-*), we adopt the same model
specification and training pipeline as TT or DT. When computing prpnm (Vi > v|sy, atgl), we first
use the learned PC to estimate p(V;|s;) by marginalizing out intermediate actions a;.;+ and select the
e-quantile value of p(V;|s;) as our prediction threshold v for each inference step. Empirically we
fixed € for each environment and e ranges from 0.1 to 0.3.
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Beam Search Hyperparameters. The maximum beam width /N and planning horizon H that Trifle
uses across 9 MuJoCo tasks are 15 and 64, respectively.

Comparison with Value-Based Algorithms. To shed light on how Trifle compares to methods that
directly optimize the Q values while filtering actions by conditioning on high returns (as done in
RvS algorithms), we compare Trifle with Q-learning Decision Transformer [46], which incorporates
a contrastive Q-learning regime into the RvS framework. As shown in the table below, Trifle
outperforms QDT in all six adopted MuJoCo benchmarks:

Table 3: Normalized Scores of QDT and Trifle on Gym-MuJoCo benchmarks

Dataset Environment  Trifle QDT

Medium Halfcheetah  49.5:02  42.3x04
Med-Replay  Halfcheetah  45.0:03  35.6+05
Medium Hopper 67.1:43  66.5:63
Med-Replay Hopper 97.8:03  52.1x203
Medium Walker2d 83.1x08 67.1s32

Med-Replay Walker2d 88.3:38  58.245.1

E.2 Stochastic Taxi Environment

Hyperparameters. Except for s-Trifle, the sequence length K" modeled by TT, DT, and m-Trifle is all
equal to 7. The inference algorithm of TT follows that of the MuJoCo experiment and DT follows its
implementation in the Atati benchmark. Notably, during evaluation, we condition the pretrained DT
on 6 different RTGs ranging from -100 to -350 and choose the best policy resulting from RTG=-300
to report in Figure Beam width N = 8 and planning horizon H = 3 hold for TT and m-Trifle.

Additional Results on the Taxi benchmark. Besides the episode return, we adopt two metrics to
better evaluate the adopted methods: (i) #penalty: the average number of executing illegal actions
within an episode; (ii) P(failure): the probability of failing to transport the passenger to the
destination within 300 steps.

Table 4: Results on the stochastic Taxi environment. All the reported numbers are averaged over
1000 trials.

Methods Episode return  # penalty P (failure)

s-Trifle -99 0.14 0.11
m-Trifle -57 0.38 0.02
TT -182 2.57 0.34
DT -388 14.2 0.66
DoC -146 0 0.28
dataset -128 2.41 0

Ablation Study Regarding Action Filtering. In an attempt to justify the effectiveness/necessity of
exact inference, we compare Trifle with value-based action filtering/value estimation in the following:

To begin with, we implemented the traditional Policy Evaluation algorithm on the Taxi offline dataset
described in Section [6.2]of the paper. The policy evaluation algorithm is based on the Bellman update:

Q(st,ar) = Q(st,ar) + a[rip1 +7Q(s141,ar1) — Qlst, ar))]

Then we use the obtained Q function, denoted Qy.y;, to perform the following ablation studies. We
still choose TT as our base RvS model. Recall that given s;, TT first samples a; from its learned
prior policy prr(at|s:), which are subsequently fed to a beam search procedure that uses the learned
value function ppr(V;|ss, ar) to select the best action. Therefore, we consider ablations on two
key components of TT: (i) the prior policy prr(V;|st, a:) used to sample actions, and (ii) the value
function prr(V;|s¢, a;) used to evaluate and select actions.
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1. TT + Qqayxi action filtering: weigh the prior policy prr(a¢|s;) with each action’s exponen-
tiated Quax; value (i.e., exp(Quxi(st, ar))), but still adopt TT’s value estimation. In other
words, in this experiment, we only use Q,x; to improve the sampling quality as s-Trifle does.

2. TT + Qqax; value estimation: replace prr (Vi |st, ar) with Quxi(se, a;) for action evaluation
and selection, but still use TT’s prior policy prr(a|s:).

3. TT + full Qayi: simultaneously use exp(Quxi(st, ar)) for action filtering and Quaxi (s, at)
for action evaluation.

We present the results of these ablation studies as follows:

Method Score
TT -182
TT + Qi action filtering -157
TT + Qi value estimation — -147
TT + full Quaxi -138
m-Trifle -58

s-Trifle -99

From these results, we draw the following conclusions:
» m-Trifle and s-Trifle achieve the best performance.

* The rank of scores: TT + full Quxi > TT + Qyaxi value estimation > TT + Q. action filtering
> TT suggests that using Q. for both action filtering and value estimation is beneficial;
combining the two leads to the best performance.

* Specifically, the fact that s-Trifle outperforms the (y.x; based action filtering demonstrates
that our filtration with exact inference is much more effective. The superior performance of
m-Trifle also provides strong evidence that explicit marginalization over future states leads
to better value estimation.

F Additional Experiments

F.1 Ablation Studies on Rejection Sampling and Beam Search

The key insight of Trifle to solve challenges elaborated in Scenario #1 is to utilize tractable probabilis-
tic models to better approximate action samples from the desired distribution p(a¢|so.:, E[V;] > v).
We highlight that the most crucial design choice of our method for this goal is that: Trifle can
effectively bias the per-action-dimension generation process of any base policy towards high expected
returns, which is achieved by adding per-dimension correction terms prpas (Vi > v|st, atgz) (Eq. (2)
in the paper) to the base policy.

While the rejection sampling method can help us obtain more unbiased action samples through a
post value(expected return)-estimation session, we only implement this component for TT-based
Trifle (not for DT-based Trifle) for fair comparison, as the DT baseline doesn’t perform explicit
value estimation or adopt any rejection sampling methods. Therefore, the success of DT-based Trifle
strongly justifies the effectiveness of the TPM components. Moreover, the beam search algorithm also
comes from TT. Although it is a more effective way to do rejection sampling, it is not the necessary
component of Trifle, either.
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Figure 5: Scaling Curves of Inference Time. (Fix beam width = 32)
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Table 5: Ablations over Beam Search Hyperparameters on Halfcheetah Med-Replay. (a) With H = 1,
the beam search degrades to naive rejection sampling (b) With W = 1, the algorithm doesn’t perform
rejection sampling. It samples a single action and applies it to the environment directly.

(a) Varying Planning Horizon (b) Varying Beam Width
Horizon H Width W TT TT-based Trifle  Horizon H Width W TT TT-based Trifle
5 32 41.9+2.5 45.0+0.3 5 32 41.9+2.5 45.0+0.3
4 32 40.1+£2.0 43.1+1.0 5 16 42.5+1.9 42.6+1.6
3 32 41.6+1.3 42.6+1.6 5 8 42.9+0.4 43.5+0.3
2 32 39.7+2.5 42.8+0.5 5 4 38.7+0.3 43.4+0.3
1 (w/ naive rej sampling) 32 33.6+3.0 39.6+0.7 5 1 (w/o rej sampling) 31.2+3.4 36.7+1.8

For TT-based Trifle, we adopted the same beam search hyperparameters as reported in the TT
paper. We conduct ablation studies on beam search hyperparameters in Table [5]to investigate the
effectiveness of Trifle’s each component. From Table 5} we can observe that:

* Trifle consistently outperforms TT across all beam search hyperparameters and is more
robust to variations of both planning horizon and beam width.

* (a) Trifle w/ naive rejection sampling » TT w/ naive rejection sampling (b) Trifle w/o
rejection sampling » TT w/o rejection sampling. In both cases, Trifle can positively guide
action generation.

* Trifle w/ beam search > Trifle w/ naive rejection sampling > Trifle w/o rejection sampling »
TT w/ naive rejection sampling. Although other design choices like rejection sampling/beam
search help to better approximate samples from the high-expected-return-conditioned action
distribution, the per-dimension correction terms computed by Trifle play a very significant
role.

F.2 Computational Efficiency Analysis

Since TPM-related computation consistently requires 1.45s computation time across different
horizons, the relative slowdown of Trifle is diminishing as we increase the beam horizon. Specifically,
in the Gym-Mujuco benchmark, the time consumption for one step (i.e., one interaction with the
environment) of TT and Trifle with different beam horizons are listed here (Figure |§] (left) also plots
an inference-time scaling curve of Trifle vs TT with varying horizons):

Table 6: The one-step inference runtime of the Gym-MuJuCo benchmark
Horizon TT  Trifle

5 0.5s 1.5s
15 12s 1.8s
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Moreover, Figure 5] (right) shows that Trifle’s runtime (TPM-related) scales linearly w.r.t. the number
of action variables, which indicates its efficiency for handling high-dimensional action spaces.

Trifle is also efficient in training. It only takes 30-60 minutes ( 20s per epoch, 100-200 epochs) to
train a PC on one GPU for each Gym-Mujuco task (Note that a single PC model can be used to
answer all conditional queries required by Trifle). In comparison, training the GPT model for TT
takes approximately 6-12 hours (80 epochs).

F.3 Ablation Studies on the Adaptive Thresholding Mechanism

The adaptive thresholding mechanism is adopted when computing the term prpas (V; > v|sy, atgl)
of Equation (2), where i € {1,...,k}, k is the number of action variables and a is the ith variable
of a;. Instead of using a fixed threshold v, we choose v to be the e-quantile value of the distribution
prpm (Vi|ss, ar') computed by the TPM, which leverage the TPM’s ability to exactly compute
marginals given **incomplete** actions (marginalizing out a’**). Specifically, we compute v using
v =mazx.{r € Rlprpar (Vi > r|st,ar’) > 1 — ¢}. Empirically we fixed ¢ for each Gym-MuJoCo
environment and € = 0.2 or 0.25, which is selected by running grid search on € € [0.1,0.25].

Table 7: Comparison of Adaptive and Fixed Thresholding Mechanisms

(b) Performance of Fixed Thresholding (Varying
(a) Ablations over Adaptive Thresholding (Varying v)

€) on Halfcheetah Med-Replay

v Halfcheetah Med-Replay =~ Walker2d Med-Expert
Method Score adaptive 45.0+0.3 109.3+0.1

90 44.8+0.3 109.1+0.2
T . 419425 80 395428 108.9:£0.2
TT-based Trifle (¢ = 0.25) 45.0+0.3 70 44.940.3 108.44+0.4
TT-based Trifle (¢ = 0.2) 44.2+0.4 60 42A6j:1 -6 105-8:|:0.3
TT-based Trifle (¢ = 0.15) 44.4+0.3 50 41‘4:I:2'0 107'5ﬂ:1 '5
TT-based Trifle (¢ = 0.1)  42.6+1.6 40 42.6:I:l.6 107.5j:1.4

30 44.0+0.4 98.3+5.4

We report the performance of TT-based Trifle with variant € vs TT on Halfcheetah Med-Replay
benchmark in Table We can see that Trifle is robust to the hyperparameter € and consistently
outperforms the base policy TT.

We also conduct ablation studies comparing the performance of the adaptive thresholding mecha-
nism with the fixed thresholding mechanism on two environments in Table Specifically, given
that V; is discretized to be a categorical variable with 100 categoricals (0-99), we fix v to be
90,80,70,60,50,40,30 respectively.

The table shows that the adaptive approach consistently outperforms the fixed value threshold in both
environments. Additionally, the performance variation of fixing v is larger compared to fixing € as
different v can be optimal for different states.

G Potential Negative Societal Impact

This paper proposes a new offline RL algorithm, which aims to produce policies that achieve high
expected returns given a pre-collected dataset of trajectories generated by some unknown policies.
When there are malicious trajectories in the dataset, our method could potentially learn to mimic such
behavior. Therefore, we should only train the proposed agent in verified and trusted offline datasets.

22



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: All claims regarding empirical performance are justified by the results in
Section [6] The claims regarding the importance of tractability are justified by empirical
evidence shown in Section[3l

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed limitations of our work in Section[7]

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: For Thm.[T] we have elaborated the full assumptions in its main body. A proof
is provided in Appx.[Al

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our code is available at https://github.com/liebenxj/Trifle.git. Moreover, we
have provided full algorithm details (including algorithm tables) in Section 4] and [5] and
Appx.[Cl Adopted hyperparameters are described in Section [§|and Appx.[E] The code as
well as all trained models will be released if this paper gets accepted.

Guidelines:

* The answer NA means that the paper does not include experiments.
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* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: Our code is available at https://github.com/liebenxj/Trifle.git
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Detailed settings of the experiments can be found in Section [6]and Appx.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We reported mean and standard deviation over 12 or more runs in most
applicable experiments, e.g., Table[T] 2] and 3] and Figure

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have a discussion regarding runtime in Appx.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.
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10.

11.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics and the research conducted in the
paper conforms to it.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper studies a specific type of offline RL algorithm. The proposed method
itself is only tested on simulated environments such as games and thus has no immediate
societal impact.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
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Justification: The paper does not release new data and does not involve large language
models.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We have cited the owners/authors of the benchmarks we used.
Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

 For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Not applicable.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
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15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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