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Abstract— Vision transformer (ViT) models have recently
emerged as powerful and versatile tools for various visual
tasks. In this article, we investigate ViT in a more challenging
scenario within the context of few-shot conditions. Recent work
has achieved promising results in few-shot image classification
using pretrained ViT models. However, this work uses full
fine-tuning for the downstream tasks, leading to significant
overfitting and storage issues, especially in the remote sens-
ing domain. To tackle these issues, we turn to the recently
proposed parameter-efficient tuning (PETuning) methods, which
update only the newly added parameters while keeping the
pretrained backbone frozen. Inspired by these methods, we pro-
pose the meta visual prompt tuning (MVP) method. Specifically,
we integrate the prompt-tuning-based PETuning method into
the meta-learning framework and tailor it for remote sensing
datasets, resulting in an efficient framework for few-shot remote
sensing scene classification (FS-RSSC). Moreover, we introduce
a novel data augmentation scheme that exploits patch embed-
ding recombination to enhance data diversity and quantity.
This scheme is generalizable to any network that uses the
ViT architecture as its backbone. Experimental results on the
FS-RSSC benchmark demonstrate the superior performance of
the proposed MVP over existing methods in various settings,
including various-way-various-shot, various-way-one-shot, and
cross-domain adaptation.

Index Terms— Few-shot learning, meta-learning, parameter-
efficient fine-tuning, prompt tuning, remote sensing.

I. INTRODUCTION

EW-SHOT remote sensing scene classification

(FS-RSSC) [1], [2] aims to classify remote sensing
images into different categories using only a few labeled
examples per category. This is a challenging but important
machine learning task for practical applications such as
land use classification and environmental monitoring, where
obtaining large-scale and high-quality labeled datasets is
expensive and time-consuming. Transfer learning [3], meta-
learning [4], and metric learning [1] have been used for
FS-RSSC tasks. These methods primarily use convolutional
neural networks (CNNs) that are typically restricted to
smaller models with fewer parameters, such as Conv4 [5],
ResNet12 [6], and ResNet18 [6].
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Recently, vision transformers (ViTs) have yielded remark-
able achievements in various visual tasks. The prospect of
applying them to the field of few-shot learning is highly
attractive and holds significant appeal. For instance, PMF [9],
a ViT-based method consisting of a three-stage learning
pipeline, has made significant progress in few-shot classifi-
cation tasks. PMF pretrained the ViT model on unsupervised
external data, then meta-trained the model on base categories,
and finally, fine-tuned the model on a novel task. They
showed that this simple transformer-based pipeline yields
surprisingly good performance on standard benchmarks such
as Mini-ImageNet [5], CIFAR-FS [10], CDFSL [11], and
Meta-Dataset [12].

During the three stages of learning, PMF uses full
fine-tuning to update network weights. However, this brings
about two significant issues, especially in remote sensing
applications. First, compared with the few-shot classification
task in natural images, the remote sensing domain faces a more
severe issue of sample scarcity, and thus, fully fine-tuning ViT
with a large number of weights can lead to severe overfitting
problems. Second, training a ViT model for each remote
sensing task is unfeasible due to storage limitations on the
satellite or drone platforms where the algorithm is deployed.
Our experiment results also indicate that ViT models based
on a full fine-tuning strategy exhibit lower efficacy in solving
FS-RSSC tasks.

To address these issues, we turn to explore a fine-tuning
method for ViT models that is suitable for FS-RSSC tasks.
A potential solution is the parameter-efficient tuning (PETun-
ing) [13] methods, which have received considerable attention
in natural image recognition recently. In the PETuning
paradigm, only a small number of newly added parameters
are updated during training, while the pretrained backbone is
kept frozen. For instance, visual prompt tuning (VPT) [14]
is a recently proposed visual PETuning method that adds
prompt tokens to the input space and only updates the newly
added parameters. The tuned parameters for each downstream
task are less than 1% of model parameters, and thus, it can
reduce the storage demand and effectively alleviate the model
overfitting issues of remote sensing applications.

Taking inspiration from VPT, we propose the meta visual
prompt tuning (MVP) method as an effective approach
to address FS-RSSC tasks. Within the framework of
meta-learning, MVP leverages prompt tuning to adapt a
pretrained ViT model to new tasks with limited data and com-
putational resources. Unlike previous methods that fine-tune
the entire ViT model, MVP only updates the newly added
prompt parameters while keeping the pretrained ViT backbone
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networks fixed. Specifically, MVP embeds the prompt parame-
ters into a novel parameter-efficient meta-learning framework.
In the meta-training phase, MVP learns to learn a good initial-
ization for the newly added prompt parameters on multiple sets
of FS-RSSC source tasks. We denote the optimal initialization
prompt parameters by 6. In the meta fine-tuning phase, MVP
fine-tunes @ with a few gradient steps on the target task and
then makes predictions for remote sensing scene categories.

In addition, we design a novel data augmentation method
for meta fine-tuning that is based on the ViT architecture.
Our method is motivated by the observation that remote
sensing scene images of the same category tend to have high
consistency, which may lead to model overfitting and poor
generalization to variations in imaging conditions. To address
this issue, we propose to enhance the diversity of remote sens-
ing scenes by embedding image patches of other categories
into the current image, inspired by image patch recombination
research [15]. Specifically, a new image patch recombination
method based on the ViT network is designed, which operates
on image patch embeddings after the linear projection of
ViT. Moreover, we randomly select and swap some patch
embeddings of an input image with those from other images in
the same batch. It is worth noting that this data augmentation
method is also applicable to all other models based on the ViT
architecture. Experiments show that our data augmentation
method can effectively enhance the generalization performance
to new categories in the meta fine-tuning stage.

Real-world FS-RSSC tasks exhibit two key characteristics:
the number of categories and samples in new tasks varies, and
the data distribution is unpredictable, thus necessitating cross-
domain adaptation [8]. The large-scale FS-RSSC benchmark
AIFS-DATASET [8] meets both the criteria as the bench-
mark for evaluation. We thoroughly evaluated our proposed
MVP model on the AIFS-DATASET through comprehensive
experiments, under various-way-various-shot, various-way-
one-shot, and cross-domain adaptation settings. Fig. 1 shows
an overview of the comparison of the results and Fig. 2 depicts
the pipeline of the MVP model. Our MVP demonstrated
superior performance on various challenging in-domain and
cross-domain benchmarks, significantly surpassing the existing
methods. Our contributions can be summarized as follows.
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1) To the best of our knowledge, our proposed MVP is
the first study to explore PETuning on remote sensing
applications.

We integrate PETuning into the meta-learning frame-
work using the meta-learning paradigm to initialize
newly added prompt parameters, facilitating rapid adap-
tation to new FS-RSSC tasks.

Our proposed MVP empowers transformer models to
perform well in situations where there are only limited
data available, significantly alleviating the overfitting
issue.

We propose a data augmentation method tailored
explicitly for the ViT-based models to enhance their
adaptability to remote sensing scenes.

Our MVP demonstrates exceptional performance on the
challenging FS-RSSC dataset.

2)

3)

4)

II. RELATED WORK
A. Scene Classification With Few-Shot Learning

In practical scenarios, well-labeled training data are limited,
and FS-RSSC attempts to solve this challenge. Classi-
cal methods can be roughly divided into two categories:
metric-based and meta-learning-based [16]. The metric-based
methods learn a feature space or distance function to measure
the similarity between classes [1], [17], [18]. For instance,
RS-MetaNet [17] introduces a novel balance loss to pro-
vide better linear segmentation planes for scenes in different
categories. Another example is DLA-MatchNet [18], which
proposes an approach to automatically discover discriminative
regions. MCMNet [19] takes this a step further by proposing
a multiscale covariance network to optimize the manifold
space.

On the other hand, meta-learning-based methods [20], [21]
aim to learn a meta-model that can quickly adapt to new
tasks with few gradient updates. For instance, MetaRS [21]
explores the use of meta-learning to improve the generalization
capability of deep neural networks (DNN5s) on remote sensing
scene classification with limited training data. Another exam-
ple is PTMeta [22], which applies parameter transfer to fix the
parameters in a DNN to relax the problem of training a large
number of parameters within a meta-learning framework.

A review of these methods reveals that most use shallow
CNNs as their backbone network. While this approach can
mitigate overfitting when training data are limited, it also
constrains further improvements in classification performance.
Recently, ViTs have demonstrated promising results in visual
tasks [9], [23], and there have been efforts to apply ViT-based
approaches to large-scale remote sensing classification [24],
[25]. However, research on the application of ViT-based meth-
ods to FS-RSSC tasks remains limited.

B. Efficient Tuning for Visual Transformer

One of the key challenges in machine learning is how to
effectively reuse the existing models and fine-tune them for
downstream tasks. Conventionally, when the task data dis-
tribution matches the pretraining data distribution, the model
training can be done by freezing the backbone network and
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generated via a novel data augmentation method in meta fine-tuning. “E” represents original backbone embedding tokens and “P” represents newly added

prompt tokens.

only fine-tuning the classification head [3]. However, when
the downstream task data distribution differs significantly, the
main fine-tuning method is to update all the parameters of
the model. Recent work also explores adding new network
structures (such as FiLM layers [7]) on top of the backbone
network and then fully fine-tuning all the model parameters
for the downstream task.

PETuning [26], [27] is an effective way to adapt large-scale
transformer models to downstream tasks with minimal param-
eter size, data size, and storage space. PETuning addresses the
challenge of data scarcity that hinders the full fine-tuning of
large models. Depending on the data distribution of the task,
different PETuning variants can be used. For instance, sparse
fine-tuning [28] only updates the bias terms of the model
when the task data are similar to the pretraining data. For
tasks with different data distributions, side-tuning [29], [30]
and prompt-tuning [14] are suitable methods. These methods
freeze the whole model backbone and only fine-tune a small
fraction (usually less than 1%) of newly added parameters,
which are plug-and-play and do not alter the original model
structure and parameters. Side-tuning (e.g., adapter [31] and
LoRA [32]) uses the same input as the original model and
combines the output of the original model with the output
of the side module to form new feature representations.
The prompt-tuning-based methods can change the input of
each transformer block by adding special tokens to induce
different feature activations. In this article, we propose a novel
PETuning method that leverages meta-learning to adapt large-
scale transformer models to the FS-RSSC task.

C. Data Augmentation

In both general and few-shot image classification, data
augmentation expands the number of available images per
class and generates novel classes and tasks [33]. Techniques
range from simple rotations [34] and crops [35] to more refined
strategies such as cutmix [36] and mixup [37]. Some methods
use GAN networks to emulate the target data distribution [38].
Recent research has shown that data augmentation has differ-
ent effects on the meta-training and meta-testing stages of the

meta-learning pipeline [39]. For instance, increasing the num-
ber of query samples and tasks during meta-testing improves
the performance of meta-learners more than increasing the
number of support samples during meta-training. Compared
with the general few-shot datasets, the FS-RSSC datasets have
a smaller volume [1]. To overcome this data scarcity problem,
several methods have been proposed to augment the training
data for FS-RSSC in different ways. For example, the quad-
patch method [15] generates synthetic samples by cutting and
reassembling patches from existing images, while the spatial
vector enhancement method [40] simulates the distribution
of neighboring classes to enrich the feature space. However,
these methods do not consider the specific properties of ViT
as the backbone network. In this article, we present a novel
data augmentation method that is customized for the structural
features of ViT and the attributes of remote sensing images and
fully unleashes the potential of the ViT architecture.

III. METHODOLOGY
A. Overview

1) Problem Definition: FS-RSSC is a task that requires
a model to quickly and accurately classify unseen scene
images with only a few annotated samples [1]. This task is
motivated by the challenge of domain adaptation in remote
sensing images, which are often collected from different
sensors, regions, and seasons, resulting in a large domain
gap between the source and target domains. Moreover, the
number of annotated samples varies significantly across dif-
ferent tasks, making it necessary to train models that can cope
with different numbers of annotated samples. Formally, the
annotated dataset, referred to as the support set S, consists
of C categories (way) with K samples (shot) per category,
where C € [5, MAXWAY] and K € [1, MAXSHOT]. The
model is trained on the support set and then used to predict
the categories of the query set O, which contains unlabeled
images from the same categories as the support set.

2) Meta-Learning Process: Meta-learning methods have
shown promise for the FS-RSSC task. The basic meta-learning
process consists of two stages: meta-training and meta fine-
tuning [4], [21]. With the development of ViT, the PMF [9]
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method enhances the meta-learning process by adding a pre-
training phase. PMF proposes a new three-stage pipeline:
pretraining, meta-training, and meta fine-tuning. The backbone
network is first pretrained on a large-scale external dataset
such as ImageNet [41], then meta-trained on multiple source
datasets, and finally, meta fine-tuned on a target dataset with
limited annotated support samples. Note that the source and
target datasets have nonoverlapping domains.

3) Prompt-Based Meta-Learning: During the three stages
of learning, PMF uses full fine-tuning to update the back-
bone network. However, this brings about two significant
challenges, especially in remote sensing applications. One
challenge is how to avoid overfitting when fine-tuning the
whole ViT model on limited support samples. Another chal-
lenge is how to reduce the storage space required to store
different ViT models for different tasks. To address these
issues, we propose a meta-visual prompt tuning (MVP) frame-
work. Our research aims to efficiently fine-tune the pretrained
ViT backbone models for the FS-RSSC task.

Given a pretrained ViT backbone network, MVP introduces
a new prompt module into the input space of the pretrained
ViT model (as shown in Fig. 3). The prompt parameters do not
need to undergo the pretraining stage as in PMF. During the
meta-training and meta fine-tuning stages, MVP only updates
the prompt parameters to fit the FS-RSSC task features, while
the whole ViT network is frozen.

In the meta-training stage of MVP, we optimize the prompt
parameters on multiple source datasets that are domain-disjoint
from the target dataset. We use a meta-learning algorithm
that mimics the FS-RSSC task by sampling episodes from
the source datasets. An episode is a few-shot learning task
that contains a support set and a query set with the same
categories but different images. We use a prototypical loss
function [42] to evaluate the classification performance of the
MVP model on the query set and update the prompt parameters
using gradient descent.

After initializing the prompt parameters in meta-training,
the MVP model is able to adapt to the target dataset of
remote sensing scenes in the meta fine-tuning phase. These
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target scenes are completely new and different from the
source dataset. The MVP model performs meta fine-tuning on
auxiliary tasks that are based on support data, using a novel
data augmentation method. After meta fine-tuning, the MVP
model can classify all the remaining unlabeled query data.

B. Model Architecture

1) ViT Backbone Networks: The standard ViT [23] is used
as our backbone network to address the FS-RSSC task.
As input to the ViT backbone network, the image x €
R3>*H*W is initially partitioned into m fixed-size patches
{I; € R»"v | j € N,1 < j < m}. Subsequently, each
patch is projected into d-dimensional feature embedding with
positional encoding [23]

e} = Embed(I) (1)

where eé € R?. Following this, the collection of image patch
embeddings E; = {e{ eR?Y|ieN, 1 <i<N}is used as
the inputs to the (i + 1)th transformer layer L,;;. Formally,
the entire ViT backbone networks can be articulated as

[CLS;, E;]=L;([CLS;_1, E;i_1])
fo(x) =CLSy

@)
3)

where CLS;_, € RY refers to the class token in the input
sequence of L;. Furthermore, CLSy in the output of the final
layer is used as the feature representation f(x) of the input
image x. Moreover, 6 represents the model parameters of ViT.
2) Prompt-Based ViT Networks: In line with the VPT [14]
model and given a pretrained ViT backbone network, a set
of prompt tokens P; = {p! € RY |+ € N,1 <t < p}
are concatenated into the input space of the transformer layer.
Formally, the ViT architecture in (2) can be replaced by

[CLS;, P;,E;]=L;([CLS;_,. P;_1, E;_i)) “4)
Jor(x) = CLSy (%)

where [x;_;, Pi_1, E;_1] € RU+tP+tmxd g7 denotes the model
parameters of ViT, as well as the additional prompt parameters
6f. The network structure of our proposed model, MVP,
is illustrated in Fig. 3.

Throughout the meta-training and meta fine-tuning phases,
only the newly added prompt parameters 6% are updated,
while all other parameters of the ViT backbone network
remain unchanged. Therefore, a classification task involving
the prediction of label y can be represented as follows:

.gP

6" = argmax > log p(yl fyr (x); 6”) (6)
X

where 6* represents the optimal value for the prompt param-

eters O that maximizes the sum of logarithmic probabilities.

C. Meta Fine-Tuning Process

Meta fine-tuning for target few-shot tasks requires effec-
tively using a small amount of labeled support data and
achieving meta fine-tuning in a few steps. A common solution
is to use data augmentation to expand the support set [9].
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For a few-shot task 7 = {S, @}, where S is a set of labeled
support images, and Q are other unlabeled query images. The
method is to create an auxiliary task 7' = {S, Q’}, where the
pseudoquery Q' = augment(S) is composed of augmented
support images. This auxiliary task-based meta fine-tuning
process enhances the model’s adaptability to novel tasks by
leveraging augmented data.

In this work, we propose a novel data augmentation
method called random patch recombination (RPR-aug), which
is designed specifically for ViT-based models. As shown
in Fig. 4, the RPR-aug method is applied after the linear
projection of the data. Unlike traditional methods [9], [39] that
augment the data before feeding it into the backbone networks,
our method can fully use the structure of ViT. Specifically,
for the patch embeddings E = {e”* € R? | pos € N,1 <
pos < m} of a given image in a support set S, we select
a subset of E and denote their corresponding positions as
{pos € R 1 <m < m}, with a recombination rate of «.
Then, we replace the selected patches with patches from other
images in the support set S that have the same positions pos.
Algorithm 1 summarizes the process in detail.

D. Loss Functions

With the prompt-based ViT backbone networks, we discuss
how to define our training objective. We denote the feature rep-
resentation of support and query image as fy (x*) and fy (x9)
and write them as f; and f;, for simplicity. Following the
prototypical networks [42], the prototype vectors of support
data are denoted as € = {u. € RY | c € N,1 < ¢ < C}.
Here, p. = (1/]S:]) zi:y;‘vzc f, is the prototype of class ¢ and
|Se| = Zi:v;.‘:c 1. Then the probability of a query image x4
is defined as a function of its similarity to the prototypes of
support data

exp(=d (/i )
ZC/ exp(_d(feq/7 "LC/))

where d is the cosine distance. Finally, the training objec-
tive £ of our proposed MVP is to minimize the negative

p(y? =clx?) = (7)

5610413

Algorithm 1 PyTorch Pseudocode for RPR-Aug

# Inputs: Patch embeddings of images in a support set.
# Outputs: Recombination of input patch embeddings.

def random_recombine (emb_x, rate):

# emb_x: [bs, pos, dim]

# rate: selection rate of \alpha

pos = emb_x.size\hyperref[eq:patch]{ (\ref{eq:patch})}

rate = int (pos * rate)

# iterate over all image patch embeddings

for bs_i, _ in enumerate (emb_x):
select_pos = random.sample (range (0, pos), rate)
emb_x = replace(emb_x, bs_i, select_pos)

def replace(emb_x, bs_i, select_pos):

# iterate over all selected positions

bs = emb_x.size(0)

for pos_i in select_pos:
# note: probability of p(i=j) is approximately 0
bs_j = random.randint (0, bs-1)
emb_x[bs_i, pos_i, :] = emb_x[bs_j,

return emb_x

pos_i, :]

log-likelihood and £ = —log p(y? = c|x?), which can be
further written as

1
L= 5 [d(fg",, w) +log > exp—d(f. Mc/)}. ®)

IV. EXPERIMENTS

In this section, we first introduce the evaluation dataset
and the implementation details briefly but comprehensively.
Then, we present ablation experiments that demonstrate the
significant effectiveness of the MVP design. Finally, we con-
trast the proposed MVP with the state-of-the-art (SoTA) peer
competitors.

A. Experimental Setup

1) Datasets: We evaluate our methods and SoTA algo-
rithms using a challenging FS-RSSC benchmark named
AIFS-DATASET [8]. This benchmark is a variant of the
META-DATASET [12] that includes a collection of remote
sensing datasets. The AIFS-DATASET is composed of two
subsets: in-domain and out-of-domain sets. The in-domain
set consists of six open-source datasets that do not feature
remote sensing scenarios: CUB-200-2011, Describable Tex-
tures, Fungi, VGG Flower, Traffic Signs, and CIFARI100.
These six datasets are partitioned such that approximately
70%, 15%, and 15% of data are assigned to training, vali-
dation, and testing sets, respectively. The out-of-domain set
comprises four remote sensing datasets, namely, NWPU-
RESISC45, UC-Merced, WHU-RS19, and AID, all of which
are exclusively used for testing purposes. Table I displays the
specific dataset partitioning.

2) Benchmarking Methods: In this article, we compare
our method with several SoTA methods for FS-RSSC,
such as Finetune [43], MatchingNet [5], ProtoNet [42],
fo-MAML [20], RelationNet [44], fo-Proto-MAML [20],
DeepBDC [45], CNAPs [46], SimpleCNAPs [7], and DC-
DML [8]. These methods have been evaluated on the
AIFS-DATASET [8], the large-scale benchmark for FS-RSSC.
In addition, we use PMF [9] as another baseline model,
since it has achieved SoTA performance on various few-shot
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TABLE I
DATA COMPOSITION AND SPLIT OF AIFS-DATASET [8]

Dataset | Domain | Total | Train  Val  Test
CUB-200-2011 200 140 30 30
Describable Textures 47 33 7 7
Fungi In 1394 994 200 200
VGG Flower 102 71 15 16
Traffic Signs 43 30 6 7
CIFAR100 100 72 13 15
UCMerced 21 0 0 21
WHU-RS19 Out 19 0 0 19
NWPU-RESISC45 45 0 0 45
AID 30 0 0 30

learning benchmarks. We follow the official code and settings
of PMF to reproduce its results on the AIFS-DATASET. For
the training settings, all the above methods use the full fine-
tuning method. In contrast, our proposed MVP method uses
the prompt fine-tuning method.

3) Implementation Details: In terms of data organization,
we follow the same setup as the AIFS-DATASET [8]. Specif-
ically, the number of classes included in each task was
randomly selected from the range [5, MAXWAY], while the
number of support samples per class was randomly selected
from the range [1, MAXSHOT]. The sampling algorithm
used in this process is based on uniform sampling. In the
subsequent text, we use MW and MS to represent MAXWAY
and MAXSHOT, respectively. To comprehensively evaluate
model performance in our experiments, we set MW to 5/10/20
and MS to 1/5/10/20. As for the pretraining phase, con-
sistent with PMF [9], we also use ViT as the backbone
network. ViT is pretrained on the ImageNetlK dataset using
the classical self-supervised method DINO [47] method. In our
experiments, we demonstrated results based on ViT-tiny and
ViT-small. During the meta-training and meta fine-tuning
phases, the parameters of ViT are fixed, and only the newly
added prompt parameters are updated.

B. Ablation Study

In this section, we conduct an ablation study to analyze the
effectiveness of the proposed MVP method. First, we com-
pare the performance of meta-visual prompt-tuning and fully
fine-tuning and present the results in Table II. Table III shows
the number of learnable parameters that need to be updated
using different fine-tuning methods. Second, we evaluate the
effectiveness and computational efficiency of the RPR-aug
method proposed in this article. Finally, we investigate how
the number of prompt tokens affects classification performance
and computational efficiency.

1) Is PMF Effective in the Field of Remote Sensing?: To
investigate the performance of the full fine-tuning method in
the FS-RSSC task, we conducted an ablation study on the
AIFS-DATASET using the PMF framework. We compared
four settings: 1) M1, which is the pretrained model without
any meta-learning process; 2) M2, which is the pretrained
model + only the meta-training process; 3) M3, which is
the pretrained model + only the meta fine-tuning process;
and 4) M4, which is the complete PMF [9] model. From the
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TABLE I

EFFECT OF UPDATING BACKBONE OR PROMPT PARAMETERS ACROSS
DIFFERENT META-LEARNING PHASES ON THE AVERAGE
CLASSIFICATION ACCURACY (%) OF THE AIFS-DATASET USING
VIT-SMALL AS THE BACKBONE NETWORK UNDER MW5 MS5
AND MW 10 MS10 SCENARIOS.“—" INDICATES THAT
THIS STAGE WILL NOT BE CARRIED OUT

Benchmark Results

MW5 MS5 ‘ MW10 MS10

Training Configuration

Model | Meta Train |

Meta Finetune |

Ml - - 755 £ 0.1 764 £ 0.3
M2 Backbone - 75.6 £ 0.2 76.6 £ 0.2
M3 - Backbone 749 £ 0.1 772 £ 0.3
M4 Backbone Backbone 76.6 £ 0.2 78.1 £0.1
M5 Prompt — 79.8 £ 0.3 80.4 £0.2
M6 — Prompt 763 £ 0.2 78.6 £ 0.2
M7 Backbone Prompt 75.6 £ 0.1 789 £ 0.2
M8 Prompt Backbone+Prompt | 78.3 £ 0.2 80.1 £ 0.4
M9 Prompt Prompt 79.6 + 0.3 812 +0.2
TABLE III

NUMBER OF TRAINABLE PARAMETERS FOR RN 18, VIT, AND PROMPT
VIT WITH 200 PROMPT TOKENS

Backbone | Image size | Trainable Params (M)
RNI18 | 224x224 | 11.28
ViT-tiny 224x224 5.52
ViT-small 224 x224 21.66
ViT-base 224 x224 85.79
Prompt ViT-tiny 224 x224 0.46
Prompt ViT-small 224 %224 0.92
Prompt ViT-base 224x224 1.84

results in Table II, we can draw a conclusion that the complete
PMF (full fine-tuning) does improve the performance over
the pretrained model that without any meta-learning process
(comparing models M4, M3, M2, with M1). These suggest
that full fine-tuning might not be a good solution for FS-RSSC
tasks.

2) Effectiveness of MVP for FS-RSSC and Which Stage to
Apply MVP?: To evaluate the effectiveness of the meta visual
prompt-tuning (MVP) method for FS-RSSC, we performed
ablation studies under three settings: 1) M5, which only
applied MVP for meta-training; 2) M6, which only applied
MVP for meta fine-tuning; and 3) M9, which applied MVP
for both meta-training and meta fine-tuning. The results in
Table II revealed that: 1) the model with MVP that completes
either meta-training or meta fine-tuning process has a better
performance than the PMF model with the same process (M5
versus M2, and M6 versus M3); 2) moreover, the model
with MVP that completes either the meta-training or meta
fine-tuning process even outperforms the PMF model that
completes both the processes (M5 versus M4, and M6 versus
M4); and 3) the complete MVP model significantly surpasses
the complete PMF model (M9 versus M4). These findings
indicate that MVP is an effective and superior method for
FS-RSSC, as it can learn from a few examples more efficiently
and accurately than PMF.

3) Combining MVP and Full Fine-Tuning: To validate
whether MVP and full fine-tuning can work together to achieve
better results, we carried out experiments under three settings:
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Comparison of different data augmentation methods on various-way-various-shot learning for four out-of-domain datasets. (a) Results on the UCM

dataset. (b) Results on the WHU dataset. (c) Results on the NWPU dataset. (d) Results on the AID dataset. None denotes no data augmentation, RPR-aug
denotes random patch recombination, and PMF-aug denotes the PMF data augmentation method.

1) M7 applies full fine-tuning in the meta-training stage and
MVP tuning in the meta fine-tuning stage; 2) M8 applies MVP
tuning in the meta-training stage and full fine-tuning for all the
parameters in the meta fine-tuning stage; and 3) M9 applied
MVP tuning for both meta-training and meta fine-tuning. The
results in Table II revealed that: 1) M7 does not show a
significant improvement over M4, indicating that performing
MVP only in the meta fine-tuning stage is effective but not
remarkable; 2) M8 achieves a substantial improvement over
M4, indicating that MVP can help the model obtain a better
initialization point which leads to better generalization to new
tasks; and 3) M9 achieves the SoTA result, demonstrating that
using MVP in both the meta-training and meta fine-tuning
stages can attain the maximum benefit improvement.

4) Effectiveness of RPR-Aug: This study proposes a novel
data augmentation method called RPR-aug, which is detailed
in Section III-C. This section mainly verifies the perfor-
mance of the RPR-aug method compared with other data
augmentation methods. We use the validated PMF [9] data
augmentation (PMF-aug) as the main comparison method.
PMF-aug includes popular techniques such as mixup, cutmix,
color-jitter, translation, and cutout, and it activates one or
more of these methods based on probability. Similar to PMF,
we apply the proposed RPR method to construct pseudoqueries
based on support images, used as auxiliary tasks in the meta
fine-tuning phase. However, unlike PMF, these auxiliary tasks
are only used to update prompt parameters while freezing
the backbone network. Furthermore, we also automatically
selected the learning rate /r and the recombination rate o
for each task. We used MVP to choose the optimal /r and
o from the ranges Ir € [le — 4,1e — 3,1e — 2,0.1] and
o € [0.05, 0.1, 0.2, 0.25], and then performed meta fine-tuning
with them.

To evaluate the efficacy of RPR-aug, we conducted a
series of experiments on the four remote sensing datasets
of AIFS (UCM, WHU, NWPU, and AID) for both the
various-way-various-shot and various-way-one-shot scenarios
and compared the results. The outcomes of these experiments
are presented in Fig. 5. Our findings revealed that overall,
RPR-aug outperformed PMF-aug significantly. Specifically,
when considering the average results across all the four tasks
(MWS5 S1, MWS5 MS5, MW10 S1, and MW10 MS10), RPR-
aug yielded improvements of 0.62%, 0.7%, 0.98%, and 0.68%
compared with PMF-aug on UCM, WHU, NWPU, and AID,
respectively. Notably, in one-shot learning tasks, RPR-aug
achieved particularly significant enhancements compared with

TABLE IV

COMPARISON OF RUNNING TIME FOR DATA AUGMENTATION METHODS
ON FS-RSSC TASKS WITH VIT BACKBONE NETWORKS

Backbone | Method | Avg Time (s)
s PMF-Aug 3.16
ViT-tiny ‘ RPR-Aug ‘ 0.67

, PMF-Aug 3.08
ViT-small ‘ RPR-Aug ‘ 0.97

, PMF-Aug 3.03
ViT-base ‘ RPR-Aug ‘ 1.61
TABLE V

COMPARISON OF PARAMETERS, AVERAGE ACCURACY, AND RUNNING
TIME FOR DIFFERENT NUMBERS OF TOKENS

Token | Params | Avg Acc (%) | Time/Iteration (s)

10 1,150 81.9 + 0.1 2.70
20 1,210 80.3 + 0.3 5.87
50 1,385 81.8 +0.2 6.20
200 2,542 76.5 £ 04 7.53

0 PMF-aug, with the MW10 S1 task indicating improvements
of 1.36%, 0.97%, 1.71%, and 0.74% on UCM, WHU, NWPU,
and AID, respectively. In summary, the proposed RPR-aug
technique outperforms the PMF-aug significantly in few-shot
image classification tasks, especially in one-shot learning
scenarios.

5) Efficiency of RPR-Aug: To compare the efficiency of
our RPR-aug method and the PMF-aug method, we further
conducted experiments on the AIFS-DATASET using different
backbone networks of ViT-tiny and ViT-small. We tested
six ten-way k-shot tasks, where k € [1,2,4,6,8,10], and
repeated 1000 data augmentation experiments for each task.
To ensure the fairness of the comparison, we set the recom-
bination rate « of RPR-aug to a maximum value of 0.25 and
used the same model and same batch. Table IV shows the total
average running time of 1000 experiments for each task. From
Table IV, we can see that RPR-aug is three times faster than
PMF-aug on average, indicating that our RPR-aug method is
more efficient and more suitable for FS-RSSC tasks based on
ViT.

6) Prompt Tokens Number: This is an important hyperpa-
rameter needed to tune for MVP, and we carried experiment to
test the effect of the number of prompt tokens on the perfor-
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TABLE VI
IN-DOMAIN AND OUT-OF-DOMAIN ACCURACY OF DIFFERENT MODELS WITH MAXWAY = 5 AND MAXSHOT = 5

‘ Backbone ‘ Tuning ‘

In-Domain Accuracy (%) ‘

Out-of-Domain Accuracy (%) ‘

Model Avg

| | CuB Textures Fungi Flower Signs CIFAR | UCM WHU NWPU AID |
Finetune [43] RNI18 Full 57.0£1.7 38312 45.8+1.8 73.9+1.2 50.1x1.3 54.5+14 | 63.6£1.7 76.1£1.5 55.5+1.6 60.2+1.7 | 57.5
MatchingNet [5] RNI18 Full 49.7+0.5 36.7+04  38.2+0.5 66.1+04 52.6£0.4 46.9+04 | 54.2+0.5 65.0£0.5 46.9+0.5 51.3x0.5 | 50.8
ProtoNet [42] RN18 Full 44.9+0.5 33.5£0.3 35.0#¢0.4 56.2+0.5 35.7+0.4  42.8+0.5 | 51.1£0.5 54.2+0.5 422404 44.6+04 | 44.0
fo-MAML [20] RN18 Full 59.5+0.6  38.5+0.4 44.0+0.5 70.3+0.5 49.0+0.4  49.7+0.5 52.1£0.5 60.8+0.5 44.5+0.5 50.0+0.5 51.8
RelationNet [44] RN18 Full 60.5£1.9 38.8+1.3 46.8+1.9 72.8+14 79.9+1.2 50.9+1.6 | 56.6+1.8 654+1.6 49.3+1.5 528+1.6 | 574
Proto-MAML [12] RNI18 Full 47.0£1.5  33.3%1.1 355+14  60.1x1.4 36.6£1.2 41.9+1.3 50.9+1.4 52614 41.6x1.4 44.2+15 44.4
DeepBDC [45] RNI18 Full 59.4+0.3 39.8404 48.6+0.3 73.6x0.2 47.2+0.5 41.8+0.5 | 59.9+0.6 68.3+0.3 51.8+04 57.7+0.3 | 54.8
CNAPs [46] RNI18 Full 65.6+£0.6  41.5+0.5 46.5+0.5 69.7+0.9 43.2+0.7 557405 | 66.9+0.6 61.8+0.5 49.1£0.5 54.6+0.5 | 55.5
SimpleCNAPs [7] RNI18 Full 64.0+0.5 449409 49.8+0.5 73.1+04 48.5+0.4 64.8+0.5 | 74.6+0.5 74.5+0.5 57.0£0.5 65.2+0.5 | 61.6
DC-DML [8] RN18 Full 62.2+40.5 49.5+0.5 50.6+0.6 82.2+04 48.7+0.4  59.7+£0.5 | 78.9+0.5 80.9+0.5 60.6£0.5 68.6+0.6 | 64.2
PMF-tiny 1 [9] ViT-t Full 83.240.3  61.5+0.2  55.6+0.5 83.8+0.2 43.5+0.2 54.6£04 | 83.5+0.2 88.2+0.1 753+03  77.6x£0.2 | 70.7
PMF-small 1 [9] ViT-s Full 84.3+0.2 72.340.1 61.840.5 86.3+0.1 53.7+0.5 61.3x0.3 | 89.1+0.1 93.0+#0.4 80.8+0.2 83.8+0.1 | 76.6
MVP-tiny (ours) ViT-t Prompt | 87.9+0.3 66.1+0.2 659404  89.1+0.4 559403 63.5£0.2 | 84.1+0.3 89.6+04 77.2+0.2 79.6£0.2 | 759
MVP-small (ours) ‘ ViT-s ‘ Prompt ‘ 87.240.2  73.4+0.1 66.9+0.4 91.7+0.3 60.3+04 67.3+0.2 | 89.3+0.3 93.4+0.1 81.5+0.2 84.7+0.2 | 79.6

TABLE VII
IN-DOMAIN AND OUT-OF-DOMAIN ACCURACY OF DIFFERENT MODELS WITH MAXWAY = 10 AND MAXSHOT = 10

Model | Backbone | Tuning | In-Domain Accuracy (%) | Out-of-Domain Accuracy (%) | Ave

| | CuUB Textures Fungi Flower Signs CIFAR | UCM WHU NWPU AID |
Finetune [43] RNI18 Full 374+1.1 319412 33.7+1.3 56.1+1.3 46.8+1.1 37.6x1.2 | 48.5+1.5 61.1x1.3 41.8+1.3 46.8+1.4 | 442
MatchingNet [5] RNI18 Full 42.3+1.5 33.5+1.1 31513 58.1+14 529413 397413 | 48.9+1.5 583+1.3 40.0+1.4 46.0+1.3 | 45.1
ProtoNet [42] RN18 Full 354+1.2 29.1%l1.1 24.2+1.1 42.1+1.3  28.4+1.0 34.8+1.2 | 42.3x1.3 459+1.3 339+1.3 35.1+1.2 | 35.1
fo-MAML [20] RN18 Full 51.3+1.5 35.6£1.3 37.5+1.4 61.5+1.3 432412 403+1.3 | 50.1+1.4 582+14 39.2+14 448+1.3 | 46.2
RelationNet [44] RNI18 Full 449+1.5 33.1x1.2  357+1.7 583%1.5 73.4+1.3 36.8+1.4 | 49.1£1.5 59.8+1.3 40.2+x1.4  46.0x1.5 47.7
Proto-MAML [12] RNI18 Full 37.5¢1.4 283x1.0 27.0+1.0 48.3%1.4 284+1.0 33.0+1.2 | 39.3+x1.4 41.6+1.5 322+1.1 33.6x1.3 | 349
DeepBDC [45] RNI18 Full 59.3+0.2  43.3+0.1 46.7+04 71.6£0.2 52.0+0.2  39.1x0.1 64.4+0.4  69.2+0.3 52.1+04  57.7£04 | 555
CNAPs [46] RNI18 Full 59.5+0.5 444404 46.6+0.5 70.1+04 55.8+0.5 52.8+0.5 | 61.7+0.5 60.6£0.5 44.3+0.5 52.0+0.5 | 54.8
SimpleCNAPs [7] RNI18 Full 64.6+£0.5 404+04 47.8+0.6 68.6+04 54.3+0.5 51.6+0.5 | 62.1£0.5 61.5+0.5 43.6£0.5 52.7+0.5 | 54.7
DC-DML [8] RNI18 Full 56.3+0.5 45.7+x0.5 43.120.6 71.9+04 47504 53.7+0.5 69.4+0.6  72.2+0.5 49,740.6 56.8+0.6 | 57.4
PMF-tiny 1 [9] ViT-t Full 85.9+0.1 67.6£04 544404 89.1+0.1 51.5+04 60.2+0.6 | 86.2+0.2 90.4+0.5 78.2+0.3 80.5+0.3 | 744
PMF-small 1 [9] ViT-s Full 86.1£0.1  75.5+0.1 60.4+0.4  87.2+0.1 58.3+0.3 62.7+04 | 89.840.3 93.8+0.2  81.8+0.1 84.8+0.1 78.1
MVP-tiny (ours) ViT-t Prompt | 89.1+0.3 68.9+0.1 66.0£0.3 89.0+0.2 56.9+0.3 64.4+0.4 | 86.8+0.1 90.0+0.4 78.6+0.3 82.1+0.2 | 77.3
MVP-small (ours) ViT-s Prompt | 88.8#0.2 76.2+0.2 67.4+0.1 92.4+0.3 649404 69.3+0.3 | 89.9+0.2 94.4+0.3 83.2+0.4 85.1x0.1 | 81.2

TABLE VIII
IN-DOMAIN AND OUT-OF-DOMAIN ACCURACY OF DIFFERENT MODELS WITH MAXWAY = 20 AND MAXSHOT = 20

Model | Backbone | Tuning | In-Domain Accuracy (%) | Out-of-Domain Accuracy (%) | Ave

| | CuUB Textures  Fungi Flower Signs CIFAR | UCM WHU NWPU AID |
Finetune [43] RN18 Full 33.3+1.0 40.4+0.7 27.5£0.7 54.6+1.0 47.8+1.0 37.0£1.0 | 46.9+1.0 56.1+x1.0 37.1x1.0 41.4+£1.0 | 422
MatchingNet [5] RNI18 Full 38.5£0.6 41.8+04 27.4+04 63.9+0.5 58.8+0.5 40.5+0.5 | 44.7£0.6 54.6+0.5 359+0.5 40.6£0.5 | 44.7
ProtoNet [42] RNI18 Full 30.8+0.6  40.0£04  20.1+0.4 452+0.6 31.5+04 32.8+0.6 | 38.2+0.6 41.7+0.7 29.4+0.6 30.5+0.6 | 34.1
fo-MAML [20] RNI18 Full 452+0.6 429+04 314405 63.7+0.5 48.1£0.5 39.5+0.6 | 42.4+0.6 48.8+0.6 32.4+0.5 36.3+0.5 | 43.1
RelationNet [44] RNI18 Full 35.3+0.6 38.0£0.4 27.6+£0.5 65.5+0.5 85.7+0.3 34.3x0.5 | 40.9+0.6 50.7+0.6 31.9+0.5 37.5+0.6 | 44.7
Proto-MAML [12] RN18 Full 354+1.1  39.4+0.7 22.7+0.7 49.8+1.1 33.8+1.0 34.0+1.0 | 36.4+1.1 40.5+1.1 284+1.0 30.7£1.0 | 35.1
DeepBDC [45] RNI18 Full 55.7+0.4  48.9+0.2 42.6+0.5 71.9+0.1 59.6£0.2  40.3+0.1 59.5+0.4  67.8+0.2 49.0£0.3 55.8+04 | 55.1
CNAPs [46] RNI18 Full 54.2+0.6 48.9+04 41.5+0.6 77.0+04 62.7+0.5 51.240.6 | 57.8+0.5 52.5+0.6 38.8+0.6 44.2+0.6 | 52.9
SimpleCNAPs [7] RNI18 Full 54.9+0.6 47.8+04 41.7+0.6 742404  71.1+04  48.0+0.6 | 55.6£0.6 50.3+0.7 40.0+0.6 45.5£0.6 | 52.9
DC-DML [8] RN18 Full 48.6+0.7 54.5+04 36.0+0.6 76.9+04 51.3x04 53.0+0.6 | 62.840.6 63.0£0.6 43.3+0.7 48.6+0.7 | 53.8
PMF-tiny { [9] ViT-t Full 84.4+0.2 69.1£0.3 49.5+0.6 84.5+0.6 40.8+0.4  52.7+0.5 | 81.3x0.2 86.2+0.1 70.3x04 749404 | 69.4
PMF-small 1 [9] ViT-s Full 84.1+0.3  80.3#04 55.7#0.2 85.6x0.2 74.7+0.3  60.4%1.5 88.2+0.3  93.5+0.1 77.8+0.2  83.0+1.1 783
MVP-tiny (ours) ViT-t Prompt | 87.2+0.3 722403 61.3#04 89.9+04 64.4+0.5 63.4+0.5 | 85.6£0.2 90.1x0.1 76.9+0.3 79.9+0.3 | 77.1
MVP-small (ours) ‘ ViT-s ‘ Prompt ‘ 88.9+0.2 80.9+14 67.1+0.3 94.3+0.6 78.7+0.5 67.1+0.4 | 89.7+0.1 93.7+0.2 81.8+0.4 84.3+0.2 | 82.1

mance and efficiency of the model. To conduct comparative
experiments, we designed our experimental setup following
the principle of controlling variables. We used the NWPU
dataset of the AIFS-DATASET as a benchmark and evaluated
the performance of the MVP model on four RS-FSSC tasks,
including five-way one-shot, five-way five-shot, ten-way one-
shot, and ten-way ten-shot. Table V shows a comparison of
the performance of the MVP model with different numbers of
prompt tokens loaded in these four tasks. As can be seen, when
the number of tokens is set to 10, the MVP model achieves
the highest classification accuracy in most tasks. Moreover,
we observed that as the number of tokens increases, so does

the time consumption of the model. In summary, considering
the tradeoff between performance accuracy and computational
efficiency, we fixed the number of prompt tokens for the MVP
model at ten in this article and applied this setting consistently
across all the tasks.

C. Comparison With SoTA Methods

1) Main Results and Comparisons: We present the exper-
imental results obtained under three distinct evaluation
benchmarks, where MW and MS were set to 5, 10, and
20, respectively, in Tables VI-VIII. “{” denotes the results
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Fig. 7. Qualitative results of few-shot classification for PMF and our MVP.

that we reproduced. BOLD denotes the best results, and
underline denotes the second-best results. Comparing these
results, we can deduce that MVP outperforms the SoTA
methods in terms of average accuracy. Specifically, our MVP
method achieves significant improvements over the strong
baseline PMF method, with average increases of 3.0%,
3.1%, and 3.8% at MW and MS of 5/10/20. These find-
ings support our view that prompt-tuning techniques are
better suited for few-shot classification tasks than full-tuning
techniques.

In the context of in-domain tasks, MVP exhibits consid-
erable advantages over other SOTA methods, particularly in
fine-grained evaluation benchmarks such as the CUB, Fungi,
and Flower datasets. In these datasets, MVP surpasses all
other listed methods in terms of performance. This observation
further highlights the superior capabilities of the MVP tech-
nology in fine-grained few-shot classification tasks. Notably,
when compared with the PMF method, the MVP approach
demonstrates the most prominent advantages in the Fungi
dataset at MW and MS of 5/10/20, with improvements of
5.1%, 7%, and 11.4%, respectively.

Regarding out-of-domain tasks, our analysis indicates that
MVP generally outperforms the second-best PMF method.
This trend is particularly notable in the NWPU dataset, where
MVP improves by 0.7%, 1.4%, and 4% at MW and MS of
5/10/20. Moreover, these results suggest that MVP has better
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Fig. 8. Confusion matrix results of MVP and PMF [9] methods for 19 remote
sensing scene classification tasks in the WHU dataset. (a) Results of MVP.
(b) Results of PMF.

generalization ability when dealing with new unseen FS-RSSC
tasks.

2) Analysis of Model Parameters and Performance: Using
Tables III and VI-VIII, we can perform a comprehensive
analysis of how model parameters impact the performance
and accuracy of our model. Our study demonstrates that with
the use of a meta-based prompt-tuning framework, ViT-tiny
achieves a significant improvement in performance compared
with RN18 despite having similar parameter counts. Specif-
ically, in the out-of-domain FS-RSSC task, our MVP-tiny
method shows an average accuracy increase of 19.2% over
the DC-DML [8] method based on RN18 across all three
evaluation benchmarks. Furthermore, while ViT-small pos-
sesses four times as many parameters as ViT-tiny, it does not
exhibit a significant increase in accuracy for the FS-RSSC task.
Nonetheless, the MVP-small method only shows an average
precision increase of 3.9% compared with MVP-tiny across
all three evaluation benchmarks. Therefore, our results suggest
that deploying applications based on MVP-tiny can provide a
more balanced tradeoff between efficiency and performance.
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Fig. 9. Feature map visualization results of the MVP and PMF [9] methods for six remote sensing scene classification tasks.

3) Impact of Domain Shift on Classification Accuracy: The
cross-domain results shown in Tables VII and VIII indicated
that all the algorithms suffered from a varying degree of
accuracy degradation when dealing with the MW20 MS20
task compared with the MW10 MS10 task. This suggested
that domain shift, especially when the number of categories
increased, had a significant effect on classification accuracy.
On the other hand, the results also revealed that the MVP
model was more robust to domain shift. In particular, the
MVP achieved high accuracy on the out-of-domain datasets
while effectively reducing the effect of domain shift. On the
UCM, WHU, NWPU, and AID datasets, MVP-small and
MVP-tiny showed an average accuracy drop of 1.34% and
1.5%, respectively, while PMF-small and PMF-tiny showed an
average drop of 1.95% and 5.65%, and DC-DML showed an
average drop of 7.6%. Hence, the MVP model outperformed
other models in cross-domain FS-RSSC tasks, especially when
the number of categories was large.

4) Results for One-Shot Learning: Fig. 6 presents the
results of our model on the one-shot learning task with
one support image per category. Our MVP method out-
performs the strong baseline PMF method in all one-shot
learning tasks. Specifically, when ViT-tiny is used as the
backbone network, MVP-tiny outperforms PMF-tiny in all
the ten evaluation tasks on the AIFS-DATASET, as shown
in Fig. 6(a) and (b). On average, MVP-tiny improves by
6.64%, 6.84%, and 3.80% compared with PMF-tiny when MW
is 5/10/20, respectively. Similarly, MVP-small improves by
3.46%, 3.94%, and 3.49% compared with PMF-small when
MW is 5/10/20, respectively. When considering all the out-
of-domain tasks in Fig. 6(c) and (d), MVP-tiny improves
by 2.44%, 3.07%, and 2.73% compared with PMF-tiny in
these three tasks, respectively. Similarly, MVP-small improves
by 0.82%, 0.62%, and 0.12% compared with PMF-small in
these three tasks, respectively. These results demonstrate that
our MVP method has better generalization ability in the
challenging one-shot learning task.

5) Qualitative Analysis of Few-Shot Classification: The aim
of this section is to examine the disparities between the
outputs generated by the MVP and PMF models. Based on the
in-domain results presented in Tables VI-VIII, it was observed
that the MVP model demonstrated a notable advantage in
processing fine-grained classification tasks. For example, when
averaging the three classification tasks of CUB, Fungi, and
Flower, our MVP-small model outperforms the PMF-small
model by 4.5%, 4.9%, and 8.3% on average under the settings
of MW5 MS5, MW10 MS10, and MW20 MS20, respectively.
We therefore conjectured that the fine-grained classification
abilities of the MVP model may account for its superior
performance in downstream tasks. To verify this hypothesis,
we designed an experiment where we obtained a ten-way five-
shot task from the NWPU dataset, which was distinct from
the in-domain AIFS-DATASET that we used for training the
models. We subsequently contrasted the outputs generated by
each model for every query image. We conducted a rigorous
examination on the categories that the MVP model predicted
correctly but the PMF model failed to do so. Interestingly,
we observed that the MVP model achieved a significantly
higher average accuracy than the PMF model when comparing
two similar categories: “dense residential” and “medium res-
idential.” To investigate this phenomenon further, we devised
a two-way one-shot experiment. Fig. 7 clearly shows that
the MVP model is more capable of handling fine-grained
classification problems. To sum up, these observations suggest
that the MVP model can learn more discriminative features,
which enhance the fine-grained classification abilities of the
model in downstream tasks.

6) Visualization Analysis Results: To demonstrate the supe-
riority of our method MVP over the strong baseline method
PMF in the FS-RSSC task, we performed a comparative
analysis of the two methods on the classification performance
of 19 remote sensing scenes based on the WHU dataset.
We first used confusion matrices to show the average classifi-
cation accuracy (%) of each category for the MVP and PMF
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methods over 1000 experiments per class. Fig. 8(a) and (b)
shows the results of the MVP and PMF methods, respectively,
where each element of the matrix represents the percentage
of predictions for the actual class (row) and the predicted
class (column), and the diagonal elements represent the correct
classification accuracy of the model for each category. From
Fig. 8(a) and (b), we can observe that the MVP method
outperforms the PMF method in most categories, especially in
Bridge, Commercial, Meadow, Mountain, Park, Parking, Pond,
Port, River, Viaduct, and footballField, where the MVP method
achieves 7.3%, 4.8%, 6%, 8%, 22.8%, 5.4%, 18.8%, 13.1%,
4.1%, 8.3%, and 9.1% higher accuracy than the PMF method,
respectively. The average accuracy of the MVP method over
all 19 scenes is 5.4% higher than that of the PMF method.

To further investigate the difference between the MVP and
PMF methods in feature extraction, we applied GradCAM [48]
model to visualize the feature maps of the two models for the
scene categories with higher accuracy by the MVP method,
and the results are shown in Fig. 9. We present the feature map
visualization results for six representative scenes. We selected
the feature maps from the norml layer of the last block of
the ViT backbone as the input to the GradCAM model. The
first column in Fig. 9 shows the original scene images, the
second column shows the feature maps of the PMF model, and
the third column shows the feature maps of the MVP model.
We can see that our MVP model’s feature maps are more
focused and precise, highlighting the discriminative regions
of the scenes; while the PMF model’s feature maps are more
diffuse and noisy, with background clutter interfering with
foreground feature extraction. By combining Figs. 8 and 9,
we find MVP has a more robust and effective classification
performance than the PMF method and is more suitable for
FS-RSSC tasks.

V. CONCLUSION

In this article, we focused on the challenging and prac-
tical scenario of FS-RSSC, where the goal is to classify
remote sensing images into different categories using only
a few labeled examples for each category. To tackle this
problem, we proposed a novel and efficient method called
MVP that leverages prompt tuning and meta-learning to adapt
a pretrained visual transformer model to new tasks with
minimal data and resources. Specifically, MVP has three
main components: 1) prompt tuning, a parameter-efficient fine-
tuning technique that updates only the newly added prompt
parameters and freezes the rest of the model, which reduces
the storage demand and mitigates the overfitting risk; 2) meta-
learning, a fast adaptation technique that learns to initialize
the prompt parameters from multiple source tasks and rapidly
adapts them to new tasks with only a few gradient steps, which
facilitates cross-domain adaptation; and 3) data augmentation,
a novel technique that operates on the patch embeddings of
the input tokens of transformer blocks to enhance the scene
representation and diversity. We evaluated MVP on a realistic
cross-domain FS-RSSC benchmark dataset and demonstrated
its superior performance over the existing methods. MVP
achieved especially remarkable results on the vary-way, vary-
shot, and one-shot tasks, which are more challenging and
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relevant for real-world applications. Our work paved the way
for applying ViT models to FS-RSSC tasks and provided
a solution that is suitable for the deployment platform of
the FS-RSSC algorithms. In the future, we expect to extend
the training data domain to include more data distributions,
which may further improve the accuracy and robustness of the
prompt-tuning based methods for FS-RSSC tasks, especially
for enhancing cross-domain performance.
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