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Abstract
Data-Free Meta-Learning (DFML) aims to derive
knowledge from a collection of pre-trained mod-
els without accessing their original data, enabling
the rapid adaptation to new unseen tasks. Current
methods often overlook the heterogeneity among
pre-trained models, which leads to performance
degradation due to task conflicts. In this paper, we
empirically and theoretically identify and analyze
the model heterogeneity in DFML. We find that
model heterogeneity introduces a heterogeneity-
homogeneity trade-off, where homogeneous mod-
els reduce task conflicts but also increase the over-
fitting risk. Balancing this trade-off is crucial
for learning shared representations across tasks.
Based on our findings, we propose Task Group-
ings Regularization, a novel approach that ben-
efits from model heterogeneity by grouping and
aligning conflicting tasks. Specifically, we embed
pre-trained models into a task space to compute
dissimilarity, and group heterogeneous models
together based on this measure. Then, we intro-
duce implicit gradient regularization within each
group to mitigate potential conflicts. By encourag-
ing a gradient direction suitable for all tasks, the
meta-model captures shared representations that
generalize across tasks. Comprehensive experi-
ments showcase the superiority of our approach
in multiple benchmarks, effectively tackling the
model heterogeneity in challenging multi-domain
and multi-architecture scenarios.
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1. Introduction
Data-Free Meta-Learning (DFML) (Kwon et al., 2020;
Wang et al., 2022b; Hu et al., 2023a;b) aims to derive knowl-
edge from a collection of pre-trained models without ac-
cessing their original data, enabling the rapid adaptation to
new unseen tasks. Traditional meta-learning methods (Finn
et al., 2017; Wang et al., 2020) assume access to a collection
of tasks with available training and testing data. However,
such data is often not accessible in real-world scenarios due
to privacy concerns, security risks, or usage rights restric-
tions (Chen et al., 2019; Truong et al., 2021; Zheng et al.,
2023). For instance, numerous pre-trained models from
diverse domains are released on platforms like GitHub or
Hugging Face without accompanying training data. This
situation underscores the value of DFML: collect some pre-
trained models with weaker generalization abilities, which
likely originate from diverse domains online, to train a meta-
model with enhanced generalization capacity for new tasks.

Current DFML methods predominantly focus on data re-
covery from pre-trained models. For example, PURER (Hu
et al., 2023a) uses model inversion to optimize a learnable
dataset for each pre-trained model and samples pseudo tasks
for meta-learning. BiDf-MKD (Hu et al., 2023b) employs
generators with multiple black-box APIs, generating sup-
port and query sets for meta-learning. Nonetheless, these
methods often overlook the heterogeneity among pre-trained
models, raised from differences in training data, model archi-
tecture, and optimization algorithm. Simultaneously learn-
ing from heterogeneous pre-trained models1 can sometimes
lead to performance degradation due to task conflicts (Stan-
dley et al., 2020; Shi et al., 2021; Ye et al., 2021).

In this paper, we first empirically demonstrate the existence
and potential causes of model heterogeneity in DFML (see
Fig. 1), and analyze the practical effects of model hetero-
geneity on generalization (see Sec. 3.2). Experiments sug-
gest that model heterogeneity is a double-edged sword and
can be beneficial and desirable in certain cases (see Fig. 2).
A certain degree of heterogeneity plays a role similar to

1In this paper, we consider pre-trained models as distinct tasks.
It means that the data recovered from pre-trained models form
individual tasks; and also that pre-trained models resemble diverse
tasks in meta-learning, on which the meta-model is trained.
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regularization (Kurin et al., 2022), reducing the generaliza-
tion error of the meta-model. Furthermore, we theoretically
find that model heterogeneity introduces a heterogeneity-
homogeneity trade-off. Conflicting tasks from heteroge-
neous models may compete for model capacity. Optimizing
for task Ti could accidentally worsen the performance on
task Tj and vice versa. In contrast, homogeneous models,
while reducing task conflicts, also diminish data diversity
due to their similar knowledge, thereby increasing the risk
of overfitting. Balancing this trade-off is crucial for learning
shared representations that generalize across tasks.

Based on our findings, we propose Task Groupings Regular-
ization, a novel approach that benefits from model hetero-
geneity by balancing the heterogeneity-homogeneity trade-
off. We divide the heterogeneous pre-trained models into
task groups, each consisting of the most dissimilar pre-
trained models. Then, we introduce implicit gradient regu-
larization within each group, to mitigate potential conflicts
of dissimilar tasks. Specifically, we propose to embed pre-
trained models into a task space to compute task dissimilar-
ity. We first recover task-specific data from pre-trained mod-
els via model inversion. Subsequently, we utilize the Fisher
Information Matrix (FIM) (Amari, 1998) to extract task em-
beddings. Based on dissimilarity measures between these
embeddings, we perform spectral clustering to divide mod-
els into multiple task groups. During the training phase of
the meta-model, we periodically sample pre-trained models
to inverse new tasks, facilitating the transfer of knowledge
to the meta-model. Each time, we sample heterogeneous
pre-trained models from the same task group. The tasks re-
covered from these heterogeneous models demonstrate con-
flicting optimization directions, failing to develop a shared
representation. Therefore, we apply implicit gradient regu-
larization among them, penalizing “non-uniform” regions to
align conflicting tasks. By encouraging a gradient direction
suitable for all tasks, the meta-model captures shared rep-
resentations across different tasks from pre-trained models,
enabling it to generalize effectively to unseen tasks.

Compared to existing DFML methods, our approach
achieves improvements of 5.54%, 6.70% and 3.05% on
CIFAR-FS, miniImageNet and CUB, respectively. Further-
more, we effectively tackle the model heterogeneity in chal-
lenging multi-domain and multi-architecture scenarios.

In summary, our main contributions are three-fold:

• For the first time, we systematically identify and an-
alyze the heterogeneity-homogeneity trade-off from
both empirical and theoretical perspectives in DFML.

• We propose Task Groupings Regularization, a novel
approach that benefits from model heterogeneity. This
approach aligns conflicting tasks, facilitating the learn-
ing of generalizable representations across tasks.

• We conduct comprehensive experiments and discus-
sions. Further on two challenging model heterogeneity
scenarios, our empirical results demonstrate a signifi-
cant improvement over previous methods.

2. Related Work
Data-free meta-learning. Data-free learning (Chen et al.,
2019; Liu et al., 2021; Li et al., 2023) facilitates the learn-
ing process without access to the raw data. This approach
is of significant value in practical scenarios where data
availability is limited due to privacy, safety, or ethics. It
has been greatly influenced by model inversion (Fredrikson
et al., 2015), which seeks to extract embedded data knowl-
edge from pre-trained models. Recently, Data-Free Meta-
Learning (DFML) (Wang et al., 2022b; Hu et al., 2023a;b)
has gained popularity, by leveraging multiple pre-trained
models with weaker generalization abilities to learn a meta-
model with superior generalization. DRO (Wang et al.,
2022b) predicts meta initialization through a black-box neu-
ral network emphasizing the parameter space. PURER (Hu
et al., 2023a) progressively synthesizes a series of pseudo-
tasks using episode curriculum inversion. BiDf-MKD (Hu
et al., 2023b) learns the meta-model by transferring knowl-
edge from black-box APIs via zero-order gradient estima-
tion. However, they overlook the heterogeneity inherent in
the collected pre-trained models.

Task groupings. It is commonly believed that related tasks
with similar underlying structures can benefit from training
together. In multi-task learning (Caruana, 1993), deciding
which tasks to train together has traditionally involved an
extensive search (Standley et al., 2020) or subjective human
judgment. Recently, TAG (Fifty et al., 2021) determines
task groupings by jointly training all tasks and assessing
the impact of one task’s gradient on another task’s loss. To
mitigate Negative Transfer (Jiang et al., 2023), Zamir et al.
(2018) suggest assigning unrelated tasks to different groups
to minimize task interference. However, after establishing
task groupings, most methods simply create a unified gra-
dient by linearly combining gradients of tasks. Different
from previous work, we propose grouping dissimilar tasks
together and then applying regularization to align their gra-
dients. Moreover, our task grouping is a pre-processing step,
which does not increase the training overhead.

Gradient alignment. Gradient alignment (Shi et al., 2021;
Wang et al., 2022a) highlights the importance of aligning or
maintaining consistency in gradients during training. Em-
pirical studies have demonstrated its effectiveness in var-
ious domains like meta-learning (Eshratifar et al., 2018),
federated learning (Dandi et al., 2022), and multi-task learn-
ing (Shi et al., 2022). In our work, we design an implicit
gradient regularization to align tasks from heterogeneous
models, with low computation time and memory overheads.
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Figure 1. Similarity heatmaps of pre-trained models measured by
CKA. We compare (a) pre-trained models from different datasets,
and (b) pre-trained models with different architectures. Coordinate
axes indicate the corresponding model index, a total of 100 pre-
trained models involved. Best viewed when zoomed in.

3. Revisit DFML
In this section, we first describe the basic definition of
DFML and then revisit the model heterogeneity challenges.

3.1. Problem Setup of DFML

We are given only a collection of pre-trained models
Mpool = {Mi}ni=1 without accessing their training data.
DFML utilizes synthetic data X̂ recovered from Mpool

to train a meta-model Mmeta(·;θ), which can be rapidly
transferred to unseen tasks. During meta-testing, we sam-
ple “N -way K-shot” tasks. For such a task, there are N
classes and each class only has K labeled samples named
the support set, and U unlabelled samples per class called
the query set. We use the few-shot support set to adapt the
meta-model Mmeta(·;θ) to each specific task. The query
set is then used to make predictions and assess the accuracy.

Next, we define the Accuracy Gain to measure the impact
of joint training in DFML, using two pre-trained models.

Definition 3.1. (Accuracy Gain). Denote the meta-model
trained from a single pre-trained model as θ(Mbas), and
the meta-model trained from an auxiliary pre-trained model
alongside the basic one as θ(Mbas,Maux). Let P be the
meta-testing accuracy as a performance measure. Then, the
Accuracy Gain of joint training can be evaluated by:

AG = P(θ(Mbas,Maux))− P(θ(Mbas)). (1)

3.2. Rethinking Model Heterogeneity in DFML

Model heterogeneity analysis. The heterogeneity in col-
lected pre-trained models is inevitable, arising from differ-
ences in training data, model architecture, and optimization
algorithm, particularly concerning the degree of model con-
vergence. Models pre-trained on varied data distributions
can be distinguished based on their specific domains. Even
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Figure 2. Relationships between the model heterogeneity and Ac-
curacy Gain. We select a pre-trained Conv4 as the basic model,
combining it with an auxiliary pre-trained model to assess the AG.

within the same dataset, models trained by different classes
exhibit distinct sub-domain characteristics, e.g., statistical
properties like pixel intensity or texture variation (Chen
et al., 2021; Song et al., 2020). Moreover, the diversity in
model architectures also contributes to model heterogeneity,
influencing how data is represented (Hermann & Lampinen,
2020). This in turn affects the patterns of the recovered data,
leading to a gap in their distributions.

To demonstrate the heterogeneity among pre-trained models,
we use Centered Kernel Alignment (CKA) (Kornblith et al.,
2019; Hao et al., 2023) to measure the similarity of features
extracted by various pre-trained models. CKA is well-suited
for comparisons across different architectures since it can
accommodate inputs of varying dimensions. The similar-
ity heatmaps, presented in Fig. 1, distinctly showcase the
substantial differences in feature distribution among models.
Heterogeneity arises from different datasets and model ar-
chitectures. This is particularly obvious in the fine-grained
CUB dataset and the large-scale ResNet-50 architecture,
showing increased internal heterogeneity.

Empirical observation. To analyze effects of model hetero-
geneity based on the defined Accuracy Gain, we evaluate
model heterogeneity using two metrics: the ratio of over-
lapping training classes and the architecture of pre-trained
models. This is based on the reasonable assumption that a
lower overlap in classes indicates differing task distributions,
and the representation ways of different model architectures
vary. We select a pre-trained Conv4 as the basic model
Mbas, combining it with various auxiliary models Maux to
assess the AG. For a fair comparison, each measure begins
with the same model parameters. The process of training
data recovery follows Eq. (2), which we will discuss later.
Detailed designs of our experiment are provided in App. D.

Fig. 2 demonstrates that combining homogeneous mod-
els does not yield significant AG, e.g., 100% overlapping
classes in (a), and the same Conv4 architecture in (b). Con-
versely, choosing heterogeneous models results in higher
AG. This is attributed to the fact that while conflicting gradi-
ents from heterogeneous models will increase training loss
and slow down convergence speed, they may also play a
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role similar to regularization (Kurin et al., 2022), reducing
the overfitting risk, thereby reducing the generalization error
of meta-model (Jiang et al., 2023). However, this can also
result in significant performance degradation when tasks
compete for model capacity or fail to develop a shared repre-
sentation that generalizes across tasks, e.g., 0% overlapping
classes in (a), and the ResNet-50 architecture in (b).

Theoretical understanding. Inspired by the empirical ob-
servation, we will argue that there is a trade-off between
minimizing the expected error over the merged distribution
via the empirical error of joint learning.

Theorem 3.2. Assume Mmeta(·;θ) is probably approxi-
mately correct (PAC), i.e., there exists ζ(N, δ) ≥ 0 mono-
tonically decreasing with N , and the loss function ℓ(·) is
K-Lipschitz continuous. Then, with probability at least
1− 2δ the following bounds hold:

|E(θ(Mbas),θ(Maux))− Ê(θ(Mbas,Maux))| ≤ ζ(N, δ)

+K

aux∑
t=bas

EPt
[|Mmeta(θ(Mt))−Mmeta(θ(Mbas,Maux))|]

where E =
∑aux

t=bas EPt
[ℓ (Mmeta(x,θ(Mt)))] is the

expected error over the merged distribution and Ê =
1
N

∑N
i=1 ℓ (Mmeta(xi,θ(Mbas,Maux))) is the empirical

error over the N training samples.

The bound consists of two terms: a homogeneity term
ζ(N, δ) dependent on the number of samples N ; and one
term Mmeta(θ(Mt)) −Mmeta(θ(Mbas,Maux)) based on
the distance between meta-models trained from different
models. This term can be seen as a heterogeneity term, aris-
ing from the discrepancy between Mbas and Maux. When
the distributions of Mbas and Maux are close, a significant
portion of the data recovered from them overlap (Yin et al.,
2020), i.e., a reduction in the number of distinct data sam-
pled from the merged distribution Pbas + Paux, thereby
increasing the homogeneity term. On the other hand, when
model heterogeneity is substantial, the discrepancy between
θ(Mbas) and θ(Maux) becomes significant (Cerviño et al.,
2023), making the heterogeneity term larger. Thus, Theo-
rem 3.2 highlights a heterogeneity-homogeneity trade-off
that necessitates careful handling.

Finding. Model heterogeneity presents a heterogeneity-
homogeneity trade-off, and balancing this trade-off is
crucial for the meta-model’s generalization across tasks.

Consequently, it is a natural consideration to identify task
groups, i.e., decide which models should be trained together
to balance the trade-off. The decision of task groupings is
complex and not thoroughly explored, often relying on the
judgment of human experts (Zhang & Yang, 2021).

4. Methodology
Guided by our findings, we propose Task Groupings Reg-
ularization (see Fig. 3) to learn from a collection of pre-
trained models Mpool. Initially, we recover specific tasks
from these models via a generator, and use them to com-
pute the FIM as task embeddings. Based on dissimilarity of
these embeddings, we group heterogeneous models together.
Then, implicit gradient regularization is applied within each
group to mitigate potential conflicts among tasks.

Below, we describe the two parts in detail. In Sec. 4.1,
we divide Mpool into c task groups Gi ⊂ Mpool, each
consisting of the most dissimilar pre-trained models. Then
in Sec. 4.2, we introduce conflicting task regularization to
each group for optimizing the meta-model.

4.1. Heterogeneous Pre-trained Models Grouping

Our understanding of the heterogeneity in pre-trained mod-
els is limited since the original data is unknowable. More-
over, due to the exponential increase in the number of group
combinations 2n − 1 with the number of pre-trained models
n, it becomes both challenging and computationally de-
manding to group these models directly. To address these,
we propose to embed pre-trained models into a task space
to compute task dissimilarity. By performing spectral clus-
tering based on the dissimilarity measure, we successfully
group heterogeneous models without the need for training.

Task recovery via model inversion. Given a pre-trained
model M , we optimize a generator G(·;θG) alongside a
corresponding latent code Z to recover training data X̂ .
These synthetic data X̂ mimic similar responses from the
pre-trained model as the real data X . For recovering the
task from pre-trained model M , we employ the inversion
loss to update θG and Z, which comprises a classification
loss LCE and a feature regularization loss LBN :

min
Z,θG

LG(Z,Y ;θG) = LCE + LBN , (2)

where LCE is a cross-entropy loss that conditions the in-
put data on pre-defined task labels Y . This enforces the
synthetic data X̂ = G(Z;θG) to yield strong predic-
tions (Chen et al., 2019), akin to a one-hot vector:

LCE(X̂,Y ;θG) = CE(M(X̂),Y ). (3)

LBN ensures the alignment of feature-map statistics of the
synthetic data with those of the real training data (Yin et al.,
2020), as preserved in the Batch Normalization (BN) layers
of the pre-trained models:

LBN (X̂;θG)=
∑
l

∥µl(X̂)−µBN
l ∥+∥σ2

l (X̂)−σBN
l ∥, (4)

where µl(·) and σ2
l (·) denote their mean and variance at the

lth convolutional layer. µBN
l and σBN

l refer to the mean and
variance of prior statistics stored in the lth BN layer.
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Figure 3. DFML training pipeline. We embed pre-trained modelsMpool into a task space to compute dissimilarity, and divide heteroge-
neous models into task groups. Then, conflicting task regularization is introduced within each group to train the meta-model for new tasks.

We recover X̂ that minimize Eq. (2) by optimizing (Z,θG).
In the absence of real tasks, we generate a certain amount
of data (600 images per class in our experiment) to form a
pseudo task that represents each pre-trained model.

Task grouping via dissimilarity measures. Fisher Infor-
mation Matrix (FIM) serves as an indicator of a model’s
sensitivity to minor perturbations and the curvature of its
loss surface. Furthermore, the FIM can be leveraged as
the task embedding, capturing task domain and task diffi-
culty (Achille et al., 2019). Formally, the empirical FIM
is defined as the covariance of the gradients of the log-
likelihood with respect to model parameters φ:

F i
φ=

1

N

N∑
j=1

[
∇φ logPφ(yj |xj)∇φ logPφ(yj |xj)

T
]
, (5)

where Pφ(y|x) is the prediction function parametrized by
φ. We utilize the FIM to compute the embedding of task
{(xj , yj)}Nj=1 recovered from pre-trained model Mi.

The FIM offers a fixed-dimensional representation of a
given task, unaffected by factors like the number of classes.
We can select a shared pre-trained model and freeze its
weights φ to compute the task embedding F . Given the
large dimensionality of Fφ, we approximate by consider-
ing only its diagonal entries, following the method of Wu
et al. (2023b). Thus, the task embedding F is computed
as F = diag(Fφ) = [Fφ1

,Fφ2
, · · · ,Fφn

], where φi

represents the ith parameter of the shared model.

We then calculate the cosine similarity between the embed-
dings of each pair of tasks to obtain a similarity matrix (see
App. E). By subtracting this matrix from an all-ones matrix
J , we derive the task dissimilarity matrix W :

W = J −
[
dcos

( F i

F i + F j
,

F j

F i + F j

)]
1≤i,j≤n

. (6)

The measures reflect the relations of tasks, correlating posi-
tively with natural distances in the task space. This allows

us to identify task groupings that maximize total dissimi-
larity measures. While this problem is NP-hard (reduction
from Graph Partitioning), it can be efficiently addressed us-
ing a clustering algorithm like spectral clustering (Ng et al.,
2001). With the pre-computed W , the objective function of
spectral clustering is defined by:

argmin
H

Tr(H⊤LH), s.t.H⊤H = I, (7)

where L represents the Laplacian matrix defined by L =
D − W , D is a diagonal matrix with Dii =

∑
j W ij ,

and Tr(·) denotes the trace of a matrix. The optimal data
representation H to Eq. (7) comprises c eigenvectors corre-
sponding to the c smallest eigenvalues of L. With the opti-
mal H , the clustering assignment is obtained by performing
k-means on it, dividing Mpool into c groups. The spectral
clustering algorithm integrates the global relationships be-
tween tasks (i.e., dissimilarity matrix W ), and performs
clustering in the embedding space of tasks that are linearly
inseparable (Huang et al., 2019). Dissimilar pre-trained
models are grouped together, which diversifies recovered
samples, thereby reducing the homogeneity term.

4.2. Conflicting Task Regularization

During the training phase of the meta-model, we periodi-
cally sample pre-trained models to inverse new tasks, facili-
tating the transfer of knowledge to the meta-model. Each
time, we sample heterogeneous pre-trained models from the
same group. Tasks from heterogeneous models demonstrate
conflicting optimization directions, as evidenced by their
gradients inner product < 0. For optimal generalization per-
formance, it’s crucial to not just converge to a solution that
minimizes the mean loss, but also to steer towards regions
where gradient discrepancy is minimized.

Meta-model optimization. For pre-trained model Mi, we
recover the pseudo task X̂i as outlined in Eq. (2). This
pseudo task is then utilized for knowledge distillation, al-
lowing for the transfer of task-specific knowledge from
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Algorithm 1: Task Groupings Regularization
Input: A collection of pre-trained modelsMpool; a shared

model φ; a generator G(·;θG); the memory bank B.
Output: A meta-model Mmeta(·;θ) for new tasks.
// Pre-trained Models Grouping
Task recovery via G(·;θG) w.r.t. Eq. (2)
Task embedding via φ w.r.t. Eq. (5)
Grouping via dissimilarity measures w.r.t. Eqs. (6) and (7)
for epoch← 1 to T do

// Conflicting Task Regularization
Sample a task group Gi fromMpool

Sample m pre-trained models from Gi
Recover new tasks {X̂i}m−1

i=0 via G(·;θG)
Compute the loss Li(θ) for each task w.r.t. Eq. (8)
Optimize Mmeta(·;θ) with 1

m

∑m−1
i=0 ∇Li(θ − vi(θ))

// Cross-Task Replay

Put into memory bank B ← B + {X̂i}m−1
i=0

Construct interpolated tasks T̂ from B
Optimize the meta-model Mmeta with T̂

the pre-trained model (the teacher) to the meta-model (the
student). The optimization of the meta-model focuses on
minimizing the discrepancies in predictions between the
teacher Mi and student Mmeta. In addition to using soft-
label predictions, we also implement hard-label supervision
with pre-defined task labels Y to compute the loss Li(θ):

Li(θ) =KL(Mi(X̂i),Mmeta(X̂i;θ))

+ CE(Mmeta(X̂i;θ),Y ).
(8)

Once the newly recovered task X̂i has undergone knowl-
edge transfer, it is stored in a memory bank B. We introduce
cross-task replay to broaden the pseudo task distribution.
Specifically, we sample from B to obtain tasks that are in-
terpolated across different tasks, i.e., a random combination
of classes. For each interpolated task T̂ , we divide it into a
support set and a query set. Then, we utilize MAML (Finn
et al., 2017), as described in Eq. (9) in the Appendix, to
optimize the meta-model. Broadening the range of training
tasks is crucial for effective meta-learning.

Implicit gradient regularization among tasks. Regulariza-
tion broadly refers to methods involving penalty functions
that enhance model generalization (Zhao et al., 2022). Smith
et al. (2020) discovered that the mean SGD iterate remains
close to the path of gradient flow on a loss that includes
an implicit regularizer

∑m−1
i=0 ||∇Li(θ)−∇L̄(θ)||2, where

∇L̄(θ) = 1
m

∑m−1
i=0 ∇Li(θ) is the average gradient over

minibatches. This regularizer penalizes “non-uniform” re-
gions characterized by large norms of errors in the minibatch
gradients. However, this assumption only holds true when
the learning rate is small and finite.

It becomes intuitive to consider the explicit implementation
of this regularizer, which measures the variance of gradients

across conflicting tasks within a group. Minimizing this
variance facilitates the alignment of these tasks. Neverthe-
less, optimizing it involves calculating the Hessian matrix.
For DNNs, directly computing such a large-dimensional
Hessian matrix entails prohibitive time and memory over-
heads. Therefore, an appropriate approximation method
should be implemented in this calculation. Dandi et al.
(2022) point out that gradient alignment in sequential up-
dates for SGD originates from evaluating the gradient of a
minibatch i after an additional displacement in the direction
of −(∇L̄(θ)−∇Li(θ)). Consequently, we can mimic this
gradient alignment characteristic by using gradients for each
task i that are computed following an initial displacement
given by vi(θ) = β

(
∇L̄(θ)−∇Li(θ)

)
.

Theorem 4.1. If Li(θ) has Lipschitz Hessian, then the
update gradient gIGR = 1

m

∑m−1
i=0 ∇Li(θ − vi(θ)), cal-

culated following an initial displacement applied to the
parameters θ, can be expressed as follows:

gIGR=∇L̄(θ)+ β

2m
∇(

m−1∑
i=0

∥∇Li(θ)−∇L̄(θ)∥2)︸ ︷︷ ︸
GradientRegularization

+O(β2),

i.e., implicitly minimizes the trace of the covariance matrix
for the conflicting task gradients, along with the Empirical
Risk Minimization (ERM) gradient on the mean loss L̄(θ).

The above theorem implicitly penalizes “non-uniform” re-
gions to align conflicting tasks, minimizing the gradient
discrepancy (effects of implicit gradient regularization are
validated in Fig. 5). It guides the meta-model towards a
unified direction for learning task-shared representations.
Thus, we mitigate the discrepancy of θ trained from differ-
ent pre-trained models, reducing the heterogeneity term.

To conclude, we concisely outline the pipeline of the pro-
posed framework in Alg. 1.

5. Experiments
In this section, we empirically verify the effectiveness of
our proposed approach via extensive experiments.

5.1. Experimental Setup

Datasets and pre-trained models. We conduct experi-
ments on two widely-used DFML benchmark datasets, and
one fine-grained dataset, including miniImageNet (Ravi &
Larochelle, 2017), CIFAR-FS (Bertinetto et al., 2019) and
CUB (Wah et al., 2011). Following standard splits, we
split each dataset into the meta-training, meta-validating
and meta-testing subsets with disjoint label spaces. In the
DFML setting, we have no access to the meta-training data.
Following Wang et al. (2022b); Hu et al. (2023b) for a fair
comparison, we collect 100 models pre-trained on 100 N -
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Table 1. Compare to existing baselines in DFML. We report on two categories of DFML algorithms: the non-inversion methods and the
inversion-based methods. All results are the average accuracy with 95% confidence intervals. The best results are shown in bold.

Method CIFAR-FS miniImageNet CUB

5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot

Finetune 28.59 ± 0.56 34.77 ± 0.62 25.06 ± 0.50 28.10 ± 0.52 26.26 ± 0.48 29.89 ± 0.55

Best-Model 21.68 ± 0.66 25.05 ± 0.67 22.86 ± 0.61 26.26 ± 0.63 24.16 ± 0.73 29.16 ± 0.73

Average 23.96 ± 0.53 27.04 ± 0.51 23.79 ± 0.48 27.49 ± 0.50 24.53 ± 0.46 28.00 ± 0.47

OTA (Singh & Jaggi, 2020) 29.10 ± 0.65 34.33 ± 0.67 24.22 ± 0.53 27.22 ± 0.59 24.23 ± 0.60 25.42 ± 0.63

DRO (Wang et al., 2022b) 30.43 ± 0.43 36.21 ± 0.51 27.56 ± 0.48 30.19 ± 0.43 28.33 ± 0.69 31.24 ± 0.76

PURER (Hu et al., 2023a) 38.66 ± 0.78 51.95 ± 0.79 31.14 ± 0.63 40.86 ± 0.64 30.08 ± 0.59 40.93 ± 0.66

BiDf-MKD (Hu et al., 2023b) 37.66 ± 0.75 51.16 ± 0.79 30.66 ± 0.59 42.30 ± 0.64 31.62 ± 0.60 44.32 ± 0.69

Ours 43.58 ± 0.82 57.49 ± 0.79 36.20 ± 0.71 49.00 ± 0.71 33.87 ± 0.63 47.37 ± 0.73

Table 2. Compare to baselines in a multi-domain scenario.

Method CIFAR-FS/miniImageNet/CUB

5-way 1-shot 5-way 5-shot

Finetune 24.85 ± 0.54 28.35 ± 0.61

PURER (Hu et al., 2023a) 29.67 ± 0.59 37.96 ± 0.60

BiDf-MKD (Hu et al., 2023b) 31.44 ± 0.64 40.96 ± 0.59

Ours 32.04 ± 0.63 44.88 ± 0.65

way tasks sampled from the meta-training subset, and those
models are used as the meta-training resources.

Implementation details. For model architecture, we use
Conv4 as the meta-model’s backbone, a standard choice in
meta-learning (Wu et al., 2023a). The architecture of pre-
trained models includes Conv4, ResNet-10, and ResNet-18.
If not specifically stated, Conv4 is the default architecture.
We use an off-the-shelf ResNet-34 pre-trained on ImageNet
as our shared pre-trained model to compute the FIM. For
hyperparameters, we configure the number of task groups c
to 5. The step size β for the displacement is set to 0.001, and
the size of minibatches m is set to 4. The memory bank B
is limited to store 20 tasks. We report the average accuracy
over 600 meta-testing tasks. App. A details other setups.

Compared baselines. (i) Finetune. Train a classifier from
scratch using the support set for each meta-testing task. (ii)
Best-Model. We select the pre-trained model with the high-
est reported accuracy to predict the query set. (iii) Average.
Average all pre-trained models and then finetune it using
the support set. (iv) OTA (Singh & Jaggi, 2020). Com-
pute the weighted average of all pre-trained models and
then fine-tune using the support set. (v) DRO (Wang et al.,
2022b). Meta-learn a hyper-network to fuse all pre-trained
models into one single model, which serves as the meta-
initialization and can be adapted to each meta-testing task
using the support set. (vi) PURER (Hu et al., 2023a). Ad-
versarially train the meta-model with a learnable dataset,
where a batch of pseudo tasks is sampled for meta-training
at each iteration. (vii) BiDf-MKD (Hu et al., 2023b). A
bi-level data-free knowledge distillation framework imple-

Table 3. Compare to baselines in a multi-architecture scenario.

Method Conv4/ResNet-10/ResNet-18

5-way 1-shot 5-way 5-shot

Finetune 28.59 ± 0.56 34.77 ± 0.62

PURER (Hu et al., 2023a) 39.15 ± 0.70 49.08 ± 0.74

BiDf-MKD (Hu et al., 2023b) 38.08 ± 0.80 50.58 ± 0.81

Ours 44.18 ± 0.87 57.15 ± 0.81

mented in the white-box setting to transfer meta knowledge.

5.2. Main Results

Comparisons with baselines. Tab. 1 presents the results
for few-shot classification compared with baselines. To eval-
uate the effectiveness of our approach, we compare it against
two categories of DFML algorithm: the non-inversion meth-
ods, which enable model fusion in the parameter space, and
the inversion-based methods that generate pseudo data for
training. As indicated in Tab. 1, we significantly outperform
all other methods. For 1-shot learning, we outperform the
leading baseline BiDf-MKD by 5.92%, 5.54% and 2.25%
on three datasets. For 5-shot learning, we achieve an im-
provement of 6.33%, 6.70% and 3.05%, respectively.

Multi-domain scenario. We carry out experiments un-
der a challenging multi-domain scenario, where each pre-
trained model is designed to address different tasks from
CIFAR-FS, miniImageNet, and CUB. For meta-testing, the
meta-model is evaluated on unseen tasks that span across
three datasets. Our results are shown in Tab. 2, outperform-
ing the baseline by 7.19% and 16.53% in 1-shot and 5-shot
learning, respectively. This demonstrates that our approach
effectively aligns heterogeneous models from different do-
mains, optimizing them towards a unified direction, thereby
achieving robust generalization across various domains.

Multi-architecture scenario. We also conduct experi-
ments in a multi-architecture scenario where each pre-
trained model differs in architecture. For each pre-trained
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Table 4. Effects of the proposed modules.

Setting Module CIFAR-FS miniImageNet CUB

Group IGR 5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot

Vanilla 41.84 ± 0.82 55.01 ± 0.77 34.96 ± 0.70 47.24 ± 0.69 32.28 ± 0.65 44.82 ± 0.67

✓ 43.06 ± 0.81 55.84 ± 0.76 36.01 ± 0.70 48.53 ± 0.69 32.88 ± 0.60 47.25 ± 0.66

✓ 43.25 ± 0.85 55.54 ± 0.74 36.78 ± 0.70 48.35 ± 0.71 33.06 ± 0.64 47.92 ± 0.69

Ours ✓ ✓ 43.58 ± 0.82 57.49 ± 0.79 36.20 ± 0.71 49.00 ± 0.71 33.87 ± 0.63 47.37 ± 0.73
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Figure 4. Model dissimilarity measured by FIM accurately reflects
the model heterogeneity. We assess model heterogeneity by over-
lapping training classes and distinct model architectures.

model, the architecture is randomly chosen from Conv4,
ResNet-10, and ResNet-18. The results are presented in
Tab. 3. It outperforms all baselines and can apply to multi-
architecture scenario without any change. This flexibility is
attributable to our method’s lack of constraints on the under-
lying architecture or scale of the pre-trained models, which
enables effective alignment across heterogeneous models.

5.3. Ablation Studies

Effects of each module. Tab. 4 assesses the contribution
of each module to performance. Initially, we introduce
the vanilla only performing meta-model optimization. The
vanilla still manages to outperform the baselines mentioned
in Tab. 1, indicating its capacity for rapid adaptation to
unseen tasks. When we integrate task grouping into the
approach, we observe significant improvements. This indi-
cates that training heterogeneous models together enables
the meta-model to learn shared representations across tasks.
However, this method (i.e., ERM) merely aggregates losses
from multiple tasks to update the meta-model, without align-
ing the optimization directions across these tasks. By adding
implicit gradient regularization, we observe a significant im-
provement, demonstrating the effectiveness of the conflict-
ing task regularization. With all modules, we achieve the
best performance with a boosting improvement of 2%-3%,
showing their complementarity.

Model dissimilarity measurement. We also confirm that
our model dissimilarity measurement accurately reflects
model heterogeneity, facilitating the grouping of pre-trained
models. We assess the model heterogeneity using the ratio
of overlapping classes and model architectures. The premise
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Figure 5. The gradient discrepancy across tasks. We plot the pro-
gression of gradient regularizer loss and gradient cosine similarity
during training, confirming the efficacy of IGR in implicitly mini-
mizing the gradient regularizer and aligning gradient directions.

is that fewer overlapping training classes or differing archi-
tectures imply higher model heterogeneity. We conduct
experiments with 100 pre-trained Conv4 models, as shown
in Fig. 4 (left). There is a negative correlation between the
ratio of overlapping classes and the model dissimilarity. In
Fig. 4 (right), we select 100 each of Conv4, ResNet-10,
and ResNet-18. Results indicate that models with different
architectures exhibit higher dissimilarity, with the greatest
dissimilarity observed between Conv4 and ResNet-18.

Gradient discrepancy minimization. We incorporate im-
plicit gradient regularization (IGR) to align gradients across
different tasks, steering the meta-model in a unified direc-
tion. To ascertain whether our approach indeed minimizes
gradient discrepancies, we plot the progression of gradient
regularizer loss and gradient cosine similarity during train-
ing with different objectives, as depicted in Fig. 5. We
train both IGR (blue) and ERM (orange) on CIFAR-FS
until convergence, while tracking the gradient regularizer
1

2m

∑m−1
i=0 ||∇Li(θ)−∇L̄(θ)||2 across tasks from hetero-

geneous pre-trained models. To ensure a fair comparison,
we use the exact same sequence of tasks for IGR and ERM.

As shown in Fig. 5, the gradient regularizer of IGR grad-
ually decreases with ongoing training. Conversely, ERM
maintains high values until the end. Moreover, we evaluate
gradient cosine similarity, which measures the angle be-
tween gradients of two tasks. It is clear that during training,
the gradient similarity of IGR increases, whereas it remains
constant for ERM. These observations confirm the efficacy
of IGR in implicitly minimizing the gradient regularizer and
aligning gradient directions.
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Table 5. Ablation studies on the four loss components.

Method CIFAR-FS miniImageNet CUB

5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot

w/o LCE 32.36 ± 0.59 46.22 ± 0.73 31.43 ± 0.56 44.36 ± 0.65 28.20 ± 0.55 36.58 ± 0.58

w/o LBN 41.28 ± 0.80 54.71 ± 0.76 34.18 ± 0.59 45.34 ± 0.64 33.41 ± 0.61 47.29 ± 0.69

w/o soft labels 42.87 ± 0.84 55.53 ± 0.78 36.03 ± 0.70 47.49 ± 0.74 32.71 ± 0.64 46.74 ± 0.69

w/o hard labels 43.54 ± 0.82 55.75 ± 0.77 35.70 ± 0.70 47.96 ± 0.74 33.52 ± 0.62 47.72 ± 0.70

w/ all components 43.58 ± 0.82 57.49 ± 0.79 36.20 ± 0.71 49.00 ± 0.71 33.87 ± 0.63 47.37 ± 0.73
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Figure 6. The relationship between the accuracy and the number
of pre-trained models.

Effects of the number of pre-trained models. We carry
out experiments with varying numbers of pre-trained mod-
els, each individually pre-trained on a 5-way subset of
CIFAR-FS. Our method demonstrates scalability to any num-
ber of pre-trained models, with a consistent improvement in
performance as more models are added (refer to Fig. 6). We
also introduce an intrinsic factor termed the “cover rate”,
which reflects the coverage rate of classes within the meta-
training subset. As the number of pre-trained models grows,
so does the cover rate. Notably, even when the cover rate
reaches 100% (which occurs with more than 50 pre-trained
models), we continue to observe performance enhancements.
This improvement is attributed to the increased diversity of
pre-trained models, providing a more comprehensive under-
standing of various classes. This, in turn, strengthens the
generalization ability of the meta-model when encountering
previously unseen classes.

Effects of the number of task groupings. For task group-
ing algorithms, we conduct experiments with varying num-
bers of task groupings. As shown in Table 6, performance
initially improves with an increasing number of groupings,
while it diminishes when the number of groupings becomes
overly large. This is because a proper number of groupings
enables learning of shared representations among hetero-
geneous models. However, too many groups result in a
decreased number of tasks per group, thereby reducing the
benefits derived from inter-task information sharing. In fu-
ture work, we plan to explore methods for automatically
selecting an appropriate number of groupings, e.g., by utiliz-
ing cluster evaluation metrics (Maulik & Bandyopadhyay,
2002) such as the Calinski-Harabasz index.

Table 6. Effects of the number of task groupings.
Number 1 2 3 4 5 6 7 8 9

5-way 5-shot 48.11 48.79 48.20 48.75 49.00 49.37 49.31 49.24 48.02

Effects of the loss components. The classification loss
LCE is introduced for class-specific generation, crucial for
the following meta-learning process. It prevents the gen-
erated images from becoming a blend of attributes from
multiple classes. The regularization loss LBN utilizes Batch
Normalization statistics to ensure the synthetic images’ dis-
tribution aligns closer to the original images. Soft labels
convey the teacher model’s knowledge, utilizing semantic
relationships for richer supervision. Hard labels, as the
ground truth, offer precise supervisory information to pre-
vent errors introduced by soft labels. As shown in Tab. 5,
removing LCE , LBN , soft labels, and hard labels results
in average performance decreases of 8.06%, 1.88%, 1.02%,
and 0.55%, respectively. On the CUB dataset, hard labels
even have a negative impact, possibly due to the overly
strong one-hot assumption when distinguishing fine-grained
categories. Tab. 5 indicate that the classification loss and
soft labels loss have a considerable impact on the results.

6. Conclusion
Current DFML methods often overlook the heterogeneity
among pre-trained models. In this paper, we empirically and
theoretically rethink the model heterogeneity in DFML. We
find that the model heterogeneity introduces a heterogeneity-
homogeneity trade-off. Based on our findings, we propose
Task Groupings Regularization that benefits from model het-
erogeneity by grouping and aligning conflicting tasks within
each group, to capture shared representations that general-
ize across tasks. Comprehensive experiments showcase the
superiority of our approach in multiple benchmarks. Explor-
ing its extension to other domains, such as NLP, represents
a valuable direction for future research.
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A. Implementation Details
The architecture for the meta-model is based on Conv4. Common in meta-learning studies (Chen et al., 2020; Liu et al.,
2020), Conv4 consists of four convolutional blocks, with each block comprising 32 3× 3 filters, a BatchNorm layer, a ReLU
function, and a 2× 2 max-pooling layer. All pre-trained models are constructed to solve various 5-way tasks by randomly
choosing 5 classes from the meta-training set (be it CIFAR-FS, miniImageNet, or CUB). With the Adam optimizer, these
models are pre-trained using standard supervised learning at a learning rate of 0.01. We collect a set of 100 pre-trained
models following previous works. For computing the FIM, we use the off-the-shelf ResNet-342 pre-trained on ImageNet
as our shared model. The total epoch T is set to 1000 for CIFAR-FS and CUB, and 1200 for miniImageNet. For the task
recovery, we generate X̂i with 30 images in each epoch. The generator parameters θG and latent code Z are optimized
simultaneously using the Adam optimizer, aiming to minimize Eq. (2) over 200 steps with a learning rate of 0.001. Similarly,
the meta-model parameters θ are updated with gradient gIGR with a learning rate set at 0.001. For the cross-task replay, we
employ MAML to execute meta-learning on tasks sampled in the memory bank. Following Hu et al. (2023a;b), we use the
Adam optimizer, set with inner and outer loop learning rates of 0.01 and 0.001, respectively.

In the multi-domain scenario, pre-trained models are designed to solve different 5-way tasks, which are devised by randomly
sampling 5 classes from the meta-training sets, including CIFAR-FS, miniImageNet, and CUB (Han et al., 2023; Wei &
Wei, 2024). We also take Conv4 as the architecture of pre-trained models and the meta-model. For meta-testing, we evenly
construct 1800 meta-testing tasks across all meta-testing sets, including CIFAR-FS, miniImageNet, and CUB.

In the multi-architecture scenario, we focus on pre-trained models with different architectures. Specifically, we consider
Conv4, ResNet-10, and ResNet-18 as the diverse architectures represented within these pre-trained models. ResNet-10 and
ResNet-18 are larger-scale neural networks compared to Conv4. We adopt Conv4 as the architecture for the meta-model.
All pre-trained models are designed for solving diverse 5-way tasks, which are constructed by randomly sampling 5 classes
from CIFAR-FS. All other configurations remain consistent with the above settings.

B. Architecture of the Generator
The structure of the generator for task recovery is detailed in Tab. 7. This generator processes standard Gaussian noise
as input to produce the recovered data. The dimension of the Gaussian noise data, z, is designated as 256 (dz). For the
LeakyReLU activation, the negative slope parameter is set to 0.2. We specify the image size to be 32 for models pre-trained
on CIFAR-FS and 84 for those pre-trained on miniImageNet and CUB. The number of channels (nc) for color image recovery
is set to 3, and the number of convolutional filters (nf ) is set to 64.

Table 7. Detailed structure of the generator. We highlight the dimension change in red.
Notion Description

img size × img size resolution of recovered image
bs batch size
nc number of channels of recovered image
nf number of convolutional filters

FC(·) fully connected layer;
BN(·) batch normalization layer

Conv2D(input, output,filter size, stride, padding) convolutional layer

Structure Dimension
Before After

z ∈ Rdz ∼ N (0,1) [ 1, dz ] [ bs, dz ]
FC(Z) [ bs, dz ] [ bs, 2× nf × (img size//4)× (img size//4) ]

Reshape [ bs, 2× nf × (img size//4)× (img size//4) ] [ bs, 2× nf, (img size//4), (img size//4) ]

BN [ bs, 2× nf, (img size//4), (img size//4) ] [ bs, 2× nf, (img size//4), (img size//4) ]
Upsampling [ bs, 2× nf, (img size//4), (img size//4)) ] [ bs, 2× nf, (img size//2), (img size//2)) ]

Conv2D(2× nf, 2× nf, 3, 1, 1) [ bs, 2× nf, (img size//2), (img size//2)) ] [ bs, 2× nf, (img size//2), (img size//2)) ]
BN, LeakyReLU [ bs, 2× nf, (img size//2), (img size//2)) ] [ bs, 2× nf, (img size//2), (img size//2)) ]

Upsampling [ bs, 2× nf, (img size//2), (img size//2)) ] [ bs, 2× nf, img size, img size ]

Conv2D(2× nf, nf, 3, 1, 1) [ bs, 2× nf, img size, img size ] [ bs, nf, img size, img size ]
BN, LeakyReLU [ bs, nf, img size, img size ] [ bs, nf, img size, img size ]

Conv2D(nf, nc, 3, 1, 1) [ bs, nf, img size, img size ] [ bs, nc, img size, img size ]
Sigmoid [ bs, nc, img size, img size ] [ bs, nc, img size, img size ]

2https://pytorch.org/vision/stable/models/generated/torchvision.models.resnet34
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C. Theoretical Proofs
Theorem C.1. Assume Mmeta(·;θ) is probably approximately correct (PAC), i.e., there exists ζ(N, δ) ≥ 0 monotonically
decreasing with N , and the loss function ℓ(·) is K-Lipschitz continuous. Then, with probability at least 1− 2δ the following
bounds hold:

|E(θ(Mbas),θ(Maux))− Ê(θ(Mbas,Maux))|

≤ζ(N, δ) +K

aux∑
t=bas

EPt
[|Mmeta(θ(Mt))−Mmeta(θ(Mbas,Maux))|],

where E = EPbas
[ℓ (Mmeta(x,θ(Mbas)))] + EPaux [ℓ (Mmeta(x,θ(Maux)))] is the expected error over the merged distri-

bution and Ê = 1
N

∑N
i=1 ℓ (Mmeta(xi,θ(Mbas,Maux))) is the empirical error over the N training samples.

Proof. Using PAC-Bayesian generalization bound (McAllester, 1999), for all θ ∈ Θ, with probability 1−δ over independent
draws xi ∼ Pt, we have:∣∣∣∣∣EPt

[ℓ(Mmeta(x,θ))]−
1

N

N∑
i=1

ℓ(Mmeta(xi,θ))

∣∣∣∣∣ ≤ ζ(N, δ) =

√
log |Θ|+ log 1

δ

2N
.

This comes as a generalization of the law of large numbers for the case in which samples are i.i.d., where the error is of
order 1/N . If the loss function ℓ(·) is K-Lipschitz continuous, we have:

|ℓ(Mmeta(x,θ1))− ℓ(Mmeta(x,θ2))| ≤ K |Mmeta(x,θ1)−Mmeta(x,θ2)| .

By a direct application of the triangle inequality and the PAC bound over the merged probability distribution, i.e., P̄ =
Pbas + Paux, and taking the Lipschitz assumption over the solutions, then:

|E(θ(Mbas),θ(Maux))− Ê(θ(Mbas,Maux))|

= |EPbas
[ℓ (Mmeta(x,θ(Mbas)))] + EPaux

[ℓ (Mmeta(x,θ(Maux)))]−
1

N

N∑
i=1

ℓ (Mmeta(xi,θ(Mbas,Maux))) |

≤ ζ(N, δ) +KEPbas
[|Mmeta(x,θ(Mbas))−Mmeta(x,θ(Mbas,Maux))|]

+KEPaux
[|Mmeta(x,θ(Maux))−Mmeta(x,θ(Mbas,Maux))|]

= ζ(N, δ) +K

aux∑
t=bas

EPt
[|Mmeta(θ(Mt))−Mmeta(θ(Mbas,Maux))|].

Here, we choose the notation Mmeta(x,θ(·)) = Mmeta(θ(·)) for brevity, referring to the prediction function for inputs x.

Theorem C.2. If Li(θ) has Lipschitz Hessian, then the update gradient gIGR = 1
m

∑m−1
i=0 ∇Li(θ − vi(θ)), calculated

following an initial displacement applied to the parameters θ, can be expressed as follows:

gIGR = ∇L̄(θ) + β

2m
∇(

m−1∑
i=0

∥∇Li(θ)−∇L̄(θ)∥2)︸ ︷︷ ︸
GradientRegularization

+O(β2),

i.e., implicitly minimizes the trace of the covariance matrix for the conflicting task gradients, along with the Empirical Risk
Minimization (ERM) gradient on the mean loss L̄(θ).
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Proof. If Li(θ) has Lipschitz Hessian, i.e., ∥∇2Li(θ1) − ∇2Li(θ2)∥ ≤ ρ∥θ1 − θ2∥ for some ρ > 0, we can apply the
fundamental theorem of Taylor’s expansion to the gradient ∇Li(θ − vi(θ)), then:

∇Li(θ − vi(θ)) = ∇Li(θ)−∇2Li(θ)vi(θ) +O(∥vi(θ)∥2).

For instance, when vi(θ) = β
(
∇L̄(θ)−∇Li(θ)

)
, we have:

∇Li

(
θ − β(∇L̄(θ)−∇Li(θ))

)
= ∇Li(θ)− β∇2Li(θ)(∇L̄(θ)−∇Li(θ)) +O(β2).

Therefore, the update gradient gIGR calculated after an displacement can be expressed as follows:

gIGR =
1

m

m−1∑
i=0

∇Li(θ − vi(θ))

=
1

m

m−1∑
i=0

∇Li(θ)−
β

m

m−1∑
i=0

∇2Li(θ)
(
∇L̄(θ)−∇Li(θ)

)
+O(β2)

=
1

m

m−1∑
i=0

∇Li(θ) +
β

m

m−1∑
i=0

(∇2Li(θ)∇Li(θ)−∇2Li(θ)∇L̄(θ)) +O(β2),

given that
∑m−1

i=0 (∇Li(θ)−∇L̄(θ)) = 0, then:

gIGR = ∇L̄(θ) + β

m

m−1∑
i=0

(∇2Li(θ)∇Li(θ)−∇2Li(θ)∇L̄(θ)) +O(β2)

= ∇L̄(θ) + β

m

m−1∑
i=0

(∇2Li(θ)∇Li(θ)−∇2Li(θ)∇L̄(θ)−∇2L̄(θ)∇Li(θ) +∇2L̄(θ)∇L̄(θ)) +O(β2)

= ∇L̄(θ) + β

m

m−1∑
i=0

(∇2Li(θ)−∇2L̄(θ))(∇Li(θ)−∇L̄(θ)) +O(β2)

= ∇L̄(θ) + β

2m
∇(

m−1∑
i=0

∥∇Li(θ)−∇L̄(θ)∥2) +O(β2).

D. Empirical Observation Details
In the experiment (Fig. 2) on overlapping classes, we standardize the architecture of pre-trained models to Conv4. Initially,
we select a basic model pre-trained on 5 classes of CIFAR-FS. Then, we choose pre-trained models with 0, 1, 2, 3, 4, and
5 overlapping training classes with the basic model, selecting 10 models for each category. In total, this amounts to 60
auxiliary models. Tasks are recovered from pre-trained models based on Eq. (2) and used as training data for the meta-model.
For the recovered task T̂ with class labels Y , we randomly divide it into a support set S and a query set Q. Then, we
employ MAML (Finn et al., 2017) to optimize the meta-model θ:

min
θ

ET̂ Louter =CE(Mmeta(Q;θc),Y Q),

s.t. θc = min
θ

Linner = CE(Mmeta(S;θ),Y S).
(9)

Initially, we train the meta-model with data from the basic model Mbas to establish a basic accuracy P(θ(Mbas)). The
accuracy is calculated by standard few-shot classification on meta-testing subsets. To measure the impact of the auxiliary
model Maux in joint training, we combine the losses of the basic and auxiliary models to update the meta-model, thereby
obtaining a new accuracy P(θ(Mbas,Maux)) and calculating the Accuracy Gain.

In the experiment on model architecture, we keep the training classes of pre-trained models constant. The architecture of the
basic model is Conv4, and we select pre-trained models with architectures of Conv4, ResNet-10, ResNet-18, and ResNet-50,
10 models for each category. The subsequent steps are the same as described above. We provide the pseudo-code for the
empirical observation implementation in Alg. 2.
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Algorithm 2: Pseudo-Code of the Empirical Observation
Input: A collection of auxiliary modelsMpool; a basic model Mbas; a meta-model Mmeta(·;θ).
Output: A list of the Accuracy Gain [AG].
Recover data from Mbas to train Mmeta(·;θ)
Calculate P(θ(Mbas)) on meta-testing subset
for Maux inMpool do

Re-initialize the meta-model Mmeta(·;θ)
Recover training data from Maux

for X̂bas,X̂aux in DataLoader do
Loss = MAML(X̂bas;θ) +MAML(X̂aux;θ)
Loss.backward()
Update(Mmeta(·;θ))

Calculate P(θ(Mbas,Maux)) on meta-testing subset
AG = P(θ(Mbas,Maux))− P(θ(Mbas))

E. Task Grouping Strategies
It is commonly believed that related tasks with similar underlying structures can benefit from training together (Yu et al., 2020;
Fifty et al., 2021). However, we argue that leveraging the model heterogeneity by grouping dissimilar pre-trained models can
also be beneficial. To validate whether our insight holds true, we conduct an ablation study comparing groupings based on
both dissimilarity and similarity measures. Specifically, we derive the task similarity matrix

[
dcos

(
F i

F i+F j ,
F j

F i+F j

)]
1≤i,j≤n

to group the most similar pre-trained models together, keeping other steps of the process constant. As shown in Tab. 8,
groupings based on dissimilarity achieve better results. This further supports our insight that grouping and aligning dissimilar
tasks can effectively balance the heterogeneity-homogeneity trade-off.

Table 8. Different task grouping strategies. Grouping pre-trained models based on dissimilarity or similarity measures.

Strategy CIFAR-FS miniImageNet CUB

5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot 5-way 1-shot 5-way 5-shot

Similarity 43.54 ± 0.85 55.71 ± 0.80 35.82 ± 0.68 48.73 ± 0.68 33.50 ± 0.62 46.77 ± 0.67

Dissimilarity 43.58 ± 0.82 57.49 ± 0.79 36.20 ± 0.71 49.00 ± 0.71 33.87 ± 0.63 47.37 ± 0.73
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