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Abstract

Traditional video restoration approaches were designed to recover clean videos
from a specific type of degradation, making them ineffective in handling multiple
unknown types of degradation. To address this issue, several studies have been
conducted and have shown promising results. However, these studies overlook
that the degradations in video usually change over time, dubbed time-varying
unknown degradations (TUD). To tackle such a less-touched challenge, we propose
an innovative method, termed as All-in-one VidEo Restoration Network (Aver-
Net), which comprises two core modules, i.e., Prompt-Guided Alignment (PGA)
module and Prompt-Conditioned Enhancement (PCE) module. Specifically, PGA
addresses the issue of pixel shifts caused by time-varying degradations by learning
and utilizing prompts to align video frames at the pixel level. To handle multi-
ple unknown degradations, PCE recasts it into a conditional restoration problem
by implicitly establishing a conditional map between degradations and ground
truths. Thanks to the collaboration between PGA and PCE modules, AverNet
empirically demonstrates its effectiveness in recovering videos from TUD. Ex-
tensive experiments are carried out on two synthesized datasets featuring seven
types of degradations with random corruption levels. The code is available at
https://github.com/XLearning-SCU/2024-NeurIPS-AverNet.

1 Introduction

Video restoration aims to recover a high-quality video from a low-quality one that is corrupted by
degradations such as noise, blur, and compression artifacts. Over the past few years, numerous
studies [1, 2, 3, 4, 5] have been conducted, yielding promising performance in video restoration.
However, these methods typically require prior knowledge of the specific type of degradation to design
and train effective models, such as denoising, dehazing, and deblurring models [6, 7, 8, 9, 10, 11, 12].
In practice, obtaining such prior knowledge in advance is challenging, especially when the data is
affected by multiple unknown types of degradation.

In the field of image restoration, efforts [13, 14, 15] have been made to restore images affected by
multiple unknown types of degradation using a unified model, which is known as all-in-one image
restoration (AIR) [16]. However, it is hard to achieve encouraging performance by simply applying
existing AIR methods to videos due to the neglect of temporal information, which leads to inferior
performance, as verified in our experiments. To favor all-in-one video restoration (AVR), a few
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(a) Classic Video Restoration (b) All-in-one Video Restoration
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Figure 1: Illustration of classic and all-in-one video restoration. (a) aims to develop a specific model
for each degradation to handle the corrupted video, assuming that the degradation types and levels are
the same and known for all frames. In contrast, (b) intends to handle videos containing time-varying
unknown degradations through a unified model, which is more practical and challenging.

studies [17, 18, 19] have been conducted in very recent, which typically assume that the frames of
a given video contain unknown but the same type of degradation. In other words, these methods
can only handle a single unknown type of degradation and would fail when faced with multiple
unknown types of degradation for a given video. Clearly, the latter is more practical and challenging
because degradations can vary over time in real-world scenarios (Fig. 1). For instance, motion blur
can occur when a stationary object starts to move, and noise will appear when the scene changes to
low-light conditions. Therefore, it is highly desirable to develop an AVR method capable of handling
time-varying unknown degradations (TUD).

To overcome the aforementioned challenge of TUD, we propose an All-in-one VidEo Restoration
Network (AverNet), which consists of two core modules, i.e., Prompt-Guided Alignment (PGA)
module and Prompt-Conditioned Enhancement (PCE) module. To recover videos from time-varying
degradations, PGA is designed based on the following observation. Specifically, a vital step in video
restoration is spatial alignment across frames, which aims to eliminate frame difference at the pixel
level. As shown in Fig. 2, compared to time-invariant degradations, time-varying degradations cause
larger and more complex pixel shifts, making frame alignment significantly more challenging. Hence,
to align frames at pixel level better, PGA optimizes a specific prompt conditioned on a video clip
first and then uses this prompt to align the frames within the clip. To tackle unknown degradations in
a given frame, PCE is designed to learn prompts corresponding to latent unknown degradations by
building the conditional map between the corrupted frame and the ground truth. Through treating
the prompts as the conditions, PCE transforms the task of video restoration from multiple unknown
degradations into a known conditional restoration problem.

To summarize, the contributions of this work are as below:

• As far as we know, this work could be the first study on the TUD. Different from previous
efforts on time-invariant degradation, our method is suitable for more practical scenarios
wherein the types and levels of degradations are both unknown and changing over time.

• We show that the TUD challenge could be effectively addressed by our AverNet. In brief,
AverNet employs the PGA module to address the issue of the large and complex pixel shifts
and the PCE module to solve the problem of multiple unknown degradations.

• Although the TUD setting is practical, the data with ground-truth is scarce and even impos-
sible to collect. To address the data scarcity issue, we develop a data synthesis approach to
simulate the data of TUD in real world. Experiments on two datasets across seven types of
degradations with random levels demonstrate the effectiveness of our AverNet.

2 Related Work

In this section, we introduce the related works in video restoration and all-in-one image restoration,
and elaborate on the differences between our AverNet and the existing methods.
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Figure 2: Illustration of the pixel shift issue. We compute the optical flow between two consecutive
frames with time-invariant and time-varying degradations. Several directional vectors are visualized as
red arrows to indicate the estimated pixel alignments between the two frames. One could observe that
time-varying degradations lead to less accurate estimations compared to time-invariant degradations,
causing a larger and more complex pixel shift after alignment.

2.1 Video Restoration

Currently, deep video restoration methods could be roughly divided into two categories according
to their architectures, i.e., sliding window-based methods [1, 5, 20, 21, 22, 23, 19] and recurrent
methods [24, 25, 26, 2, 4]. The former kind of methods typically take a short sequence of frames
as input and restore only the center frame. By leveraging the temporal information from adjacent
frames, these methods have achieved promising performance. For example, EDVR [1] introduced
the pyramid architecture and temporal-spatial attention modules to effectively aggregate information
across frames. Shift-Net [5] proposed an efficient framework based on grouped spatial-temporal
shift modules to implicitly aggregate inter-frame information. Although the methods have shown
impressive performance, they encounter challenges in handling long-sequence videos and suffer from
high memory consumption. To alleviate the problem, recurrent methods choose to propagate latent
features from one frame to the next frame sequentially, accumulating information from previous
frames for the restoration of subsequent frames. For instance, BasicVSR [26] proposed a concise
and efficient network employing a bidirectional propagation scheme. BasicVSR++ [2] improved the
bidirectional scheme with second-order grid connections to implement an effective recurrent model.

Different from the above methods focusing on a specific degradation, ViWS-Net [17], CUDN [18]
and Diff-TTA [19] explored a more generalized task of AVR, which aims to handle multiple unknown
degradations through a unified model. Specifically, ViWS-Net introduces degradation messenger
tokens to learn specific degradation information and employs them to guide the restoration. CUDN
adaptively estimates the features of unknown degradations and employs the estimation to guide the
model to remove diverse degradations. Diff-TTA introduces test-time adaptation techniques [27] to
adapt the distribution of test data and recalibrates the parameters of pre-trained models to address
unknown degradations. Although there is a similarity between AverNet and these methods in the
task of AVR, they are remarkably different in both problem and solution. In problem, ViWS-Net,
CUDN and Diff-TTA considered the unknown types of degradations, while AverNet considers not
only the unknown types and levels of degradations, but also their variations over time, which is more
practical and challenging. In solution, they follow the paradigm of sliding window-based methods
and employ local information for restoration. In contrast, AverNet improves the propagation scheme
of the recurrent paradigm to address TUD challenge, enabling it to effectively utilize global temporal
information for AVR.

2.2 All-in-one Image Restoration

Some recent works [13, 28, 29, 30, 31] have been devoted to all-in-one image restoration (AIR),
which aims to recover images from multiple unknown types of degradations using a single model.
The key to these methods is extracting discriminative information for different degradations, and
employing this information to guide a single model for performing AIR. For example, AirNet [16]
learns the degradation representations through contrastive learning, and uses the representations
to guide the restoration network. PromptIR [13] proposes to use learnable prompts to encode
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Figure 3: Architecture overview. (a) Overall architecture of our AverNet, which is mainly composed
of propagation blocks. Each block consists of a (b) PGA module for spatially aligning features across
frames with time-varying degradations, and a (c) PCE module for enhancing the features of current
frame with unknown degradations. (d) PGI modules endow PGA and PCE with the capacity of
conditioning on degradations by means of input-conditioned prompts. For simplicity, the superscripts
j in (b) are omitted. In (c), the past feature is from the last time of propagation, and Ik refers to the
indices of key frames.

degradation-specific information first and then guide the restoration of clean images. ProRes [32]
introduces additional visual prompts to incorporate task-specific information and utilize the prompts
to guide the network for AIR. MPerceiver [33] proposes a multimodal prompt learning approach
to exploit the generative priors of Stable Diffusion [34] to achieve high-fidelity all-in-one image
restoration. AutoDIR [14] introduces a CLIP-based module to detect unknown degradations, and
instructs a latent-diffusion-based module with a text prompt for restoration. In addition to AIR, a
more recent work TAO [35] has explored a challenging task of open-set image restoration, which
aims to handle unknown degradations that were unforeseen in the pretraining phase.

Unlike the above methods specialized for image restoration, our AverNet is devoted to all-in-one
video restoration, which aims to recover videos affected by time-varying unknown degradations using
a single model. In contrast to AIR focusing on unknown degradations, our AVR is more practical and
challenging since the degradations are both unknown and time-varying.

3 Proposed Method

In this section, we elaborate on our AverNet and two modules, i.e., Prompt-Guided Alignment module
(PGA) and Prompt-Conditioned Enhancement module (PCE).

The architecture of our AverNet is depicted in Fig. 3. Given an input video, residual blocks are first
applied to extract shallow features from each frame. Then, the features are sequentially propagated
four times across the video sequence to incorporate temporal information. Specifically, the first
and third times of propagation are backward, in which the features are propagated from the last
frame to the first one. The second and fourth times of propagation are forward, in which the features
are propagated from the first frame to the last one. Such an alternating bidirectional propagation
enables the features of each frame to involve abundant information from the whole video sequence
for restoration. After propagation, the features are used to generate the final output for each frame
through convolutions and pixel-shuffling [36] blocks. In the following, we will detail our core designs,
i.e., PGA and PCE, for solving TUD challenge during the propagation process.
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3.1 Prompt-Guided Alignment

To address the pixel shift issue and obtain aligned features from the video with time-varying degra-
dations, PGA employs deformable convolution network [37] (DCN) to align the spatial contents
between frames. The calculation of DCN depends on two parameters of offsets and masks, which
indicate spatial coordinates shifts and weights, respectively. Typically, the offsets and masks are esti-
mated from the frame features and optical flow [38] through convolutions. However, the time-varying
degradations lead to inaccurate estimations and deteriorate the spatial alignments. Therefore, we
further introduce the input-conditioned prompts that encode degradation information to guide the
estimation. The graphical illustration is shown in Fig. 3(b). In the rest of this section, we will detail
the alignment procedure in the forward propagation, which is similar in the backward propagation.
For simplicity, we omit the superscript j which indicates the j-th time of propagation.

Given the shallow features li of the i-th frame, the previous features fi−1 from (i− 1)-th frame, and
the optical flow v(i−1)→i from the (i− 1)-th to i-th frame, we first warp fi−1 through v(i−1)→i:

f̃i−1 = W(fi−1, v(i−1)→i), (1)

where W denotes the spatial warping function. Then, we concatenate the shallow features li and
the warped features f̃i−1 into a clip f̃i to estimate the offsets and masks of DCN. Instead of directly
estimating them through a simple network, we introduce prompts to encode degradation-specific
information conditioned on the clip, and integrate prompts into the clip to guide the alignment of the
frames. Specifically, the integrated features gi are generated by a convolution followed by a Prompt
Generation & Integration (PGI) block (Fig. 3(d)):

gi = PGI(Conv3×3(f̃i)), (2)

where f̃i = Concat(li, f̃i−1) and Concat(·) refers to channel concatenation. Specifically, PGI
obtains the integrated features by generating input-conditioned prompts and fusing them with the
input features. Taking x as the input features, PGI first predicts attention-based weights W ∈ RN

and then applies them to prompt embeddings E ∈ RN×Ĉ×Ĥ×Ŵ to obtain input-conditioned prompts
P . To be specific, PGI sequentially applies global average pooling (GAP), 1× 1 convolution, and
softmax operation on x to obtain the weights W :

W = Softmax(Conv1×1(GAP(x))). (3)

After that, P is calculated as the weighted sum of E followed by 3× 3 convolution for refinement:

P = Conv3×3(

N∑
n=1

Wn · En). (4)

Note that P has a fixed spatial size Ĥ × Ŵ , which may be different from the size of frame features.
Therefore, we apply the bilinear upsampling operation to upscale P to the same size as the input
features. Finally, the prompts are integrated into the input features x through:

gi = R(Concat(x, P )), (5)

where R(·) denotes residual blocks. After obtaining the integrated features gi, we combine them
with the input f̃i and refine them using a 3× 3 convolution:

hi = Conv3×3(Concat(f̃i, gi)), (6)

where hi is the intermediate features to compute DCN parameters. Finally, the DCN offsets o(i−1)→i

and modulation masks m(i−1)→i are calculated as:

o(i−1)→i = v(i−1)→i +Ro(hi),

m(i−1)→i = σ(Rm(hi)),
(7)

where R{o,m} denotes a stack of convolutions, and σ denotes the sigmoid function. A DCN is then
applied to the previous feature fi−1 for spatial alignment:

f̂i = D(fi−1; o(i−1)→i,m(i−1)→i), (8)

where D(·) denotes a deformable convolution network.
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3.2 Prompt-Conditioned Enhancement

Here, we detail PCE module in the forward propagation, which is similar in the backward propagation.
To handle multiple unknown degradations, PCE employs the prompts corresponding to the latent
unknown degradations as the conditions to enhance the current frame features during propagation.
However, the prompt extraction and conditional enhancement require additional computations which
are non-trivial. To reduce the computational cost, PCE only conducts enhancement at selected key
frames and collaterally enhances the features of other frames through propagation. Specifically, key
frames are sparsely selected based on a fixed interval T . The indices of key frames can be expressed
as a list Ik, which is an arithmetic sequence with a common difference of T . During the propagation
of key frames, PCE enhances the features based on the aligned features f̂ j

i and the shallow features li
of key frames.

To obtain the enhanced features f j
i , PCE first employs PGI to extract the key frame prompt ki based

on the shallow features li according to the procedures shown in Fig. 3(d). Then, the key frame prompt
is used as the condition to enhance aligned features f̂ j

i through a few residual blocks:

f
j

i = R(Concat(f̂ j
i , ki)), i ∈ Ik, (9)

where R(·) denotes residual blocks, Concat(·) denotes concatenation along channel dimension, and
Ik refers to the list of indices of key frames. After that, the enhanced features are fused with the
propagation features of last time for the subsequent propagation:

f j
i = f

j

i +R(Concat(f j−1
i , f

j

i )), i ∈ Ik, (10)

where f j
i and f j−1

i are the propagation features of current and last time at the i-th frame, respectively.

In the cases without enhancement, i.e., the frame index i /∈ Ik, the aligned features are directly
concatenated with the propagation features of last time and then refined through residual blocks to
obtain propagation features f j

i :

f j
i = f̂ j

i +R(Concat(f j−1
i , f̂ j

i )), i /∈ Ik. (11)

Note that f0
i = li for the first time of propagation.

4 Experiment

In this section, we conduct experiments to evaluate our AverNet. In the following, we introduce the
experimental settings first and then show quantitative and qualitative results. Finally, we conduct
ablation analyses to demonstrate the effectiveness of our designs.

4.1 Experiment Settings

Video Synthesis Approach. Although the TUD setting is practical, the data with ground-truth is
scarce and even impossible to collect. To tackle this issue, we develop a data synthesis approach to
simulate such pairs based on the degradation models in [39, 40]. To be specific, a clean video is first
cut into multiple clips with a fixed interval t. Then, for each clip, a series of degradations are sampled
from seven candidate degradations with a probability of 0.55. Specifically, the candidate degradations
include Poisson noise, Gaussian noise, speckle noise, resizing blur, Gaussian blur, JPEG compression,
and video compression. The details for each degradation are provided in the appendix. After that, the
degradations are shuffled and added to the clip to produce a corrupted one. Finally, the corrupted
clips are assembled into a corrupted video that contains time-varying unknown degradations.

Video Datasets. We adopt two widely-used video datasets in experiments, i.e., DAVIS [41] and
Set8 [42]. Specifically, DAVIS contains 90 training sequences and 30 test sequences of resolution
854× 480. Set8 has 8 test video sequences of resolution 960× 540. We train all models on DAVIS
training set, and test them on DAVIS-test and Set8. The training and test pairs are constructed through
the above video synthesis approach. For the training set, the interval t of degradation variations is set
to 6 and the degradations are the above seven degradations including three types of noise, two types
of blur, and two types of compression. For the test set, we apply different settings to generate diverse
sets for full evaluations, which are detailed in Sec. 4.2.
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Implementation Details. We use the same settings for all experiments. To be specific, the number
of channels is set to 96, and the embedding length, dimension, and size of prompts are set to 5, 96,
and 96×96, respectively. For optical flow estimation, we use the pre-trained SPyNet [43, 44] whose
parameters and runtime are included in our AverNet.

Training Details. The experiments are conducted in PyTorch [45] framework with four NVIDIA
GeForce RTX 3090 GPUs. For training, we use Charbonnier loss [46] and Adam [47] optimizer
with β1 = 0.9 and β2 = 0.999. The initial learning rates of main and optical flow networks are set
to 1e−4 and 2.5e−5, respectively, which are gradually decreased to 1e−7 through cosine annealing
strategy [48]. The number and resolution of input frames are set to 12 and 256× 256, respectively.
We train the networks with the batch size of 1 for 600K iterations, in which the parameters of optical
flow network will not be updated for the first 5K iterations.

4.2 Comparison Experiments

In this section, we compare our AverNet with existing state-of-the-art methods on the video datasets
with TUD. To be specific, existing methods include four representative all-in-one image restoration
methods and four conventional video restoration methods. The all-in-one image restoration methods
are WDiffusion [49], TransWeather [50], PromptIR [13], and AirNet [16]. The video restoration
methods are EDVR [1], BasicVSR++ [2], Shift-Net [5], and RVRT [4]. Both the video and image
restoration methods were trained on DAVIS training set from scratch according to the training settings
in their papers. Note that the image restoration methods were trained and tested on each frame of the
video sequences. We present the parameters and runtime of our AverNet and the compared methods
in Tab. 1, which are computed according to their original test settings. Specifically, the runtime was
computed on a video with 48 frames from DAVIS-test.

Table 1: Comparisons on parameters and runtime. From the table, one could observe that our method
is more efficient than most AIR methods.

Method Video Restoration All-in-one Image Restoration AVR

EDVR BasicVSR++ Shift-Net RVRT WDiffusion TransWeather AirNet PromptIR Ours

#Param 23.6M 7.4M 12.9M 13.6M 80.0M 38.1M 8.9M 35.6M 41.3M
Runtime 6.78s 5.09s 45.54s 15.07s 3956.50s 3.32s 12.98s 10.81s 6.93s

To comprehensively evaluate AverNet on dealing with TUD, we conduct experiments on time-varying
unknown degradations with different variation intervals and different degradation combinations. To
be specific, the variation interval refers to the interval of video degradation variations over time and
degradation combinations refer to various types of degradations in the video.

Evaluation on Different Variation Intervals. To evaluate the effectiveness in handling TUD, we test
all models on six test sets that are generated through the video synthesis approach, where the variation
interval is t. Specifically, six test sets are synthesized with the variation intervals t = 6, 12, 24 based
on DAVIS-test and Set8, respectively.

As shown in Tab. 2, our method nearly outperforms other methods across all six test sets. For example,
our method outperforms RVRT by 0.08dB~0.18dB in PSNR on DAVIS-test and outperforms Shift-
Net by up to 0.99dB and 0.65dB on DAVIS-test and Set8, respectively. Additionally, as shown in Tab.
1, our method achieves the best performance while maintaining the highest efficiency. Specifically,
compared with our method, the runtime of RVRT is more than double, and that of Shift-Net is over
six times longer. In comparison with the all-in-one image restoration methods, our method yields
significantly better results, showing the importance of leveraging temporal information in videos.
For example, our AverNet outperforms AirNet by at least 1.53dB/0.0428 and 1.02dB/0.0345 in
PSNR/SSIM on DAVIS-test and Set8, respectively, while requiring nearly half the runtime.

Fig. 4 and Fig. 5 present the qualitative results on DAVIS and Set8 datasets with interval t = 12,
respectively. From the figures, one could observe that all-in-one image restoration methods like
PromptIR and AirNet yield distorted and blurry results. Furthermore, BasicVSR++ and RVRT exhibit
residual noise and artifacts. In contrast, our method excels in recovering structures and capturing
finer details, resulting in clearer restorations.
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Table 2: Quantitative results compared to state-of-the-art methods on test sets with various variation
intervals. t is the interval of degradation variations in the frame sequences. The best outcomes are
highlighted in bold. From the table, one could observe that our method almost outperforms other
methods on all test sets.

Method
DAVIS-test Set8

t=6 t=12 t=24 t=6 t=12 t=24

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

WDiffusion 31.74 0.8768 31.79 0.8784 31.92 0.8809 30.31 0.8784 30.02 0.8716 30.82 0.8746
TransWeather 31.11 0.8694 31.13 0.8699 31.26 0.8741 29.24 0.8662 28.95 0.8565 29.15 0.8632
AirNet 32.46 0.8873 32.46 0.8887 32.75 0.8928 30.71 0.8874 30.40 0.8806 31.16 0.8825
PromptIR 32.18 0.8843 32.19 0.8867 32.45 0.8900 30.79 0.8903 30.43 0.8821 31.19 0.8847

EDVR 28.70 0.7224 28.37 0.6991 29.07 0.7289 26.75 0.7259 26.94 0.7382 28.71 0.7675
BasicVSR++ 33.22 0.9204 33.07 0.9180 33.32 0.9210 30.90 0.9048 30.52 0.8965 31.35 0.9011
Shift-Net 33.09 0.9096 33.10 0.9113 33.34 0.9133 31.15 0.9027 30.82 0.8947 31.88 0.9000
RVRT 33.99 0.9314 33.98 0.9311 34.10 0.9315 31.73 0.9192 31.39 0.9113 32.47 0.9178
AverNet (Ours) 34.07 0.9333 34.09 0.9339 34.28 0.9356 31.73 0.9219 31.47 0.9145 32.45 0.9189

Input WDiffusion TransWeather AirNet PromptIR

BasicVSR++ Shift-Net RVRT AverNet (Ours) GT

Figure 4: Qualitative results on the “tractor” video from DAVIS-test (t = 12), from which one could
observe that existing methods leave residual noise or artifacts in the results. In contrast, our method
obtains clearer results that are closer to GT.

Evaluation on Different Degradation Combinations. To evaluate the robustness in the situation with
different degradation combinations, we construct new test sets by removing one type of degradation
from the seven candidate degradations in the video synthesis. For example, we construct a test set
with a new combination of noise and blur degradations by removing JPEG compression and video
compression in the seven degradations. As a result, we obtain three different combinations, i.e.,
noise&blur, noise&compression, and blur&compression.

From Tab. 1 and 3, one could observe that our method obtains comparable or even better performance
while embracing much higher efficiency. For example, our method outperforms RVRT by 0.34dB
and 0.24dB in PSNR on the DAVIS-test and Set8, respectively, with the noise&blur combination.
Note that our method only requires less than half the time of RVRT to process the videos. Besides,
our method outperforms Shift-Net by at most 1.01dB and 0.47dB in PSNR on DAVIS-test and
Set8, respectively. Compared with all-in-one image restoration methods, our method has superior
performance in every degradation combination on the test sets.

4.3 Ablation Experiments

To investigate the effectiveness of our AverNet, we conduct ablation experiments on the core modules,
namely, PGA and PCE. All experiments were conducted on the test sets with t = 12.

To verify the effectiveness of PGA and PCE, we replace each of them with conventional propagation
and alignment modules, respectively, while excluding the guidance and the condition from prompts.
The results are presented in Tab. 4. In the table, it is apparent that each component brings considerable
improvement, with PSNR gains ranging from 0.16dB to 2.15dB on the two test sets. Specifically,
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Table 3: Quantitative results compared to state-of-the-art methods in three degradation combinations,
i.e., noise&blur, noise&compression, and blur&compression. The best outcomes are highlighted in
bold. From the table, one could see that our method outperforms other methods in SSIM, and obtains
comparable PSNR values to RVRT while requiring only half the runtime.

Method
DAVIS-test Set8

Noise & Blur Noise & Comp. Blur & Comp. Noise & Blur Noise & Comp. Blur & Comp.

PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

WDiffusion 32.70 0.8990 33.52 0.9124 33.76 0.9142 31.64 0.8943 30.88 0.8968 31.22 0.8978
TransWeather 31.74 0.8863 32.53 0.9062 32.18 0.9017 29.74 0.8714 29.93 0.8886 29.61 0.8830
AirNet 33.41 0.9078 34.23 0.9184 34.59 0.9224 32.15 0.9065 31.27 0.9019 31.60 0.9027
PromptIR 33.69 0.9128 34.18 0.9213 33.87 0.9179 32.10 0.9033 31.54 0.9106 31.53 0.9047

EDVR 28.00 0.6809 29.58 0.7036 34.17 0.9082 27.82 0.7268 27.23 0.7245 32.15 0.8845
BasicVSR++ 33.89 0.9324 34.72 0.9391 34.82 0.9392 31.88 0.9189 31.42 0.9152 31.35 0.9146
Shift-Net 34.00 0.9277 34.91 0.9390 35.26 0.9376 32.66 0.9159 31.86 0.9184 32.08 0.9164
RVRT 34.67 0.9438 35.69 0.9504 35.94 0.9503 32.70 0.9291 32.40 0.9297 32.38 0.9291
AverNet (Ours) 35.01 0.9468 35.89 0.9531 35.87 0.9506 32.94 0.9326 32.33 0.9309 32.37 0.9306

Input WDiffusion TransWeather AirNet PromptIR

BasicVSR++ Shift-Net RVRT AverNet (Ours) GT

Figure 5: Qualitative results on the “touchdown” video from Set8 (t = 12), from which one could
see that existing methods yield blurry or distorted results. In contrast, the results of our method have
sharper outlines and less artifacts.

the model without PCE suffers from PSNR drops of 1.10dB and 1.67dB on DAVIS-test and Set8,
respectively. Similarly, the model without PGA exhibits PSNR drops of 1.50dB and 1.33dB on the
two test sets. Notably, as Set8 contains longer videos, the propagation errors caused by multiple
unknown degradations are more serious. By enhancing the propagated features of key frames,
PCE effectively mitigates these errors and makes significant contributions to the final performance.
Additionally, the model without both PGA and PGE shows a significant PSNR drops of 1.66dB and
3.48dB, highlighting the effectiveness of prompt guidance and prompt conditioning.

Table 4: Ablation studies of the modules. Each module brings improvements in PSNR and SSIM,
verifying their effectiveness.

PGA PCE DAVIS-test Set8

PSNR SSIM PSNR SSIM

(A) 32.43 0.8910 27.99 0.8404
(B) ✓ 32.59 0.9157 30.14 0.8958
(C) ✓ 32.99 0.9156 29.80 0.8755
(D) ✓ ✓ 34.09 0.9339 31.47 0.9145

To investigate the influences of intervals between key frames, we change T from 6, 12, to 24 and
present the results in Tab. 5. One could observe that PCE with varied T obtains similar results on
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DAVIS-test while PCE with larger T suffers from 0.45dB drop in PSNR on Set8. This is because
the Set8 contains much longer videos compared to DAVIS-test. Consequently, the accumulated
propagation errors on Set8 are more serious. This result further shows the importance of our PCE
module. According to the results, we find T = 6 is a suitable value and set the interval of key frames
to 6 in all experiments.

Table 5: Ablation of the key frame interval T in PCE. From the table, one could see that larger T , i.e.,
fewer key frames result in worse performance on the long videos of Set8.

Datasets DAVIS-test Set8

Intervals T=6 T=12 T=24 T=6 T=12 T=24

PSNR 34.09 34.15 34.14 31.47 31.02 31.02
SSIM 0.9339 0.9349 0.9349 0.9145 0.9066 0.9066

5 Conclusions

In this paper, we study a practical and challenging problem in video restoration, i.e., time-varying
unknown degradations. To solve the problem, we propose AverNet which could recover clean video
from the corrupted ones with TUD. Different from existing video restoration methods, AverNet
assumes the degradations are time-varying and could handle TUD without the prior of degradation.
Extensive experimental results show the superiority of AverNet in both quantitative and qualitative
comparisons.
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A Appendix

In this section, we first present more details about degradations in the data synthesis approach. Then,
we present more qualitative results to demonstrate the effectiveness of our AverNet. Finally, we
discuss the broader impacts and limitations of this work.
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A.1 Degradations in Video Synthesis

To address data scarcity issue for studying time-varying unknown degradations (TUD), we propose a
new approach based on the degradation model in [40, 39] to synthesize corrupted-clean video pairs
that contain TUD. In the synthesis pipeline, the video clips are degraded by three major categories
of degradations, i.e., noise, blur, and compression. In the following, we will detail the types and
parameters of each degradation within these categories.

Noise. In the pipeline, there are three kinds of common noise, i.e., Gaussian noise, Poisson noise,
and speckle noise. For Gaussian noise and speckle noise, the noise levels are both uniformly sampled
from [10, 15]. The Poisson noise is mathematically modeled as

n ∼ P(10α × x)/10α − x, (12)

where the α is uniformly sampled from [2,4].

Blur. There are two types of blur in pipeline, i.e., Gaussian blur and resizing blur, which usually appear
in action videos and Internet videos. For Gaussian blur, the kernel size is uniformly sampled from
{3,5,7}, and the kernel is randomly chosen from {‘iso’, ‘aniso’, ‘generalized_iso’, ‘generalized_aniso’,
‘plateau_iso’, ‘plateau_aniso’} with the probabilities of {0.405, 0.225, 0.108, 0.027, 0.108, 0.027}.
For resizing blur, the resize scale and the interpolation mode is uniformly sampled from [0.5, 2] and
{‘bilinear’, ‘area’, ‘bicubic’}, respectively.

Compression. This degradation includes JPEG and video compression. For JPEG compression, the
quality factor is randomly chosen from {20,30,40}. For video compression, the codecs and bitrate
are randomly selected from {‘libx264’, ‘h264’, ‘’mpeg4’} and [1e4, 1e5], respectively.

A.2 Qualitative Results on Videos with TUD

In addition to the qualitative results presented in the main body of the paper, we show more results on
the datasets with TUD. To be specific, Fig. 6 and 7 present the qualitative results on DAVIS-test [41]
and Set8 [42] datasets with variation intensity t = 6. Moreover, Fig. 8 shows the qualitative results
in the noise&blur combination on DAVIS-test. As shown in Fig. 6 and 7, BasicVSR++ [2] and
Shift-Net [5] leave noise and artifacts in the frames. Furthermore, RVRT [4] produces frames with
significant color distortion. In contrast, our method yields results with finer details and less artifacts.
From Fig. 8, one could observe that the results of all-in-one image restoration methods are blurry,
and video restoration methods BasicVSR++ and RVRT leave artifacts in the results. In contrast, the
results of our method have clearer outlines and are closer to the GT.

A.3 Broader Impact

In this section, we discuss the impact of our AverNet in a broader vision. Generally, AverNet is the
first all-in-one solution to recover videos that contain time-varying unknown degradations, which
are prevalent in real-world scenarios. Therefore, it may have multiple applications such as film
restoration, surveillance video enhancement, and medical image restoration. However, the videos
restored by AverNet may not have the permission of the original copyright holder, thereby infringing
the rights of others. Moreover, the training and testing of the model consume a lot of electricity,
which causes carbon emissions.

A.4 Limitation

In addition to the three types of degradations studied in this paper, there are more degradations such
as rain, haze and snow that are worth exploring under the TUD setting. Besides, the training data
for AverNet is based on the aforementioned video synthesis approach, which generates videos with
time-varying unknown degradations closing to real-world scenarios. However, the corruption in the
real-world videos are more complex and hard to be simulated. Therefore, in real-world applications,
our AverNet needs further validation and improvement.
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Figure 6: Qualitative results on the “orchid” video from DAVIS (t = 6), from which one could see
that existing methods leave noise or artifacts in the results. In contrast, the results of our method have
less artifacts and finer details.

Input WDiffusion TransWeather AirNet PromptIR

BasicVSR++ Shift-Net RVRT AverNet (Ours) GT

Figure 7: Qualitative results on the “park_joy” video from Set8 (t = 6), from which one could
observe that existing methods yield blurry or distorted results. In contrast, the results of our methods
are clearer and closer to the GT.

Input WDiffusion TransWeather AirNet PromptIR

BasicVSR++ Shift-Net RVRT AverNet (Ours) GT

Figure 8: Qualitative results on the “subway” video from DAVIS-test in the noise&blur degradation
combination, from which one could observe that the results of existing methods are blurry. In contrast,
the results of our method have clearer outlines and tones that are more similar to the GT.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the claims made.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The limitations are discussed in the appendix.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The implementation and training details are clearly described for reproduction.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The code and data are publicly available. The link is included in the paper.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The experiment settings are clearly presented in the paper and supplementary
material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Error bars are not reported because it would be too computationally expensive.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The compute resources are reported in the experiment settings.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform with the NeurIPS Code of Ethics
in every respect.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The broader impacts are discussed in the appendix.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [No]
Justification: It is challenging to provide effective safeguards for video restoration.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Proper citations are provided throughout the document and the licenses will be
included with the code when it is released.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The document will accompany the code upon its release.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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