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Abstract

Quality Estimation (QE) is estimating the qual-001
ity of model output when the ground truth refer-002
ence is not available. Looking at model uncer-003
tainty from its own output probabilities is the004
most trivial and low-effort way to estimate the005
output quality. However, for generative model,006
output probabilities might not be the best qual-007
ity estimator. At an output step, there can be008
multiple correct options, making the probabil-009
ity distribution spread out more. Thus, lower010
token probability does not necessarily mean011
lower output quality. In other words, the model012
can be considered underconfident. In this pa-013
per, we propose a QE approach called Domi-014
nant Mass Probability (DMP), that boosts the015
model confidence in cases where there are mul-016
tiple viable output options. We show that, with017
no increase in complexity, DMP is notably bet-018
ter than sequence probability when estimat-019
ing the quality of different models (Whisper,020
Llama, etc.) on different tasks (translation,021
summarization, etc.). Compared to sequence022
probability, DMP achieves on average +0.208023
improvement in Pearson correlation to ground-024
truth quality.025

1 Introduction026

Text generation models, such as transcription and027

translation systems like Whisper (Radford et al.,028

2023) or Large Language Models like Llama (Tou-029

vron et al., 2023), have demonstrated remarkable030

effectiveness across various applications (Amorese031

et al., 2023; Xie et al., 2024; Masalkhi et al., 2024).032

However, these models are not perfect, as they033

would still make mistakes in certain cases, such034

as when the input is noisy or when the context035

involves ambiguous phrasing or domain-specific036

jargon (Katkov et al., 2024; Huang et al., 2023).037

Consequently, it is crucial to inform users about the038

reliability of model outputs by offering a quality039

assessment. This task is formally recognized in the040

research community as Quality Estimation.041

Particularly, Quality Estimation (QE) is the task 042

of providing quality scores on model output when 043

the ground truth is not available. The most straight- 044

forward way is to infer the output quality from the 045

model uncertainty by looking at model’s output 046

probability. However, for free-form text generation 047

tasks, such as translation or summarization, model 048

probability might not be the best estimator. For 049

these tasks, there can be multiple correct outputs 050

for a single input sequence. This leads to models 051

being underconfident: lower probability does not 052

necessarily indicate lower quality output, but could 053

mean that the probability distribution is spread out 054

on multiple correct options. 055

In this paper, we propose a simple QE approach 056

called Dominant Mass Probability (DMP), which 057

only utilizes the model output probability distribu- 058

tion. Without any added complexity, DMP tackles 059

the underconfident phenomena mentioned above by 060

boosting the confidence scores in the cases where 061

there are multiple tokens with dominating proba- 062

bility values in the model output distribution. In 063

particular, our contributions are as follows: 064

1. We perform analysis showing that there in- 065

deed exist clusters of dominant tokens in the 066

model output distribution that lead to under- 067

confidence for free-form text generation tasks. 068

2. We propose a Quality Estimation approach 069

called Dominant Mass Probability (DMP) 070
1 to tackle the underconfidence phenomena. 071

DMP is easy to implement and does not add 072

any complexity overhead compared to using 073

raw model output probabilities. 074

3. We show that DMP is notably better as a qual- 075

ity estimator than the raw model probabilities 076

across different tasks and different models, 077

with an average increase of +0.208 in Pearson 078

correlation to the ground truth quality. 079
1Code submitted as zip file.
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2 Related Work080

2.1 Quality Estimation081

Model probability is the most trivial estimator of082

the output quality. However, previous works have083

shown that using the probability of the final output084

alone is not optimal, as neural models tend to be085

overconfident (Nguyen et al., 2015; Li et al., 2021).086

Another way of utilizing the model output probabil-087

ity for quality estimation is to calculate the entropy088

of the whole probability distribution (Fomicheva089

et al., 2020). However, probability entropy does not090

take into account which option is selected in the091

end. These methods utilizing model probabilities092

are generally low-effort, with the only drawback093

that output probability might not always be acces-094

sible for API-only models. Therefore, probability-095

based QE has been successfully employed in many096

use cases. For example, in dialog systems, the097

model probability of speech recognition output is098

used to decide whether to ask the user to repeat099

(Jurafsky and Martin, 2025). In early exiting mod-100

els, the probability entropy is used to decide at101

which layer the model can stop the forward pass102

and output the final prediction (Teerapittayanon103

et al., 2016; Xin et al., 2020).104

Other lines of Quality Estimation approaches are105

usually more costly. They either require more in-106

ference runs, such as ensemble-based approaches107

(Kuhn et al., 2023; Malinin and Gales, 2021) and108

self-validation approaches (Kadavath et al., 2022);109

or require access to the model training data to de-110

tect out-of-distribution instances during inference111

(Lee et al., 2018; Ren et al., 2023); or requires an112

external model to measure the output quality (Rei113

et al., 2022; Cohen et al., 2023).114

One outstanding case of using external module115

for quality measure is supervised Quality Estima-116

tion models for the task of text translation. Unlike117

other text generation tasks, for machine transla-118

tion, there exists abundant data of (source, model119

translation, human-labeled scores) tuples, which120

enable training supervised models that output qual-121

ity scores. Quality Estimation has been widely122

adopted in the field of machine translation, and is123

even getting close to the performance of translation124

metrics that use reference ground-truth translation125

(Freitag et al., 2022).126

2.2 Dominant Tokens127

Previous works have taken into account that there128

can be multiple dominant tokens in the probability129

distribution at an output step. However, they mostly 130

focus on the case of sampling, rather than for qual- 131

ity estimation. They try finding the set of dominant 132

tokens to sample from during generation in order to 133

maintain high quality but also have diversity in the 134

output. Popular sampling strategies includes top-k 135

(Fan et al., 2018), top-p (Holtzman et al.), ϵ-cut 136

(Hewitt et al., 2022), η-cut (Hewitt et al., 2022) 137

and min-p (Nguyen et al., 2024). For top-k, the 138

hidden assumption is that, the top k tokens with 139

the highest probability are the most important ones. 140

For top-p, the most important tokens are ones with 141

top probabilities that sum up to p. For ϵ-cut, the 142

most important token probabilities are larger than 143

ϵ. For η-cut, the most important token probabilities 144

are larger than either η or
√
η∗exp(−entropy(P)), 145

where P is output probability distribution. For min- 146

p, the most important tokens have probabilities that 147

is larger than the top-1 probability multiplied by p. 148

3 Method 149

3.1 Problem definition 150

X-to-one vs. X-to-many Our Quality Estima- 151

tion method is inspired by the difference in model 152

behavior between X-to-one and X-to-many tasks. 153

An example of X-to-one task is Automatic Speech 154

Recognition (ASR), where for each input audio, 155

there is only one correct transcription. Here the 156

models would assign most probability mass to one 157

token that it deems correct at each output step. 158

In contrast, we have X-to-many tasks such as 159

Speech Translation (ST), where for each input sen- 160

tence, multiple translations can be correct. This 161

introduces aleatoric uncertainty, i.e., uncertainty 162

coming from the data, but not from model’s incom- 163

petency. This aleatoric uncertainty makes the mod- 164

els appear underconfident, as they need to spread 165

out the probability mass over multiple correct op- 166

tions. 167

Illustrative example Consider the example in 168

Figure 1, where Whisper Large V3 translate a Viet- 169

namese audio sentence to English. The first two 170

cases (correct translation to "elephants" and wrong 171

translation to "raccoons") are intuitive: higher 172

probabilities indicate better output quality. How- 173

ever, in the third case, most probability mass are 174

spread between three options: the comma ",", "like" 175

and "such as", which are all reasonable next word. 176

The probability values here are lower, but do not 177

indicate low output quality. 178
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Figure 1: Example of Whisper Large V3’s probability distributions when translating from Vietnamese audio to
English text. In the first case, the model gives high probability to the correct translation of "elephants". In the
second case, the model gives low probability to all tokens in the probability, and ends up outputting the wrong
translation ("raccoons" instead of "giraffes"). In the last case, the probability of the tokens is lower due to probability
mass being spread out between multiple correct options (the comma ",", "like" and "such as" are all reasonable next
word), and do not indicate lower quality.

Dominant tokens We refer to the set of tokens179

with the most probability mass at an output step180

as dominant cluster, and the tokens themselves as181

dominant tokens. We propose a heuristic to find182

these dominant clusters later in Section 3.2. We183

find that, dominant clusters with sizes larger than184

1 only exist for X-to-many tasks. We gather the185

statistics from all output steps of Whisper Large186

V3 on the ASR and ST task of the Fleurs test set187

(Conneau et al., 2023), and report them in Figure 2.188

For the ASR task, most finally chosen tokens have189

very high probability values that are close to 1. On190

the other hand, for the ST task, the probability of191

the finally chosen tokens spread out much more.192

We can also see this from Figure 2b, where for the193

ASR task, most dominant clusters only contain one194

element. For the ST task, the number of tokens in195

the dominant clusters is often more than one.196
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Figure 2: Comparision between the x-to-one ASR task
and the x-to-many ST task.

Motivation for QE Given the above analysis, 197

we confirm that the existence of dominant clusters 198

with sizes larger than 1 is due to data uncertainty 199

(aleatoric uncertainty), and not from model’s un- 200

certainty (epistemic uncertainty). The dominant 201

tokens in these clusters would have lower proba- 202

bility that do not correctly reflect their quality as 203

an output. Therefore, we propose a quality estima- 204

tion approach, called Dominant Mass Probability 205

(DMP), that favors these dominant tokens. 206

3.2 Quality Estimation with Dominant Mass 207

Probability 208

Finding dominant token As the first step, we 209

need to identify which tokens are in the dominant 210

cluster given the output distribution. We propose a 211

heuristic approach that looks for a sudden drop in 212

the sorted probability values which separate domi- 213

nant tokens from non-dominant tokens. 214

In particular: let X = x1, .., x|X| be the input
sequence, and Y = y1, .., y|Y | be the model out-
put sequence. At an output step t, let the model
probability distribution over the vocabulary V be
P = (p1, p2, . . . , p|V |), where pi = P(yt = wi |
y<t, X) represents the probability assigned by the
model to token wi at output step t. First, we sort the
values in the probability distribution P and obtain:

Psorted = (p(1), p(2), . . . , p(|V |)),

where p(1) ≥ p(2) ≥ · · · ≥ p(|V |) are the probabil- 215

ities sorted in descending order. Then, we calculate 216

the drops at each position, i.e., the differences be- 217

tween two consecutive probability values and get: 218
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Pdiff = Psorted − Shift(Psorted)219

= (p(1), p(2), . . . , p(|V |−1))220

− (p(2), p(3), . . . , p(|V |))221

We then check at which positions the drops are222

significant. We propose a heuristic for the check: if223

the drop is larger than x% of the probability value224

(empirically, we find 30% and 40% are suitable225

values), then it is significant:226

PisSignificantDrop227

= Pdiff > Psorted ∗ x%228

= (p(i) − p(i+1) > p(i) ∗ x% for i = 1..|V | − 1)229

Towards the tail of the distribution, the probabili-230

ties get close to zero, thus many drops satisfy the231

above condition although they are not significant232

drops that intuitively separate dominant from non-233

dominant tokens. Therefore, we add another con-234

dition for the drop to be significant: the drop itself235

should be larger than a threshold ϵ (empirically, we236

find 0.01 and 0.1 are suitable values):237

PisSignificantDrop238

= (Pdiff > Psorted ∗ x%) AND (Pdiff > ϵ)239

= (p(i) − p(i+1) > max(p(i) ∗ x%, ϵ)240

for i = 1..|V | − 1)241

We then choose the last significant drop as the
cutting point c:

c = max{i | PisSignificantDrop_i = True}

where tokens with probability values above the242

cutting point are dominant, and other tokens are243

non-dominant. An illustration is shown in Figure244

3.245

Cutting point with 
significant drop where 
p   - p   > 0.4 * p    
(3) (3)(4)

p(1)

p

p

p

(2)

(3)
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Figure 3: A dominant cluster found by our heuristic.

Extracting token quality estimation Once we 246

have found the dominant tokens, we extract qual- 247

ity estimation scores. If the finally selected output 248

token is non-dominant, then we consider its proba- 249

bility to be the quality score as usual. If the finally 250

selected token is dominant, we consider the total 251

probability mass of the whole dominant cluster as 252

the quality score. That is, we take the sum of the 253

probabilities of all dominant tokens as the quality 254

score. Particularly: 255

QE(w(i)) =


p(i), if i > c
c∑

j=1
p(j), otherwise i ≤ c

256

In this way, we favor the dominant tokens whose 257

probability mass was spread amongst multiple sen- 258

sible options, as described in Section 3.1. 259

Extracting sequence quality estimation The
QE score for the output sequence Y = y1, .., y|Y |
is defined as the average of token-level QE scores:

QE(Y ) =

|Y |∑
t=1

QE(yt)

4 Experimental Setup 260

We test our Quality Estimation method on four dif- 261

ferent tasks: Speech Translation, Text Translation, 262

Summarization and Question Answering. 263

4.1 Data 264

The datasets used in our experiments are listed in 265

Table 1. All datasets contain the input and ground 266

truth of the corresponding task. One exception 267

is WMT22 General (Kocmi et al., 2022), which 268

additionally contains translation output of partic- 269

ipating systems from the WMT22 Shared Task, 270

along with human-annotated quality score rang- 271

ing from 0 to 100 on the segment level. Another 272

exception is HJQE (Yang et al., 2023), which addi- 273

tionally contains model translation output from the 274

WMT20 Quality Estimation Shared Task (Specia 275

et al., 2020) along with human-annotated quality 276

labels (OK/BAD) on the token level. 277

4.2 Models 278

The models used in our experiments are listed in 279

Table 2. Scratch is a model trained from scratch on 280

5M samples from the ParaCrawl dataset, filtered 281

by Bicleaner AI (Zaragoza-Bernabeu et al., 2022; 282
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Task Dataset #samples Language
Speech Translation Fleurs (Conneau et al., 2023) 350 vi-en, de-en, es-en, cmn-en
Text Translation ParaCrawl (Bañón et al., 2020) 5000 en-de

WMT22 General (Kocmi et al., 2022) 2000 en-de
HJQE (Yang et al., 2023) 1000 en-de

Summarization XSum (Narayan et al., 2018) 3000 en
Question Answering GSM8k (Cobbe et al., 2021) 3000 en

Table 1: Data used in our experiments.

Task Model #parameters
Speech Translation Whisper Large V3 (Radford et al., 2023) 1550M
Text Translation Scratch * 62M

DeltaLM Large (Ma et al., 2021) 1374M
Summarization Bloomz (Muennighoff et al., 2023) 560M
+ Question Answering Llama 3.2 (Touvron et al., 2023) 3B

Llama 3.3 Instruct (Touvron et al., 2023) 70B

Table 2: Models used in our experiments. *: Scratch is a transformer model trained on 5M ParaCrawl samples.

de Gibert et al., 2024). DeltaLM Large is fine-283

tuned on the Machine Translation task on the same284

ParaCrawl data. The Llama 3.3 70B model is used285

with 4-bit quantization.286

4.3 Baselines287

Probability-based baselines We consider 2288

baselines: sequence probability and mean token289

entropy. Sequence probability is the product of290

token probabilities in an output sequence. Mean291

token entropy is the average entropy of all tokens292

in an output sequence. These two baselines are the293

most comparable to our approach, as they require294

only the probability distribution of output tokens.295

Supervised Quality Estimation baseline For296

some translation tasks, we use a supervised Qual-297

ity Estimation (QE) model, WMT22 CometKiwi298

DA (Rei et al., 2022). The model is trained on299

tuples of (SRC, MT, DA), where SRC is the in-300

put source sentence, MT is the machine transla-301

tion output sentence, and DA is the Direct Assess-302

ment scores on the given by human annotators. DA303

scores range from 0 to 100, where 0 is assigned304

to the worst translation and 100 is assigned to the305

best translation. Note that this kind of supervised306

QE model trained on human-labeled quality an-307

notations is mostly common for translation tasks.308

For other tasks such as summarization or question-309

answering, it would be more costly to obtain such310

human-annotated quality data. We regard this ap-311

proach as an upper baseline for our approach.312

4.4 Hyperparameters313

We choose the hyperparameters for our approach,314

i.e., the values for x and ϵ, by tuning on the de-315

velopment splits of the datasets. We use 5000 316

samples from ParaCrawl for the Text Translation 317

task, and use the development split of Fleurs for the 318

Speech Translation task. We arrive at x = 30% and 319

ϵ = 0.1 for Text Translation tasks, and x = 40% 320

and ϵ = 0.01 for Speech Translation tasks. We ob- 321

serve that these values are close to each other and 322

make little changes to the final QE performance. 323

Therefore, we apply them directly on the remaining 324

tasks (Summarization and Question Answering), 325

with x = 30% and ϵ = 0.01. 326

4.5 Evaluation 327

On the segment level, we use Pearson correlation 328

to measure how well the scores from the quality 329

estimation methods correlate with the gold quality 330

annotation. The higher the correlation, the better 331

the quality estimation methods perform. On the 332

token level (HJQE dataset with OK/BAD labels), 333

we use the Matthews correlation coefficient (MCC) 334

scores (Matthews, 1975). The gold quality annota- 335

tion is either automatically generated, or annotated 336

by humans on pre-generated model output. 337

4.5.1 Automatically Generated Gold Quality 338

Speech and Text Translation We use 339

XCOMET-XL (Guerreiro et al., 2024) as 340

the gold quality of translation output. XCOMET- 341

XL is a neural model trained to predict the 342

quality of translations given the source, model 343

translation and ground truth translation. (Dinh 344

et al., 2024) showed that, for machine translation, 345

such reference-based neural metrics are good 346

enough to be used as gold quality annotation to 347

rank reference-free QE metrics. 348
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Model Test Set Language Probability Entropy DMP (Ours)
Speech Translation Whisper Fleurs vi-en 0.112 0.379 0.408

Fleurs de-en 0.213 0.402 0.396
Fleurs es-en 0.193 0.295 0.312
Fleurs cmn-en 0.053 0.387 0.418

Machine Translation Scratch ParaCrawl en-de 0.155 0.070 0.221
WMT22 General en-de 0.197 0.147 0.370

DeltaLM ParaCrawl en-de 0.131 0.053 0.386
WMT22 General en-de 0.165 0.169 0.297

Summarization Bloomz 560M XSum en 0.111 0.189 0.215
Llama3.2 3B XSum en 0.139 0.236 0.227
Llama3.3 70B XSum en -0.006 0.002 0.004

Question Answering Bloomz 560M GSM8K en -0.007 0.107 0.142
Llama3.2 3B GSM8K en 0.006 0.295 0.366
Llama3.3 70B GSM8K en -0.267 0.377 0.341

Average 0.085 0.222 0.293

Table 3: Performance of QE methods, in Pearson correlation to gold quality, across different tasks, models, test sets.

Summarization and Question Answering We349

use BART Score (Yuan et al., 2021) to annotate350

the quality of each output summary. The quality351

scores here are calculated as the mean token log352

probability from BART (Lewis et al., 2019) of the353

summary output given the original text.354

4.5.2 Human-labeled Gold Quality355

As described in Section 4.1, the WMT22 General356

and the HJQE datasets contain human-annotated357

quality labels on pre-generated model output. In358

order to utilize these labels, we use the translation359

models of consideration ("Scratch" and DeltaLM360

Large) to re-generate the output from the other361

models from the dataset with forced decoding. In362

this way, we avoid the biases from using an external363

model (XCOMET-XL) to create gold quality score.364

5 Results and Discussion365

5.1 Overall Performance366

The overall performance of our approach, DMP,367

in comparison with the sequence probability and368

mean token entropy baselines, is shown in Table 3.369

DMP consistently outperforms the sequence prob-370

ability baseline by a large margin (+0.208 Pear-371

son correlation on average). The mean token en-372

tropy appears to be a stronger baseline. This is373

expected since this method takes into account the374

whole probability distribution at each output step.375

However, it does not take into account which to-376

ken was finally selected. Therefore, our approach377

on average still has better performance than mean378

token entropy (+0.071 in Pearson correlation).379

The performance of our approach, DMP, is more380

consistent on translation tasks. It obtains > 0.2381

Pearson correlation across all settings. On the other382

hand, we observe cases where the two baselines 383

fail. On the ParaCrawl test set, mean token entropy 384

obtains 0.070 and 0.053 Pearson correlation with 385

the gold quality scores on the Scratch and DeltaLM 386

model, respectively, while DMP achieves 0.221 387

and 0.388. On the Fleurs test set, Chinese-English 388

translation, the sequence probability baseline ob- 389

tained 0.053 Pearson correlation, as opposed to our 390

approach with 0.418. This is possibly due to our 391

approach both looking at the whole probability dis- 392

tribution as well as taking into account which token 393

is selected in the end. 394

The performance on the Summarization and 395

Question Answering tasks are more inconsis- 396

tent. For Summarization with Llama3.3 70B, all 397

three methods fail. For Question Answering with 398

Llama3.3 70B, the sequence probability has nega- 399

tive Pearson correlation. This either could be due 400

to the complexity of the task, or that using automat- 401

ically created gold quality labels from BartScore is 402

not sufficient to rank quality estimation methods. 403

5.2 Scoring Other Models’ Output 404

In this experiment, we focus on evaluating the QE 405

approaches when being used on one model to eval- 406

uate output created by other models for the Text 407

Translation task. As described in Section 4.5.2, we 408

use our model of consideration, i.e., Scratch and 409

DeltaLM Large, to generate output from the other 410

models from the dataset with forced decoding. 411

5.2.1 Sentence-level Quality Estimation 412

We make use of the WMT22 General Shared task 413

data. We select the best and the worst participation 414

systems from the shared task, by taking the average 415

of the human-labeled quality scores on all output 416

sentences of each system. We refer to them as Best 417
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Best MT Worst MT Average
Scratch
Probability 0.071 0.054 0.063
Entropy 0.147 0.240 0.194
Dominant 0.156 0.267 0.212
DeltaLM
Probability 0.070 0.064 0.067
Entropy 0.161 0.308 0.235
Dominant 0.178 0.338 0.258
Supervised QE 0.202 0.453 0.328

Table 4: Performance of quality estimation methods, in
Pearson correlation to human-labeled quality score

MT and Worst MT. We calculate the correlation418

between the scores from the QE approaches to the419

human-labeled quality score.420

The results are shown in Table 4. The sequence421

probability baseline does not work in this setting,422

obtaining less than 0.1 Pearson correlation to the423

human-labeled quality scores on all settings. The424

mean token entropy baseline performs better, at425

0.194 using the Scratch model and 0.235 using the426

DeltaLM Large model. Among the probability-427

based approaches, our approach has the best per-428

formance, at 0.212 using the Scratch model and429

0.258 using the DeltaLM Large model. It still lags430

behind the supervised QE baseline by around 0.1.431

However, this gap is not as large as expected, given432

that the supervised QE baseline is more complex,433

in terms of both computation and training data.434

5.2.2 Word-level Quality Estimation435

We evaluate the performance of the QE methods on436

annotating pre-created output with OK/BAD qual-437

ity labels on the HJQE dataset. As the probability-438

based quality estimation methods provide a contin-439

uous score for each token, we use the development440

split of HJQE to find the best threshold to convert441

the scores to the OK/BAD binary labels, and apply442

the threshold on the test set.443

HJQE dev HJQE test
Scratch
Probability 0.169 0.110
Entropy 0.001 -0.005
Dominant 0.197 0.134
DeltaLM
Probability 0.234 0.138
Entropy -0.009 0.001
Dominant 0.280 0.156
Supervised QE 0.240 0.165

Table 5: Performance of quality estimation methods on
the token level, in MCC scores compared to the gold
human labeled quality.

The QE performance in MCC score is shown444

in Table 5. We again observe that DMP achieves 445

the best performance amongst the probability-based 446

quality estimation methods, and closely approaches 447

the performance of the supervised QE model. In 448

this experiment, we can see that the mean token 449

entropy baseline fails. This is probably due to the 450

negative effect of this baseline not taking into ac- 451

count the final output token. When evaluating on 452

the sentence level, we hypothesize that the mean 453

token entropy would at least indicate the quality 454

of the model prefix during autoregressive gener- 455

ation, thus having reasonable performance, while 456

failing completely in this case where each token is 457

evaluated independently. 458

5.3 Effect of Generative Performance 459

We investigate whether our QE methods work for 460

models of different quality. We focus on the case 461

of Speech Translation, where we investigate Whis- 462

per models of varying sizes for a more controlled 463

experiment: Whisper Tiny, Whisper Base, Whisper 464

Small, Whisper Medium, and Whisper Large V3. 465

We run the models on the same Fleurs test set on 466

four different language pairs as before. We report 467

the model translation performance and the qual- 468

ity estimation performance alongside each other 469

in Figure 4. The model performance is calculated 470

as the average XCOMET score over all transla- 471

tion segments. The quality estimation performance 472

is calculated as the Pearson performance to the 473

segment-level XCOMET scores, similar to before. 474
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Figure 4: Relationship between model translation per-
formance and QE performance.

Looking at Figure 4, DMP’s QE performance is 475

better for higher performing models, while model 476

probability QE performance is more consistent 477

across different models (but the performance is 478

poor). This is somewhat expected, since the mo- 479

tivation of DMP is to improve cases when the 480

model is underconfident. It does not consider the 481

cases when a low-quality model is overconfident 482
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and constantly assigns high probability values to483

the wrong token. To test whether this is truly the484

cause, we manually look some output by the worse-485

performing model, Whisper Tiny on Chinese to486

English test data. One example is as follows:487

Source: "有了它，我们才有了火车、汽车和许多其他488

交通工具"489

Reference: "It has brought us the train, the car,490

and many other transportation devices."491

Model output: "There we have it."492

Observe that the model exhibits signs of halluci-493

nation, as the output is quite irrelevant to the input494

sentence and the ground-truth reference. However,495

when we look at the probability distributions of496

the output tokens, they do form dominant clusters.497

For example, at the third output step after "There498

we ...", the dominant next tokens assigned by the499

model are "are", "have" and "go", as shown in Fig-500

ure 5. These tokens seem to be hallucinated: they501

are common words that might come after "There we502

...", but are quite irrelevant to the input sentence. In503

cases like this, by favoring the dominant tokens, our504

approach emphasizes the models’ overconfidence,505

thus leading to bad quality estimation performance.506

are             

have
go come

got
were

're came
've had

0.0

0.2

0.4

0.6

0.8

1.0

Figure 5: Example of Whisper Tiny’s hallucinated prob-
ability distribution at an output step.

5.4 Finding Dominant Cluster507

We experiment with common methods, originally508

used for sampling, to find the dominant tokens.509

Refer to Section 2.2 for an explanation of these510

methods. We use the same experiment setup as in511

Section 5.2.2: token-level quality estimation on the512

HJQE dataset. We use the HJQE development split513

to find the best hyperparameter for each setting,514

and apply them to the HJQE test split.515

The results are shown in Table 6. Our method of516

finding dominant cluster performs generally better517

than the other methods, however, not by a large518

margin. Surprisingly, top-k performs quite well519

despite being a naive approach that always assumes520

HJQE HJQE Best
dev test hyperparams *

Scratch
top-k 0.199 0.130 k=2
ϵ-cut 0.197 0.128 ϵ=0.05
η-cut 0.169 0.108 η=0.1
top-p 0.134 0.077 p=0.9
min-p 0.169 0.109 p=0.9
difference-jump 0.207 0.134 x=30%, ϵ=0.01
DeltaLM
top-k 0.280 0.147 k=5
ϵ-cut 0.254 0.149 ϵ=0.05
η-cut 0.219 0.124 η=0.1
top-p 0.153 0.088 p=0.7
min-p 0.234 0.137 p=0.9
difference-jump 0.280 0.156 x=30%, ϵ=0.1
* Best hyperparameters found on the dev split.

Table 6: Performance of DMP on token-level QE when
using different methods for finding dominant clusters.
We denote our method as "difference-jump".

the number of dominant tokens in a cluster to be 521

fixed. The MCC score of Quality Estimation using 522

top-k as dominant-cluster-finding method have al- 523

most the same performance as our approach. How- 524

ever, this might be due to the HJQE dev and test set 525

being similar, thus tuning a good k value is enough 526

to achieve good performance. Observe that, for top- 527

k, the best k value for the Scratch model is k = 2, 528

while for the DeltaLM Large model is k = 5. In 529

contrast, the best hyperparameters found for other 530

approaches are quite similar between the Scratch 531

model and the DeltaLM Large model, indicating 532

top-k is more sensitive to hyperparameters. 533

6 Conclusion 534

In this paper, we first perform analysis showing 535

the existence of dominant clusters with sizes larger 536

than 1 in the model output probability distribution, 537

which happens exclusively for x-to-many tasks. We 538

show that the tokens in the dominant clusters are 539

underconfident, as their probability is spread be- 540

tween other dominant options. Then, we proposed 541

Dominant Mass Probability (DMP) - a Quality 542

Estimation method that favors the dominant tokens 543

to encounter generative models being underconfi- 544

dence. Since DMP only utilizes the model proba- 545

bility distribution, it is low-cost, easy to implement, 546

and can be applied to many model architectures. 547

We show that DMP performs notably better than 548

model probability, and better than probability en- 549

tropy. For QE on Machine Translation, when us- 550

ing DMP on a translation model to evaluate other 551

models’ output, DMP is reaching close to the per- 552

formance of supervised QE approaches. 553
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Limitations554

As discussed in Section 5.3, our method does not555

tackle cases where low-quality models are overcon-556

fident in their bad output. It’s also unlikely to work557

for x-to-one text generation tasks like Automatic558

Speech Recognition, or multiple-choice Question-559

Answering, since the dominant clusters with sizes560

larger than 1 are unlikely to appear.561
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