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Abstract

Large Language Models (LLMs) have demonstrated remarkable performance
in many applications, including challenging reasoning problems via chain-of-
thought (CoT) techniques that generate “thinking tokens” before answering the
questions. While existing theoretical works demonstrate that CoT with discrete
tokens boosts the capability of LLMs, recent work on continuous CoT lacks a
theoretical understanding of why it outperforms discrete counterparts in various
reasoning tasks, such as directed graph reachability, a fundamental graph reasoning
problem that includes many practical domain applications as special cases. In this
paper, we prove that a two-layer transformer with D steps of continuous CoT can
solve the directed graph reachability problem, where D is the diameter of the graph,
while the best known result of constant-depth transformers with discrete CoT
requires O(n2) decoding steps where n is the number of vertices (D < n). In our
construction, each continuous thought vector is a superposition state that encodes
multiple search frontiers simultaneously (i.e., parallel breadth-first search (BFS)),
while discrete CoT must choose a single path sampled from the superposition state,
which leads to a sequential search that requires many more steps and may be trapped
in local solutions. We also performed extensive experiments to verify that our
theoretical construction aligns well with the empirical solution obtained via training
dynamics. Notably, encoding of multiple search frontiers as a superposition state
automatically emerges in training continuous CoT, without explicit supervision to
guide the model to explore multiple paths simultaneously. Our code is available at
https://github.com/Ber666/reasoning-by-superposition.

1 Introductions

Large language models (LLMs) have shown strong performance in many reasoning tasks, especially
when empowered with chain-of-thought (CoT) [Wei et al., 2022] (e.g., hard problems like AIME
and math proving). However, they also struggle with tasks that require more sophisticated reasoning
capability [Kambhampati, 2024], e.g., reasoning and planning problems of increasing scales [Zheng
et al., 2024, Xie et al., 2024], even with CoT [Valmeekam et al., 2024, Zhou et al., 2025].

It remains an open problem how to expand existing discrete CoT to solve more complex reasoning
problems. Recently, Hao et al. [2024] proposes COCONUT (chain-of-continuous-thought) that uses
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continuous latent thoughts for reasoning, showing empirical performance boost on synthetic tasks
such as directed graph reachability (i.e., given a specification of a directed graph and one starting
node, determine which candidate destination node is reachable), as well as strong performance on
real-world math reasoning benchmarks such as GSM8K [Cobbe et al., 2021]. Interestingly, COCONUT
shows preliminary results that continuous latent thought may store multiple candidate search frontiers
simultaneously, before the final answer is reached. This is in sharp contrast with discrete CoT, in
which each discrete thought token has to be sampled (or “realized”) before feeding into LLMs in an
autoregressive manner. However, the expressive power and the mechanism of continuous thought
still remain elusive and lack a deep understanding.

In this work, we explore the mechanism of COCONUT for the problem of graph reachability, i.e.,
whether there exists a path from given start and end nodes in a directed graph. The problem setting is
general [Ye et al., 2024, Hao et al., 2024, Zhou et al., 2025] and includes many important theoretical
problems (e.g., Turing machine halting problem) and practical use cases (e.g., knowledge graph).
Given this setting, we proved that a two-layer transformer with D steps of continuous thought can
solve graph reachability for graphs of n vertices, where D < n is the graph’s diameter (longest
path length between two nodes). In contrast, for graph reachability, the best existing result on
constant-depth transformers with discrete CoT requires O(n2) steps [Merrill and Sabharwal, 2023a].

Intuitively, in our construction, each latent thought vector is a superposition of multiple valid search
traces, and thus can perform implicit parallel search on the graph in each autoregressive step. The
continuous thoughts can be regarded as “superposition states” in quantum mechanics [Böhm, 2013],
storing multiple search frontiers simultaneously, and thus enabling efficient breadth-first search (BFS).
In contrast, discrete thought tokens can be viewed as “collapsed states” from superpositions. This
forces the model to choose a branch deterministically, yielding either an incorrect greedy search
or a depth-first style search with backtracking, which requires more computation. Unlike previous
theoretical work that constructs positional encodings specifically for a given problem or even for a
given input length, our construction works for widely-used positional encodings in practice, such as
sinusoidal positional encoding [Vaswani et al., 2017] and rotary position embedding [Su et al., 2024].

Moreover, we show that our theoretical construction can be achieved in gradient-based training.
Specifically, a two-layer transformer with continuous CoT outperforms a 12-layer one with discrete
CoT on graph reachability. An inspection of attention patterns and their underlying representation
demonstrates that the continuous thought indeed encodes multiple plausible search frontiers in parallel
in superposition states. Notably, such a superpositional representation automatically emerges from
training only with the optimal path of graph reachability, without strong supervision that aligns the
latent thought vectors with other plausible search traces.

1.1 Related works

LLM reasoning in text and latent spaces. LLM’s reasoning capability can be significantly boosted
by chain-of-thought (CoT) [Wei et al., 2022], which allows LLMs to explicitly output intermediate
thoughts in text space before predicting the final answer. CoT includes prompt-only methods [Khot
et al., 2022, Zhou et al., 2022] and training with samples containing intermediate thoughts [Yue et al.,
2023, Yu et al., 2023, Wang et al., 2023b, Shao et al., 2024]. Besides text-based CoT, many previous
works also study LLM reasoning in the latent space [Goyal et al., 2023, Wang et al., 2023c, Pfau
et al., 2024, Su et al., 2025] where the intermediate thoughts do not necessarily correspond to textual
tokens. In particular, Hao et al. [2024] proposed to train LLMs to reason in a continuous latent space,
which outperforms discrete CoT on graph reasoning tasks, especially for graphs with high branching
factors. Based on empirical case studies in Hao et al. [2024], continuous thoughts are hypothesized
to encode multiple plausible search frontiers simultaneously. In this work, we formally study the
mechanism and theoretically show that transformers equipped with continuous thoughts benefit from
superposition states during reasoning.

Expressivity of transformers. There is a long line of work studying the expressivity of transform-
ers [Yun et al., 2019, Bhattamishra et al., 2020a,b, Pérez et al., 2021, Likhosherstov et al., 2021,
Yao et al., 2021, Edelman et al., 2022, Akyürek et al., 2022, Merrill and Sabharwal, 2023b]. A
more recent line of work shows CoT can improve the expressivity of transformers [Liu et al., 2022,
Feng et al., 2023, Merrill and Sabharwal, 2023a, Li et al., 2024]. For example, Liu et al. [2022]
studies low-depth transformer expressivity for semi-automata, of which the setting corresponds to
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one CoT step. Feng et al. [2023] shows that constant-depth transformers with CoT can solve certain
P-complete problems. Li et al. [2024] further provides constructions of constant-depth transformer
for each problem in P/poly with CoT. Merrill and Sabharwal [2023a] studies the expressivity with
different lengths of CoT, showing that logarithmic steps of CoT in input length can expand the upper
bound of constant-depth transformer expressivity from TC0 to L, while a linear number of steps can
further expand the upper bound to NC1-complete. While these expressivity results mainly focus on
discrete CoT, theoretical studies on continuous CoT [Hao et al., 2024] are rare, which our work is
focused on. Gozeten et al. [2025] studies the expressivity of one-layer transformers with continuous
CoT on the minimum non-negative sum problem, demonstrating the superposition mechanism in
the arithmetic domain, which complements our results on the graph reachability problem. While
their construction requires an exponentially large embedding dimension, our theoretical construction
requires only a linear embedding dimension in the graph size. Moreover, unlike many previous
works that construct problem-specific (or even length-specific) positional encodings, our construction
applies to practical positional encodings, such as sinusoidal [Vaswani et al., 2017] and RoPE [Su
et al., 2024].

Reasoning as graph problems. Graph problems are essential to understand LLM reasoning
capability since many reasoning problems can be abstracted as computational graphs [Ye et al.,
2024, Zhou et al., 2025] where relational data fed into transformers can be modeled as edges [Wang
et al., 2024a,b, Guo et al., 2025]. Many previous works have shown that pretrained LLMs can deal
with reasoning tasks in graphs, but may still have difficulties with more complicated tasks [Wang
et al., 2023a, Guo et al., 2023, Fatemi et al., 2023, Sanford et al., 2024, Luo et al., 2024, Dai et al.,
2024, Cohen et al., 2025]. Other works study how transformers solve classic and fundamental graph
problems, such as graph reachability [Merrill and Sabharwal, 2023a, 2025], shortest path [Cohen et al.,
2025], etc. For example, Cohen et al. [2025] shows that a two-layer transformer can leverage spectral
decomposition of the line graph to predict the shortest path on small-scale undirected graphs. Merrill
and Sabharwal [2025] shows that a log-depth transformer can solve directed graph reachability, which
constant-depth transformers can not solve. For a constant-depth transformer, Merrill and Sabharwal
[2023a] shows directed graph reachability can be solved with O(n2) CoT steps where n is the number
of vertices, while it remains unclear whether a smaller number of discrete CoT steps can solve the
task. On the contrary, our work shows that a two-layer transformer can solve graph reachability for a
D-diameter graph with D continuous thought steps.

2 Preliminaries

Basic notations. For any integer N > 0, we use [N ] to denote the set {1, 2, . . . , N}. For any finite
set X , let |X | denote the cardinality of X . Let R be the set of real numbers. We use 1{·} to denote
the indicator function. Without further clarification, we use lower-case bold letters (e.g., x, θ) and
upper-case bold letters (e.g., W,U) to denote vectors and matrices, respectively. In particular, we
use Id to denote a d× d identity matrix, use 0m×n (or 0m) to denote an m× n zero matrix (or an m-
dimensional zero vector), and use ei to denote a one-hot vector of which the i-th entry is one and other
entries are all zero, where the dimension of ei can be inferred from the context. We also use ∥·∥∞ and
∥ · ∥2 to represent L∞ norm and L2 norm of vectors, respectively. For vectors u ∈ Rm and v ∈ Rn,
let u⊗v = uv⊤ ∈ Rm×n denote their outer product. Also, for vectors u,v ∈ Rd, let ⟨u,v⟩ = u⊤v
denote their inner product. For any vector x = (x1, . . . , xd) ∈ Rd, we define the softmax function
SoftMax : Rd → Rd as SoftMax(x)i = exp(xi)/(

∑d
j=1 exp(xj)), and the layer normalization

operator LayerNorm(x) = x/∥x∥2. Moreover, for a sequence of vectors (x1,x2, . . . ,xt) ∈ Rd×t,
we abuse the notation LayerNorm(x1, . . . ,xt) = (LayerNorm(x1), . . . , LayerNorm(xt)) ∈ Rd×t.

Tokens and embeddings. For a fixed positive integer V > 0, let Voc = [V ] denote a vocabulary
of size V . For each token v ∈ Voc, there is an associated token embedding uv ∈ Rd where d > 0
is the embedding dimension. Assume d = 3dTE + dPE. We refer to the first dTE entries of a
d-dimensional vector as its content, the subsequent dTE entries as its first buffer, the following dTE
entries as its second buffer, and the final dPE entries as its effective positional encoding. Formally,
for a vector x = (x1, x2, . . . , xd)

⊤ ∈ Rd, we define content(x) = (x1, . . . , xdTE
)⊤, buffer1(x) =

(xdTE+1, . . . , x2dTE
)⊤, buffer2(x) = (x2dTE+1, . . . , x3dTE

)⊤ and pos(x) = (x3dTE+1, . . . , xd)
⊤. Let

ũv = content(uv) ∈ RdTE for any v ∈ Voc. Assume for each uv, only the first dTE entries are
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non-zero. Furthermore, let U = [ũ1, ũ2, . . . , ũV ] ∈ RdTE×V and we assume that U⊤U = IV , i.e.,
the token embeddings are orthonormal.

Algorithm 1 Transformer (TF)

Input: Parameters θ = (θPE, {θ(l,h)Attn }
L−1,Hl−1
l=0,h=0 , {θ(l)MLP}

L−1
l=0 ), input embeddings h = (h1, . . . ,ht)

1: h
(0)
i ← hi + PosEncodeθPE(i), ∀i ∈ [t] ▷ adding positional encoding

2: for l = 0 to L− 1 do
3: h(l+0.5) ← h(l) +

∑Hl−1
h=0 Attn

θ
(l,h)
Attn

(h(l)) ▷ self attention

4: h(l+1) ← LayerNorm
(
MLP

θ
(l)
MLP

(h(l+0.5))
)

▷ MLP and layer normalization
5: end for

Output: Embedding of the last layer at the last position h
(L)
t .

Transformer architectures. An L-layer autoregressive transformer receives a sequence of input

embeddings h = h[t]
△
= (h1,h2, . . . ,ht) ∈ Rd×t and outputs TFθ(h) ∈ Rd where TFθ(·) is

defined in Algorithm 1. Let WO ∈ RV×d be the decoding matrix. A traditional decoder will
sample the next token vt+1 ∼ SoftMax(WOTFθ(h)) and append its token embedding in position
t + 1, i.e., ht+1 = uvt+1

, to autoregressively generate subsequent outputs. When using the chain
of continuous thought [Hao et al., 2024], one skips the sampling step and directly appends the
output of the transformer as the input embedding of the next position, i.e., ht+1 = TFθ(h). The
parameter θ contains positional encodings θPE, L attention layers where each layer l contains Hl

heads {θ(l,h)Attn }
L−1,Hl−1
l=0,h=0 and L MLP layers {θ(l)MLP}

L−1
l=0 . The definitions of attention heads and MLPs

are in Algorithm 2.

Algorithm 2 Causal Self-Attention (Attn) and (position-wise) Multilayer Perceptron (MLP)

Input: θAttn = (Q,K,V,O), θMLP = ({Wi}LMLP
i=1 , {σi(·)}LMLP−1

i=1 ), input h = (h1, . . . ,ht)
1: qi ← Qhi, ki ← Khi, vi ← Vhi, ∀i ∈ [t] ▷ compute queries, keys, values
2: for i = 1 to t do
3: si ← SoftMax(⟨qi,k1⟩, . . . , ⟨qi,ki⟩), hAttn

i ← O
∑i

j=1 si,jvj

4: hMLP
i ←WLMLP

σLMLP−1(· · ·W2σ1(W1hi) · · · )
5: end for

Output: AttnθAttn(h) = (hAttn
1 , . . . ,hAttn

t ) or MLPθMLP
(h) = (hMLP

1 , . . . ,hMLP
t )

Positional encodings. Given an input sequence (h1, . . . ,hT ), for each position i ∈ [T ], there is a
corresponding positional encoding pi = PosEncodeθPE(i) ∈ Rd. For each pi, we assume that only
the last dPE entries are non-zero and thus call dPE the effective positional encoding dimension. For
notation convenience, we denote h̃i = content(hi) ∈ RdTE , p̄i = pos(pi) ∈ RdPE for any i ∈ [T ].
We use the widely used sinusoidal positional encoding for p̄i = (p̄i,1, . . . , p̄i,dPE

) as defined below.
Definition 1 (Positional Encoding). Let dPE be even. We use positional encoding generated by
sinusoidal functions Vaswani et al. [2017]. Specifically, for any position i ≥ 1 and any index
j ∈ [dPE/2], we have

p̄i,2j−1 = cos(i ·M−2j/dPE), p̄i,2j = sin(i ·M−2j/dPE),

where M > 0 is a large constant integer, e.g., M = 104 as chosen in Vaswani et al. [2017].

Remark 1. We also discuss theoretical construction with RoPE[Su et al., 2024] (Appendix B.6).

3 Problem Formulations

Graph reachability. Let G = (V, E) be a directed graph, where V = {v1, v2, . . . , vn} is the set
of vertices and E = {e1, e2, . . . , em} is the set of edges. Each vertex vi ∈ V corresponds to a token
in the vocabulary, and thus we use vi to represent both a vertex and its corresponding token. Let
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nmax > 0 denote the maximum possible number of vertices of a graph. Note that nmax < |Voc|.
Each edge ei ∈ E is a tuple, where ei = (si, ti) ∈ V × V denotes there is a directed edge from the
source node si to the target node ti. Given a graph (i.e., all the edges of the graph), two candidate
destination nodes c1 and c2, and a root node r, the task is to identify which of the two nodes can be
reached by r. Note that we guarantee one and only one of c1 and c2 is reachable by r, which we
denote by ci∗ .

Figure 1: Prompt format of the graph reachability problem.

Input structures. The prompt structure is illustrated in Figure 1. The prompt starts with the BOS
(beginning of sentence) token <s>. The subsequent 3m tokens represent m edges, where each edge
is represented by the source node si, target node ti, and a special edge token <e> that marks the end
of an edge. Then there is a special question token <Q> followed by two candidate destination nodes
c1 and c2. Finally, there is a special reasoning token <R> followed by a root node r. See Table 2 for
the full list of token notations. Let t0 = 3m+ 6 be the length of the prompt, and let (h1,h2, . . .ht0)
be the input embedding sequence where hi is the token embedding of the i-th token in the prompt.

Chain of continuous thought. We allow transformers to utilize continuous thoughts. Concretely,
for c = 1, 2, . . . , the transformer autoregressively generates ht0+c = TFθ(h1, . . . ,ht0+c−1). For
notation convenience, we use [tc] = ht0+c to represent the continuous thought of step c for c ≥ 0,
and thus [t0] = ur. To request the transformer to make the final prediction after C steps of thoughts,
one simply appends a special answer token <A> at the end of the sequence, i.e., sets hT = u<A> where
T = t0 +C +1, and gets the prediction sampled from SoftMax(WOTFθ(h[T ])) or using greedy de-
coding argmaxv∈Voc WOTFθ(h[T ]). We denote T̃Fθ,C,WO

(h[t0]) = argmaxv∈Voc WOTFθ(h[T ])
as the output token of greedy decoding after generating C steps of continuous thoughts.

Position index. To present the position of each token or continuous thought in the sequence
in a clear way, we use Idx(v) to represent the position of a token in the input sequence (e.g.,
Idx(<s>) = 1, Idx(si) = 3i − 1, Idx(<Q>) = 3m + 2), use Idx(<e>, i) = 3i + 1 to represent the
position of the i-th <e> token in the prompt, and use Idx([ti]) = t0 + i to represent the position of
the continuous thought of step i. See Table 3 for the complete list of position indices.

In the following sections, we demonstrate that the chain of continuous thought can efficiently solve
the graph reachability problem both theoretically (Section 4) and empirically (Section 5).

4 Theoretical Results

In this section, we theoretically prove that a two-layer transformer with continuous thought can
efficiently solve the graph reachability problem. We first introduce a basic building block, the
attention chooser, in our transformer constructions in Section 4.1. Then we present the key result
that continuous thought maintains a superposition state of multiple search traces simultaneously in
Section 4.2. We show our main theorem in Section 4.3 and make further discussion in Section 4.4.

4.1 Attention chooser

We use the attention chooser as a building block in our construction, which will choose the appropriate
positions to attend conditioned on the token in the current position. This allows us to use the same
parameter constructions for various input lengths. The proof is deferred to Appendix B.1.
Lemma 1 (Attention chooser, informal version of Lemma 3). Under sinusoidal positional encoding
as defined in Definition 1, for any token <x> ∈ Voc and relative position ℓ ≥ 0, there exists
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a construction of K,Q ∈ R(2dPE)×d, such that for any input sequence h[T ] that satisfying mild
assumptions (see Lemma 3 in Appendix B.2), it holds that for any position i ∈ [T ], it will pay almost
all attention to position (i− ℓ) if hi = u<x>, and pay most attention to position one otherwise.

Proof sketch. We define vector ũ ¯<x> =
∑

v∈Voc\{<x>} ũv ∈ RdTE as the superposition of all token
embeddings in the vocabulary except for <x>. By the property of sinusoidal positional encoding,
there exists a rotation matrix R(ℓ) as in Lemma 4 in Appendix B.5, s.t. p̄i+ℓ = R(ℓ)p̄i, ∀i ≥ 1.
Then we can construct the query and key matrices as

Q =

[
0dPE×dTE

0dPE×2dTE
IdPE

ξp̄1 ⊗ ũ ¯<x> 0dPE×2dTE
0dPE×dPE

]
, K =

[
0dPE×3dTE

ηR(ℓ)

0dPE×3dTE
ηIdPE

]
,

where ξ, η > 0 and thus the query and key vectors can be calculated as

qi = Q(hi + pi) =

[
p̄i

ξ⟨ũ ¯<x>, h̃i⟩p̄1

]
, ki = K(hi + pi) =

[
ηR(ℓ)p̄i

ηp̄i

]
=

[
ηp̄i+ℓ

ηp̄i

]
.

Now for any 1 ≤ j ≤ i ≤ T , we have ⟨qi,kj⟩ = η
(
⟨p̄i, p̄j+ℓ⟩+ ξ⟨ũ ¯<x>, h̃i⟩⟨p̄1, p̄j⟩

)
. Fix any

i ∈ [T ]. By the property of sinusoidal positional encoding, ⟨p̄1, p̄i′⟩ is maximized when i′ = i as in
Lemma 5 in Appendix B.5. If hi = u<x>, it holds that ⟨ũ ¯<x>, h̃i⟩ = 0 and thus ⟨qi,kj⟩ is determined
by ⟨p̄i, p̄j+ℓ⟩, which is maximized at j = i− ℓ. If hi ̸= u<x>, one can show that ⟨ũ ¯<x>, h̃i⟩ ≥ 1 and
thus ⟨qi,kj⟩ is largely determined by ⟨p̄1, p̄j⟩ when ξ is large, and thus maximized at j = 1.

4.2 Continuous thought maintains superposition states

Recall that h = h[t0] denotes the input sequence as defined in Section 3. We define Vc as the set of
vertices that are reachable from r within c steps. Below, we present our key lemma.
Lemma 2 (Continuous thought maintains superposition states). We autoregressively generate
[tc+1] = TFθ(h[t0], [t1] . . . , [tc]) for any c ≥ 0. There exists a construction of θ such that

[tc] = ht0+c =
1√
|Vc|

∑
v∈Vc

uv, (1)

i.e., the c-th continuous thought is the normalized superposition of all vertices that can be reached
from r within c steps.

Lemma 2 precisely characterizes that each continuous thought is a superposition of all reachable
vertices. We provide a proof sketch below and defer the complete proof to Appendix B.2.

Proof sketch. We prove by induction. For c = 0, by definition, V0 = {r} and [t0] = ur =
1√
|V0|

∑
v∈V0

uv. Now we briefly show how to construct the two-layer transformer such that under

the induction assumption that (1) holds for 0, . . . , c, we can obtain that (1) also holds for c+ 1.

First layer attention. The first attention layer contains five attention heads, and each head is an
attention chooser as constructed in Lemma 1. Let hk = (<x>, ℓ) denote the k-th attention head
that attends to position (i − ℓ) when the i-th token is <x> and attends to the first token otherwise.
We construct h0 = (<e>, 2), h1 = (<e>, 1), h2 = (<R>, 2), h3 = (<R>, 1), h4 = (<A>, 1), which is
illustrated in Figure 2. For each head, the value matrix will read the value in the content space, and
the output matrix will copy the value state to a designated space.

Second layer attention. In the second layer, we only need one attention head. Note that after the first
layer, for the i-th edge token <e>, we have buffer1(hIdx(<e>,i)) = ũsi and buffer2(hIdx(<e>,i)) = ũti .
By the induction assumption, the current thought [tc] is a superposition of all vertices in Vc. We
construct the query and key matrices such that [tc] pays large attention to the i-th edge token <e> if
si ∈ Vc (roughly speaking, we can view qIdx([tc]) = [tc],kIdx(<e>,i) = usi , and their inner product
is positive iff si ∈ Vc), and add the target node ti stored in buffer 2 back to the current thought (see
Figure 3). This is exactly a one-step expansion of the currently explored vertices Vc and thus the
continuous thought at the next step (c+ 1) will correspond to Vc+1.
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Figure 2: Illustration of the embedding space and first layer attention mechanism.

Figure 3: Illustration of the second layer attention mechanism for thought generation. We omit the positional
encoding space since they are not used in the second layer.

MLP as filter for signals. Note that after the attention layer, the weight of each node in the current
thought is not uniform, and the current thought might contain noise tokens since the normalized
attention score to each position is non-zero. We use the MLP layer to filter out the noise token and
adjust the weight of each node in Vc+1. Informally, for a superposition state h =

∑
v∈Voc λvuv , we

want to eliminate noise tokens v where λv < ε, and want to equalize the weights of other tokens.
By setting the first layer parameter as W1 = [u1, . . . ,uV ]

⊤, nonlinearity as σ(x) = 1{x ≥ ε} and
second layer as W2 = W⊤

1 , we have W2(σ(W1h)) =
∑

v∈Voc 1{λv ≥ ε}uv, where W1 rotates
the basis {uv} to the standard basis {ev}, σ(·) serves as a coordinate-wise filter, and W2 rotates the
basis back. After layer normalization, we can obtain that (1) also holds for c+ 1.

4.3 Measuring the superposition state as prediction

Since the continuous thought [tc] is a superposition of all vertices in Vc, as long as ci∗ can be
reached by r within C steps, the superposition state [tC] will contain ci∗ . At the final prediction
step, the answer token <A> will “measure” the superposition state [tC] using c1 and c2 and predict
the token with the larger signal in [tC] as the output (see Figure 7 in Appendix B.2 for a pictorial
illustration). We formalize our result in the following theorem, and defer the proof to Appendix B.4.
Theorem 1 (Chain of continuous thought solves graph reachability). Fix Tmax > 0. Assume the
length of the input sequence (including the continuous thoughts and the special answer token <A>)
does not exceed Tmax. There exists a construction of a two-layer transformer parameters θ and the
readout matrix WO ∈ R|Voc|×d (where d = O(|Voc|)) that are independent of graphs, such that
for any directed graph G = (V, E) with at most nmax nodes (nmax < |Voc|), a root node r, two
candidate destination nodes c1, c2, for any C exceeds the diameter of the graph, it holds that

T̃Fθ,C,WO
(h[t0]) = ci∗ .

4.4 Discussions

Role of buffer spaces. The buffer spaces are subspaces of the embedding to store useful information.
For clarity, our construction separates the “content” and the two “buffer” spaces into different
dimensions. In practice, they can be jointly projected into a more compact and lower-dimensional
space. For example, we can construct u =

∑k
i=1 R

(i)u(i) ∈ Rd where the column space of each
R(i) ∈ Rd×d forms a subspace. Different subspaces can be (almost) orthogonal, and for each
subspace, the column vectors of R(i) can also be almost orthonormal.
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Weights of different nodes in the superposition. In our construction, each superposition state
maintains nodes with uniform weights. In practice, the weights of different nodes can vary due to
factors such as training signals or the model’s internal heuristic on which nodes are more likely to
reach the final answer [Cohen et al., 2025]. In Section 5, we show that in practice, the training signal
could bias the superposition states towards the frontier nodes that can be reached with exactly i steps
and the optimal nodes that can lead to the destination node.

5 Experiments

In this section, we conduct extensive experiments to validate our theoretical results that COCONUT
outperforms discrete CoT even with many fewer layers (Section 5.2), which is indeed due to superpo-
sition states encoded in continuous thoughts during reasoning (Section 5.3).

5.1 Training Setup
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Figure 4: The overall accuracy
of COCONUT, CoT, CoT∗(12 lay-
ers, nheads = 12) and No CoT.

Model. We adopt a GPT-2 style decoder with two transformer
layers, dmodel=768, nheads=8. We train from scratch using AdamW
(β1=0.9, β2=0.95, weight-decay 10−2) and a constant learning rate
of 1× 10−4.

Dataset. We construct a subset of ProsQA [Hao et al., 2024], with
questions whose solutions require 3–4 reasoning hops. Each node
in the graph is injected as a dedicated token into the vocabulary. The
split statistics are summarised in Table 4.

Method. Following Hao et al. [2024], we adopt a multi-stage
training strategy with the supervision from chain-of-thoughts data.
Stage i teaches the model to use i continuous thoughts before pre-
dicting the i-th node in the given chain of thought as the next token.
If the index of the training stage is larger than the CoT solution
length l, the model is trained to output the final prediction after l
continuous thoughts and <A>. We train the model for 25 epochs at
each stage, and the whole training lasts 300 epochs in total. At each stage, we mix the data from
the previous stage randomly with 0.1 probability, which helps improve performance in our early
experiments.

5.2 Overall Results

Extending the findings of Hao et al. [2024], we further show that a 2-layer transformer trained from
scratch can effectively solve ProsQA when using COCONUT. As shown in Figure 4, COCONUT
achieves near-perfect accuracy, while both CoT and No CoT baselines solve only about 75% of the
tasks (random guessing = 50%). Even with a larger model of 12 layers and nheads = 12, marked with
∗ in the figure, CoT improves to 83% accuracy but still cannot solve the tasks reliably.

5.3 Visualising Latent Reasoning

We inspect both the attention pattern and the representation of the continuous thought learned by the
model to validate our theoretical construction.

Layer 1 attention. According to our theoretical construction, the most important function of LAYER
1 attention heads is to copy the source and target node tokens of an edge onto the corresponding edge
token ⟨e⟩. Figure 5 shows a representative attention map, confirming that the model has instantiated
this copying mechanism in practice.

Layer 2 attention. LAYER 2 is responsible for node expansion: each continuous thought attends to
all outgoing edges from nodes that are currently reachable. To quantify this behavior, we compute,
when generating i-th continuous thought, the aggregated attention score received by each edge token
triplet (s, t, <e>) across all heads. 4 kinds of edges exist: (1) Reachable: their source node is in the
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reachable set at step i; (2) Not Reachable: source node not in the reachable set; (3) Frontier: a subset
of reachable edges whose source node is on the current search frontier, i.e., exactly i steps away from
the root node; (4) Optimal: a subset of frontier edges that lead to the optimal reasoning chain.
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Figure 5: A representative example of Layer 1 attention
map: the edge token <e> (y-axis) places nearly all its
attention mass on its source and target nodes (x-axis), in
line with the theoretical construction.

Table 1 reports group-wise means and standard
deviations averaged on the test set. The model
sharply concentrates its attention on Reachable
edges, as predicted by our theoretical construc-
tion. Interestingly, there is an additional bias to-
ward the Frontier subset. One possibility is that
the training signal encourages the model to pre-
dict a frontier node at each step, coupled with the
decaying effects for previously explored nodes.
We also find that the optimal edges receive more
attention scores, likely due to the supervision of
multi-stage training from the CoT solution.

Representation of continuous thoughts. To
verify that the continuous thought serves as su-
perposition states for the search, we compute the
inner product between the continuous thought
at step i, [ti], and each node embedding uv.
Similar to edge classification above, we classify
nodes into Reachable, Not Reachable, Frontier,
and Optimal. Figure 6 (top) plots the distri-
bution segregated by the reasoning step i. As
predicted, nodes within i hops exhibit markedly
higher similarity scores than distant nodes. Moreover, Frontier nodes are noticeably closer to [ti]
than other reachable nodes, illustrating that the superposition emphasizes the candidate expansion
fronts. Besides, the Optimal nodes are even closer to [ti], also likely due to the training data always
presenting the optimal path.

Collectively, these analyses confirm that the intended superpositional search exists in trained models:
Layer 1 establishes the query context, Layer 2 expands the frontier, and the latent vectors encode a
soft, parallel representation of reachable state sets, realizing the theoretical construction in Section 4.
We also show in Appendix C.2 that this search pattern is consistent across multiple experiments with
random seeds.

Figure 6: The histogram of inner product between the i-th continuous thoughts and the node embeddings.
The mean value for each group is shown in the legend. Note that Frontier is a subset of Reachable nodes, and
Optimal is a subset of Frontier nodes.

5.4 Exploration Priority
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Table 1: Layer 2 attention scores to different edge groups at step i
(mean ± standard deviation).

Step 1 Step 2 Step 3 Step 4

Not Reachable 0.04±0.07 0.03±0.09 0.08±0.17 0.12±0.20
Reachable 2.12±1.07 0.71±0.92 0.38±0.72 0.29±0.66

–Frontier 2.12±1.07 1.00±0.96 0.67±0.87 0.61±0.95
–Optimal 2.54±1.03 1.72±1.13 1.67±1.20 2.23±1.35

An interesting fact revealed by the
visualizations in Section 5.3 is that
the model allocates disproportion-
ate attention to optimal edges and
nodes, reminiscent of a prioritized
search strategy. One hypothesis is
that this behavior is an artifact of
our multi-stage curriculum, which
explicitly guides the model on the
CoT solution at every step. To un-
derstand the effect of this multi-stage guidance, we introduce an alternative supervision method
COCONUT-BFS: at stage i, the supervision token is drawn uniformly at random from the fron-
tier nodes exactly i hops from the root, rather than the i-th node in the CoT solution. All other
hyperparameters are unchanged.

Our experiment results indicate that COCONUT-BFS also achieves near-perfect accuracy on ProsQA,
matching the original COCONUT. Figure 6 compares the inner product distributions of the latent
thoughts for both models. Remarkably, the two supervision methods converge to similar exploration
strategies, even though there is no explicit guidance towards optimal nodes for COCONUT-BFS.
Conversely, the original COCONUT, although trained exclusively on optimal nodes during intermediate
stages, still assigns elevated weight to non-optimal frontier nodes compared to other non-frontier
nodes, implicitly performing a breadth-first expansion before honing in on the solution. We leave
explaining this behavior from the perspective of training dynamics as future work.

6 Conclusions
In this paper, we study how the chain-of-continuous-thought boosts LLM’s reasoning capability by
focusing on the graph reachability problem. We provided a theoretical construction of a two-layer
transformer that can efficiently solve graph reachability for an n-vertex D-diameter directed graph by
D steps of continuous thoughts, while the best existing result on constant-depth transformers with
discrete CoT requires O(n2) steps. Our construction reveals that the superposition states that encode
multiple search traces simultaneously are the key to the strong reasoning capability of COCONUT,
and we conducted thorough experiments to validate that our theoretical construction matches the
solutions obtained by training dynamics. Several interesting future directions include: (1) Deriving
a lower bound on the number of discrete CoT steps in the graph reachability problem to show a
strict separation of expressivity between CoT and COCONUT; (2) Theoretical understanding of the
emergence of exploration behavior with only deterministic search trace demonstration via training
dynamics; (3) Advantages of reasoning in a continuous space in more general settings.
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A Notation Details

We provide detailed descriptions of different tokens in Table 2, and the position index of different
tokens or continuous thoughts in Table 3.

Tokens Meanings
<s> a special token denoting the beginning of the sentence
si the source node of edge i
ti the target node of edge i
<e> a special token marking the end of an edge
<Q> a special token followed by two candidate nodes
c1, c2 two candidate destination nodes
<R> a special token marking the start of reasoning
r the root node

[ti] the i-th continuous thought (represented by a d-dimensional vector)
<A> a special token driving the model to make the final prediction

Table 2: Meaning of each token.

Notations Position indices
Idx(<s>) 1
Idx(si) 3i− 1
Idx(ti) 3i

Idx(<e>, i) 3i+ 1
Idx(<Q>) 3m+ 2
Idx(c1) 3m+ 3
Idx(c2) 3m+ 4
Idx(<R>) 3m+ 5
Idx(r) 3m+ 6 = t0

Idx([ti]) t0 + i
Idx(<A>) t0 + C + 1 = T

Table 3: Position indices of different tokens or continuous thoughts in the input sequence.

B Missing Proofs

B.1 Formal version and proof of Lemma 1

Lemma 3 (Attention chooser, formal version of Lemma 1). Fix any token <x> ∈ Voc, integer
ℓ ≥ 0, and ε ∈ (0, 1). Under sinusoidal positional encoding as defined in Definition 1, there exists a
construction of K,Q ∈ R(2dPE)×d, such that for any input sequence (h1, . . . ,hT ) that satisfies

hi =
∑

v∈Voc

λi,vuv, where λi,v ≥ 0 ∀v ∈ Voc,
∑

v∈Voc

λ2
i,v = 1, ∀i ∈ [T ], (2)

and satisfies ⟨u<x>,hi⟩ ∈ {0, 1} (i.e., each input embedding is either equal to the embedding of token
<x> or orthogonal to it) and ⟨u<x>,hi⟩ = 0 for i ≤ ℓ (i.e., the first ℓ tokens are not <x>), it holds
that for any i ∈ [T ],

if ⟨hi,u<x>⟩ = 1, then si,i−l > 1− ε, otherwise si,1 > 1− ε,

where si,j is the attention score from the i-th token to the j-th token as defined in Algorithm 2 with
the input sequence (h1 + p1, . . . ,hT + pT ).

Proof. Note that (2) implies that each input embedding is a normalized superposition of token
embeddings in the vocabulary. We aim to construct an attention head such that when the i-th token is
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<x>, it will pay almost all attention to the position i− ℓ, otherwise it will pay almost all attention to
the BOS token <s> (known as the attention sink). Define vector ũ ¯<x> =

∑
v∈Voc\{<x>} ũv ∈ RdTE ,

which is the superposition of all token embeddings in the vocabulary except for <x>. We define

Q =

[
0dPE×dTE

0dPE×dTE
0dPE×dTE

IdPE

ξp̄1 ⊗ ũ ¯<x> 0dPE×dTE
0dPE×dTE

0dPE×dPE

]
∈ R(2dPE)×d,

K =

[
0dPE×dTE

0dPE×dTE
0dPE×dTE

ηR(ℓ)

0dPE×dTE
0dPE×dTE

0dPE×dTE
ηIdPE

]
∈ R(2dPE)×d,

where ξ, η > 0 will be specified later and R(ℓ) is defined as in Lemma 4. Therefore,

qi = Q(hi + pi) =

[
p̄i

ξ⟨ũ ¯<x>, h̃i⟩p̄1

]
, ki = K(hi + pi) =

[
ηR(ℓ)p̄i

ηp̄i

]
=

[
ηp̄i+ℓ

ηp̄i

]
.

Now for any 1 ≤ j ≤ i ≤ T , we have

⟨qi,kj⟩ = η
(
⟨p̄i, p̄j+ℓ⟩+ ξ⟨ũ ¯<x>, h̃i⟩⟨p̄1, p̄j⟩

)
.

Now we fix i ∈ [T ]. We first consider the case where ⟨hi,u<x>⟩ = 1 (which also implies i > ℓ). By
(2) and the assumption that token embeddings are orthonormal, we have

⟨h̃i, ũv⟩ = ⟨hi,uv⟩ = 0, ∀v ∈ Voc\{<x>} =⇒ ⟨h̃i, ũ ¯<x>⟩ = 0.

Therefore, we have ⟨qi,kj⟩ = η⟨p̄i, p̄j+ℓ⟩. By Lemma 5, we have

⟨qi,ki−ℓ⟩ = η⟨p̄i, p̄(i−ℓ)+ℓ⟩ = η⟨p̄i, p̄i⟩ = ηdPE/2

and

⟨qi,kj⟩ = η⟨p̄i, p̄j+ℓ⟩ ≤ ηdPE/2− ηεT , ∀j ̸= i− ℓ.

where εT > 0 is defined in Lemma 5. This implies ⟨qi,kj⟩ is maximized when j = i − ℓ with a
non-zero gap ηεT , and therefore, we have

si,i−ℓ =
exp(⟨qi,ki−ℓ⟩)∑
j∈[i] exp(⟨qi,kj⟩)

≥ exp(ηεT )

exp(ηεT ) + (i− 1)
. (3)

Now we consider the case where ⟨hi,u<x>⟩ = 0. Again, by (2) and the orthonormal assumption of
token embeddings, we have

⟨h̃i, ũ ¯<x>⟩ =
∑

v∈Voc\{<x>}

⟨hi,uv⟩ =
∑

v∈Voc\{<x>}

λi,v ≥
∑

v∈Voc\{<x>}

λ2
i,v = 1.

By Lemma 5, we can define ξ = maxj=2,...,T
2dPE

⟨p̄1,p̄1⟩−⟨p̄1,p̄j⟩ , and thus

ξ(⟨p̄1, p̄1⟩ − ⟨p̄1, p̄j⟩) ≥ 2dPE, ∀j ∈ {2, . . . , T}.

Note that for any j ∈ {2, . . . , T}, we have

⟨qi,k1⟩ − ⟨qi,kj⟩

=η
(
ξ⟨ũ ¯<x>, h̃i⟩ (⟨p̄1, p̄1⟩ − ⟨p̄1, p̄j⟩)− (⟨p̄i, p̄j+ℓ⟩ − ⟨p̄i, p̄1+ℓ⟩)

)
≥η (2dPE − dPE)

=ηdPE.

Therefore,

si,1 =
exp(⟨qi,k1⟩)∑

j∈[i] exp(⟨qi,kj⟩)
≥ exp(ηdPE)

exp(ηdPE) + (i− 1)
. (4)

By choosing a sufficiently large η, the lower bound of (3) and (4) will both exceed 1− ε and thus the
proof is complete.
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B.2 Proof of Lemma 2

Note that in the proof sketch of Lemma 2, we showed how to prove the lemma by induction. Here,
we use an alternative way that only requires a single forward pass of the transformer. Note that
the continuous thoughts are generated in an autoregressive manner, i.e., for an input sequence
h[T ] = (h1, . . . ,hT ), we have h

(L)
t = TFθ(h[t]), where h

(L)
t is defined in Algorithm 1 with the

input sequence h[T ]. This means for a sequence of length t, appending additional vectors at the end
of the sequence does not affect the computation of the first t positions. This means, instead of proving
the following property inductively for each c = 0, 1, . . . , C − 1:

[tc+1] = TFθ(h[t0], [t1], . . . , [tc])

where for each c, it holds [tc] = 1√
|Vc|

∑
v∈Vc

uv and h[t0] is defined as in Section 3, we can

instead prove by a single forward pass by setting the input embedding

ht0+c =
1√
|Vc|

∑
v∈Vc

uv, ∀c ∈ [C], (5)

and additionally setting hT = ht0+C+1 = u<A>, and prove the hidden embedding in the last layer
with input h[T ] satisfies

h
(L)
t0+c =

1√
|Vc+1|

∑
v∈Vc+1

uv, ∀0 ≤ c ≤ C.

In Appendix B.3, we construct the parameter for each component of the two-layer transformer.
Finally, Proposition B.4 precisely provides the result we desire.

B.3 Construction of transformer parameters

Proposition B.1 (First layer attention). For any fixed ε ∈ (0, 1/2), there exists a construction of
key and query matrices for first layer attention heads {Q(0,h),K(0,h)}h=0,...,4 s.t. for any input
embeddings h = (h1, . . . ,ht) satisfying the format specified in Appendix B.2, the value of following
terms exceed 1− ε for all i ∈ [t]:

• s
(0,0)
i,i−2 if hi = u<e>, and s

(0,0)
i,1 otherwise; s(0,1)i,i−1 if hi = u<e>, and s

(0,1)
i,1 otherwise;

• s
(0,2)
i,i−2 if hi = u<R>, and s

(0,2)
i,1 otherwise; s(0,3)i,i−1 if hi = u<R>, and s

(3)
i,1 otherwise;

• s
(0,4)
i,i−1 if hi = u<A>, and s

(0,4)
i,1 otherwise;

where s
(0,h)
i ← SoftMax(⟨q(h)

i ,k
(h)
1 ⟩, . . . , ⟨q

(h)
i ,k

(h)
i ⟩) ∈ Ri and k

(h)
i = K(0,h)h

(0)
i ,q

(h)
i =

Q(0,h)h
(0)
i , h(0)

i = hi + pi.

Proof. Note that each of the attention heads is an attention chooser as defined in Lemma 3. Therefore,
the proposition directly holds by constructing each attention head as described in Lemma 3.

By Proposition B.1, each edge token <e> will pay attention to its corresponding source node and
target node. Also, the reasoning token <R> will pay attention to two candidate destination nodes, and
the answer token <A> will pay attention to the last continuous thought. When no token or position
needs to be paid attention to for some attention heads, it will dump attention to the BOS token <s>,
a phenomenon known as attention sink. Since the attention after softmax cannot exactly be zero,
there will be undesired tokens with noise-level magnitude copied to each position. The subsequent
MLP layer will filter out the noise. We formalize the above statements rigorously in the following
proposition.
Proposition B.2 (First layer MLP). When the input sequence h[T ] satisfies conditions in Appendix B.2,

there exists a construction of θ(0,h)Attn for h ∈ {0, . . . , 4}, θ(0)MLP such that the output of the first layer
h(1) satisfies:
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• h
(1)
Idx(<e>,i) =

1√
3
[ũ⊤

<e> ũ
⊤
si ũ

⊤
ti 0

⊤
dPE

]⊤, ∀i ∈ [m]

• h
(1)
Idx(<R>) =

1√
3
[ũ⊤

<R> 0
⊤
dTE

(ũc1 + ũc2)
⊤ 0⊤

dPE
]⊤

• h
(1)
Idx(<A>) =

1√
|VC |+1

[
ũ⊤
<A>

∑
v∈VC

ũ⊤
v 0⊤

dTE
0⊤
dPE

]⊤
• h

(1)
Idx([ti])

= 1√
|Vi|

[∑
v∈Vi

ũ⊤
v 0⊤

dTE
0⊤
dTE

0⊤
dPE

]⊤
, ∀i ∈ [C]

• h
(1)
i = hi for other i ∈ [T ].

Proof. We use the construction in Proposition B.1 for {Q(0,h),K(0,h)}h=0,...,4. For each position,
after attending to the desired tokens, each attention head will copy the attended tokens to one of the
two buffer spaces. Formally, we provide the construction of value and output matrices for each head
below. First, the value matrices are constructed as

V(0,h) = [IdTE
− ũ<s> ⊗ ũ<s> 0dTE×(d−dTE)] ∈ RdTE×d, h = 0, . . . , 4.

By construction, we have v
(h)
i = V(0,h)h

(0)
i = content(hi) · 1{i > 1} = h̃i · 1{i > 1} for

i ∈ [T ], h ∈ {0, . . . , 4}. This is due to the input format specified in Appendix B.2, which ensures
that only h̃1 contains ũ<s>.

Now we construct output matrices such that the h-th attention head copies the content of the attended
token to buffer 1 for h = 0, 4, and to buffer 2 for h = 1, 2, 3. Formally, we construct

O(0,h) =[0dTE×dTE
IdTE

0dTE×dTE
0dTE×dPE

]⊤ ∈ Rd×dTE , h = 0, 4,

O(0,h) =[0dTE×dTE
0dTE×dTE

IdTE
0dTE×dPE

]⊤ ∈ Rd×dTE , h = 1, 2, 3.

Therefore, it holds that O(0,h)v
(h)
i = [0⊤

dTE
h̃⊤
i ·1{i > 1} 0⊤

dTE
0⊤
dPE

]⊤ for h = 0, 4 and O(0,h)v
(h)
i =

[0⊤
dTE

0⊤
dTE

h̃⊤
i · 1{i > 1} 0⊤

dPE
]⊤ for h = 1, 2, 3, and thus we have

Attn
θ
(0,h)
Attn

(h(0))i =

i∑
j=1

s
(0,h)
i,j O(0,h)v

(h)
j =

0⊤
dTE

i∑
j=2

s
(0,h)
i,j h̃⊤

j 0⊤
dTE

0⊤
dPE

⊤

, h = 0, 4,

Attn
θ
(0,h)
Attn

(h(0))i =

i∑
j=1

s
(0,h)
i,j O(0,h)v

(h)
j =

0⊤
dTE

0⊤
dTE

i∑
j=2

s
(0,h)
i,j h̃⊤

j 0⊤
dPE

⊤

, h = 1, 2, 3,

where s
(0,h)
i,j is defined as in Proposition B.1. Therefore, the output at position i of the first attention

layer is

h
(0.5)
i = h

(0)
i +

4∑
h=0

Attn
θ
(0,h)
Attn

(h(0))i =

h̃⊤
i

∑
h=0,4

i∑
j=2

s
(0,h)
i,j h̃⊤

j

3∑
h=1

i∑
j=2

s
(0,h)
i,j h̃⊤

j pos(pi)
⊤

⊤

.

Next, we construct the parameters of the MLP of the first layer. For notation convenience and
by the input format in Appendix B.2, we can decompose h̃i =

∑V
j=1 λ

(0)
i,j ũj = Uλ

(0)
i where

λ
(0)
i = [λ

(0)
i,1 , λ

(0)
i,2 , . . . , λ

(0)
i,V ]

⊤ ∈ RV . Let

MLP
θ
(0)
MLP

(h(0.5))i = W
(0)
2 σ(0)

ε (W
(0)
1 h

(0.5)
i ) ∈ Rd

which is a two-layer neural network. Let W(0)
1 = [diag(U⊤,U⊤,U⊤),0(3V )×dPE

] ∈ R3V×d. Then

W
(0)
1 h

(0.5)
i =

 U⊤Uλ
(0)
i

U⊤U
∑

h=0,4

∑i
j=2 s

(0,h)
i,j λ

(0)
j

U⊤U
∑3

h=1

∑i
j=2 s

(0,h)
i,j λ

(0)
j

 =

 λ
(0)
i∑

h=0,4

∑i
j=2 s

(0,h)
i,j λ

(0)
j∑3

h=1

∑i
j=2 s

(0,h)
i,j λ

(0)
j

 ∈ R3V .
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Let σ(0)
ε (·) be a coordinate-wise non-linearity such that σ(0)

ε (x) = 1{x ≥ ε} for x ∈ R. We
choose ε = 1

2
√
n

where n is the (maximum possible) number of vertices in the graph. We denote

i
(h)
∗ = argmaxj≤i s

(0,h)
i,j , i.e., i(h)∗ is the position that position i pays the most attention within head

h. By Proposition B.1, we can construct key and query matrices such that s(0,h)
i,i

(h)
∗

> 1− ε/5 for any i

and h. Also, by the input format especially by (5), λ(0)
i,k ∈ {0, 1} ∪ {1/

√
i | i ∈ [n]}, which implies

that any non-zero λ
(0)
i,k satisfies λ(0)

i,k ∈ [2ε, 1] and all non-zero entries of λ(0)
i share the same value

for any fixed i. Then by definition of σ(0)
ε (·), we have σ

(0)
ε (λ

(0)
i ) =

λ
(0)
i

∥λ(0)
i ∥∞

.

Now we analyze
∑i

j=2 s
(0,h)
i,j λ

(0)
j . For any k ∈ [V ], we consider

∑i
j=2 s

(0,h)
i,j λ

(0)
j,k . If i(h)∗ = 1, then

we have

i∑
j=2

s
(0,h)
i,j λ

(0)
j,k ≤

 i∑
j=2

s
(0,h)
i,j

 · max
2≤j≤i

λ
(0)
j,k <

ε

5
· 1 =

ε

5
.

If i(h)∗ > 1, we have

i∑
j=2

s
(0,h)
i,j λ

(0)
j,k = s

(0,h)

i,i
(h)
∗

λ
(0)

i
(h)
∗ ,k

+

i∑
j=2,j ̸=i

(h)
∗

s
(0,h)
i,j λ

(0)
j,k.

When λ
(0)

i
(h)
∗ ,k

= 0, we can obtain that

i∑
j=2

s
(0,h)
i,j λ

(0)
j,k =

i∑
j=2,j ̸=i

(h)
∗

s
(0,h)
i,j λ

(0)
j,k ≤

 i∑
j=2,j ̸=i

(h)
∗

s
(0,h)
i,j

 · max
2≤j≤i

λ
(0)
j,k <

ε

5
.

When λ
(0)

i
(h)
∗ ,k

> 0, we can obtain that

i∑
j=2

s
(0,h)
i,j λ

(0)
j,k ≥ s

(0,h)

i,i
(h)
∗

λ
(0)

i
(h)
∗ ,k

≥ (1− ε/5) · 2ε ≥ ε.

Therefore, σ
(0)
ε (

∑
h=0,4

∑i
j=2 s

(0,h)
i,j λ

(0)
j,k) = 1

{⋃
h=0,4

((
i
(h)
∗ > 1

)
∩
(
λ
(0)

i
(h)
∗ ,k

> 0
))}

, ∀k ∈
[V ]. Also, by Proposition B.1, for any i ∈ [T ] and k ∈ [V ], there is at most one h ∈ {0, . . . , 4}
such that i(h)∗ > 1 and λ

(0)

i
(h)
∗ ,k

> 0 hold simultaneously. Therefore, σ(0)
ε (

∑
h=0,4

∑i
j=2 s

(0,h)
i,j λ

(0)
j,k) =∑

h=0,4 1{i
(h)
∗ > 1} · 1{λ(0)

i
(h)
∗ ,k

> 0}, ∀k ∈ [V ], and thus we can write this compactly

σ(0)
ε (

∑
h=0,4

i∑
j=2

s
(0,h)
i,j λ

(0)
j ) =

∑
h=0,4

1{i(h)∗ > 1} · 1{λ(0)

i
(h)
∗

> 0V }.

Similarly, we have

σ(0)
ε (

3∑
h=1

i∑
j=2

s
(0,h)
i,j λ

(0)
j ) =

3∑
h=1

1{i(h)∗ > 1} · 1{λ(0)

i
(h)
∗

> 0V }.

Therefore,

σ(0)
ε (W

(0)
1 h

(0.5)
i ) =


λ
(0)
i /∥λ(0)

i ∥∞∑
h=0,4 1{i

(h)
∗ > 1} · 1{λ(0)

i
(h)
∗

> 0V }∑3
h=1 1{i

(h)
∗ > 1} · 1{λ(0)

i
(h)
∗

> 0V }

 ∈ R3V .

18



Finally, we set W(0)
2 = W

(0)⊤
1 = [diag(U⊤,U⊤,U⊤),0(3V )×dPE

]⊤ ∈ Rd×3V , and thus

MLP
θ
(0)
MLP

(h(0.5))i =


Uλ

(0)
i /∥λ(0)

i ∥∞
U

∑
h=0,4 1{i

(h)
∗ > 1} · 1{λ(0)

i
(h)
∗

> 0V }

U
∑3

h=1 1{i
(h)
∗ > 1} · 1{λ(0)

i
(h)
∗

> 0V }
0dPE

 ∈ Rd.

Now we derive the output of the MLP for different positions i.

For i = Idx(<e>, k) = 3k + 1 where k ∈ [m], we have i
(0)
∗ = i− 2 = Idx(sk) and i

(1)
∗ = i− 1 =

Idx(tk). Note that i(h)∗ = 1 for h = 2, 3, 4. Also, λ(0)
Idx(sk)

= esk , λ(0)
Idx(tk)

= etk and λ
(0)
i = e<e>

are all V -dimensional one-hot vectors. Therefore, we have
MLP

θ
(0)
MLP

(h(0.5))Idx(<e>,k) = [ũ⊤
<e> ũ

⊤
sk ũ⊤

tk 0⊤
dPE

]⊤.

For i = Idx(<R>) = 3m+ 5, we have i
(2)
∗ = i− 2 = Idx(c1) and i

(3)
∗ = i− 1 = Idx(c2). Note that

i
(h)
∗ = 1 for h = 0, 1, 4. Also, λ(0)

i−2 = ec1 and λ
(0)
i−1 = ec2 ,λ

(0)
i = e<R>. Therefore,

MLP
θ
(0)
MLP

(h(0.5))Idx(<R>) = [ũ⊤
<R> 0

⊤
dTE

(ũc1 + ũc2)
⊤ 0⊤

dPE
]⊤.

For i = Idx(<A>) = t0 + C + 1, we have i
(4)
∗ = i − 1 and i

(h)
∗ = 1 for 0 ≤ h ≤ 3. Note that

λ
(0)
i = e<A>, λ(0)

i−1 = λ
(0)
Idx([tC])

= 1√
|VC |

∑
v∈VC

ev where VC is the set of vertices reachable from

r within C steps. Then we have

MLP
θ
(0)
MLP

(h(0.5))Idx(<A>) =

[
ũ⊤
<A>

∑
v∈VC

ũ⊤
v 0⊤

dTE
0⊤
dPE

]⊤

.

For i = Idx([tc]) = t0 + c for c ∈ [C], we have i
(h)
∗ = 1 for all h and λ

(0)
i = 1√

|Vc|

∑
v∈Vc

ev,

and thus

MLP
θ
(0)
MLP

(h(0.5))Idx([tc]) =

[∑
v∈Vc

ũ⊤
v 0⊤

dTE
0⊤
dTE

0⊤
dPE

]⊤

.

For remaining i, we have i
(h)
∗ = 1 for all h and λ

(0)
i is one-hot. So

MLP
θ
(0)
MLP

(h(0.5))i =
[
h̃⊤
i 0⊤

dTE
0⊤
dTE

0⊤
dPE

]⊤
= hi.

By applying layer normalization, we can obtain the final result.

Note that Proposition B.2 shows that after the first layer, each <e> token will copy its corresponding
source and target token embeddings into its two buffer spaces, respectively. For the second layer,
since it is the last layer, we only need to focus on positions for current thoughts Idx([tc]) = t0 + c
and the position for the final prediction Idx(<A>) = T . Since we only need one attention head for the
second attention layer, we will omit the index for heads and only keep the index for layers.
Proposition B.3 (Second layer attention). Under the construction of Proposition B.2 and input format
specified in Appendix B.2, for any fixed ε ∈ (0, 1/2), there exists a construction of the second-layer
attention parameters θ(1)Attn = (Q(1),K(1),V(1),O(1)) s.t.

h
(1.5)
Idx([tc])

=

[
1√
|Vc|

∑
v∈Vc

ũv +

∑m
j=1,sj∈Vc

ũtj√
3|{j|sj∈Vc,j∈[m]}|

0d−dTE

]
+

[
Uε(c)

0d−dTE

]
, ∀c ∈ {0} ∪ [C],

and

h
(1.5)
Idx(<A>) =


1√

|VC |+1
ũ<A> +

1√
3
(ũc1 + ũc2)

1√
|VC |+1

∑
v∈VC

ũv

0dTE+dPE

+

Uε(C+1)

0dTE

0dTE+dPE

 ,

where ε(c) ∈ RV and ∥ε(c)∥∞ < ε for all c ∈ {0} ∪ [C + 1].
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Proof. In the second attention layer, we aim to construct key and query matrices such that (1) the
current thought [tc] will pay attention to all edges if the source node of the edge is contained in the
superposition (see Figure 3); (2) the answer token <A> pays large attention to the reasoning token
<R> which stores the two candidate destination tokens in its buffer space (see Figure 7).

Figure 7: Illustration of the second layer attention mechanism for final prediction.

First, we construct

Q(1) =[IdTE
0dTE×dTE

0dTE×dTE
0dTE×dPE

] ∈ RdTE×d,

K(1) =[τ ũ<A> ⊗ ũ<R> τIdTE
0dTE×dTE

0dTE×dPE
] ∈ RdTE×d,

where the value of τ > 0 will be decided later.

We define qi = Q(1)h
(1)
i , ki = K(1)h

(1)
i and let

si,j =
exp(⟨qi,kj⟩)∑

j′≤i exp(⟨qi,kj′⟩)
.

Note that we have T = Idx(<A>) = t0 + C + 1. By the construction of the query and key
matrices, we have qi = content(h

(1)
i ),∀i ∈ [T ], kIdx(<R>) = τ · buffer1(h(1)

Idx(<R>)) + τ ũ<A> and

ki = τ · buffer1(h(1)
i ) for other i. Now we consider attention weights for i = Idx([tc]) =

t0 + c, ∀c ∈ {0} ∪ [C] and i = Idx(<A>) = T .

For i = Idx([tc]) for any fixed c ∈ {0} ∪ [C], we have qi =
1√
|Vc|

∑
v∈Vc

ũv . By Proposition B.2,

we have kIdx(<e>,j) = τ√
3
ũsj for j ∈ [m], kIdx(<R>) = τ ũ<A> and kj = 0 for other j ≤ i. Define

Ic = {Idx(<e>, j) | sj ∈ Vc for j ∈ [m]}. Therefore,

⟨qi,kj⟩ =
τ√
3|Vc|

1{j ∈ Ic}.

Then we have

si,j =
exp

(
τ/

√
3|Vc|

)
· 1{j ∈ Ic}

|Ic| exp
(
τ/

√
3|Vc|

)
+ (i− |Ic|)

+
1{j /∈ Ic}

|Ic| exp
(
τ/

√
3|Vc|

)
+ (i− |Ic|)

.

For i = Idx(<A>) = T , note that qT = 1√
|VC |+1

ũ<A>. Then ⟨qT ,kj⟩ is non-zero only when

j = Idx(<R>), and the inner product is τ√
|VC |+1

. Then we have

sT,j =
exp

(
τ/

√
|VC |+ 1

)
· 1{j = Idx(<R>)}

exp
(
τ/

√
|VC |+ 1

)
+ (T − 1)

+
1{j ̸= Idx(<R>)}

exp
(
τ/

√
|VC |+ 1

)
+ (T − 1)

.

By choosing a large enough τ , we have that

sIdx([tc]),j =(
1

|Ic|
− εc,1) · 1{j ∈ Ic}+ εc,2 · 1{j /∈ Ic}, ∀c ∈ {0} ∪ [C],

sT,j =(1− εC+1,1) · 1{j = Idx(<R>)}}+ εC+1,2 · 1{j ̸= Idx(<R>)},
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where εc,1, εc,2 ∈ (0, ε/T ),∀c ∈ {0} ∪ [C + 1].

Now we construct the value and output matrix where

V(1) =[0dTE×dTE
0dTE×dTE

IdTE
0dTE×dPE

] ∈ RdTE×d,

O(1) =[IdTE
0dTE×(d−dTE)]

⊤ ∈ Rd×dTE .

Then vi
∆
= V(1)h

(1)
i = buffer2(h

(1)
i ) ∈ RdTE reads from buffer space 2, and O(1)vi =

[buffer2(h
(1)
i )⊤ 0⊤

d−dTE
]⊤ ∈ Rd writes to the content space. Note that

Attn
θ
(1)
Attn

(h(1))i =

i∑
j=1

si,jO
(1)vj =

[∑i
j=1 si,jbuffer2(h

(1)
j )

0d−dTE

]
.

Since, h(1.5)
i = h

(1)
i + Attn

θ
(1)
Attn

(h(1))i, we have

h
(1.5)
Idx([tc])

=

[
1√
|Vc|

∑
v∈Vc

ũv + ( 1
|Ic| − εc,1)

∑m
j=1,sj∈Vc

ũtj√
3
+ εc,2

∑
j∈[t0+c]\Ic

buffer2(h
(1)
j )

0d−dTE

]
and

h
(1.5)
T =


1√

|VC |+1
ũ<A> + (1− εC+1,1)

ũc1+ũc2√
3

+ εC+1,2

∑
j∈[T ]\{Idx(<R>)} buffer2(h

(1)
j )

1√
|VC |+1

∑
v∈VC

ũv

0dTE+dPE

 .

Combining the fact that buffer2(h
(1)
j ) is either zero or equal to the superposition of ũv for some

v ∈ Voc with norm less than 1, we can obtain the final result.

After the second-layer attention, the current thought h(1.5)
t0+c now contains all vertices in Vc and all

vertices that can be reached within one step from Vc, which is Vc+1 by definition. The subsequent
MLP layer will then equalize the weights of each vertex and eliminate the noise in the continuous
thought.
Proposition B.4 (Second layer MLP). Under the construction of Proposition B.3 and the input
format specified by Appendix B.2, there exists a construction of θ(1)MLP such that the output of the
second-layer MLP satisfies:

• h
(2)
Idx([tc])

= 1√
|Vc+1|

∑
v∈Vc+1

uv, ∀c ∈ {0} ∪ [C],

• h
(2)
Idx(<A>) =

1√
|VC |+5

(uc1 + uc2 + u<A> +
∑

v∈VC
uv).

Proof. Similar to Proposition B.2, we let

MLP
θ
(1)
MLP

(h(1.5))i = W
(1)
2 σ(1)

ε (W
(1)
1 h

(1.5)
i ) ∈ Rd

where ε > 0 and the (elementwise) non-linearity σ
(1)
ε (·) will be specified later. We only consider

h
(1.5)
i where i = t0 + c for 0 ≤ c ≤ C + 1. By Proposition B.3, we can decompose

h
(1.5)
t0+c =

 Uλ(c)

0dTE

0dTE+dPE

 ∀c ∈ {0} ∪ [C], h
(1.5)
T =

 Uη(1)

Uη(2)

0dTE+dPE

 ,

where λ(c) = [λ
(c)
1 , . . . , λ

(c)
V ]⊤,η(1) = [η

(1)
1 , . . . η

(1)
V ]⊤,η(2) = [η

(2)
1 , . . . η

(2)
V ]⊤ ∈ RV . Let

W
(1)
1 =

[
U⊤ 0V×(dTE+dPE)

U⊤ 0V×(dTE+dPE)

]
∈ R(2V )×d, W

(1)
2 =

[
U U

0(d−dTE)×V 0(d−dTE)×V

]
∈ Rd×(2V ),
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and σ
(1)
ε (x) = 1{x ≥ ε}. Then

MLP
θ
(1)
MLP

(h(1.5))t0+c =W
(1)
2 σ(1)

ε (W
(1)
1 h

(1.5)
t0+c)

=W
(1)
2 σ(1)

ε (

[
U⊤ 0V×(dTE+dPE)

U⊤ 0V×(dTE+dPE)

] Uλ(c)

0dTE

0dTE+dPE

)
=

[
U U

0(d−dTE)×V 0(d−dTE)×V

]
σ(1)
ε (

[
U⊤Uλ(c)

0V

]
)

=

[
Uσ

(1)
ε (λ(c))
0d−dTE

]
,

and similarly,

MLP
θ
(1)
MLP

(h(1.5))T =W
(1)
2 σ(1)

ε (W
(1)
1 h

(1.5)
T )

=W
(1)
2 σ(1)

ε (

[
U⊤ 0V×(dTE+dPE)

U⊤ 0V×(dTE+dPE)

] Uη(1)

Uη(2)

0dTE+dPE

)
=

[
U U

0(d−dTE)×V 0(d−dTE)×V

]
σ(1)
ε (

[
U⊤Uη(1)

U⊤Uη(2)

]
)

=

[
U

(
σ
(1)
ε (η(1)) + σ

(1)
ε (η(2))

)
0d−dTE

]
.

Now we choose ε = 1
4n where n = |V| is the number of vertices in the graph. By Proposition B.3, we

can make sure that ∥ε(c)∥∞ < 1
16n for all c ∈ {0} ∪ [C +1] where ε(c) is defined in Proposition B.3.

We define ∆c = {tj | sj ∈ Vc, j ∈ [m]} which is the set of vertices that can be reached within one
step from the currently explored vertex set Vc. By definition, we have Vc+1 = Vc ∪∆c. We consider
any fixed c ∈ {0} ∪ [C]. For v ∈ Vc ∪∆c, it holds that

λ(c)
v ≥ min{1/

√
|Vc|, 1/(

√
3|∆c|)}+ ε(c)v ≥

1

2n
− 1

16n
>

1

4n
= ε.

For other v,

λ(c)
v ≤ ε(c)v <

1

16n
< ε.

Therefore, σ(1)
ε (λ

(c)
v ) = 1{v ∈ Vc ∪∆c} = 1{v ∈ Vc+1}, and thus we have

MLP
θ
(1)
MLP

(h(1.5))t0+c =

[∑
v∈Vc+1

ũv

0d−dTE

]
, ∀c ∈ {0} ∪ [C].

Also, we have η(1)c1 = 1√
3
+ ε

(C+1)
c1 , η(1)c2 = 1√

3
+ ε

(C+1)
c2 , η(1)<A> =

1√
|VC |+1

+ ε
(C+1)
<A> , and η

(1)
v < 1

4n

for other v ∈ Voc. Moreover, η(2)v = 1√
|VC |+1

·1{v ∈ VC}, which implies σ(1)
ε (η

(2)
v ) = 1{v ∈ VC}.

Then

MLP
θ
(1)
MLP

(h(1.5))T =

[
ũc1 + ũc2 + ũ<A> +

∑
v∈VC

ũv

0d−dTE

]
.

Note that by our construction of the input sequence, one and only one of ci is in VC , and thus
∥MLP

θ
(1)
MLP

(h(1.5))T ∥2 =
√
|VC |+ 5.

By applying layer normalization, we can obtain the final result.

B.4 Proof of the main theorem

Proof of Theorem 1. We use the same construction of θ as in Lemma 2 where the maximum input
length is Tmax. By Lemma 2, we have ht0+c =

1√
|Vc|

∑
v∈Vc

uv , for 0 ≤ c ≤ C. Then (h1, . . . ,hT )
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satisfies the input format specified in Appendix B.2, and by Proposition B.4, we have

TFθ(h1, . . . ,hT ) = h
(2)
T =

1√
|VC |+ 5

(uc1 + uc2 + u<A> +
∑
v∈VC

uv)

=
1√

|VC |+ 5
(2uci∗ + uc3−i∗ + u<A> +

∑
v∈VC\{ci∗}

uv)

since ci∗ ∈ VC and c3−i∗ /∈ VC by the property the graph reachability problem. We set WO =
[u1,u2, . . . ,uV ]

⊤ and then

WOTFθ(h1, . . . ,hT ) =
1√

|VC |+ 5
(2eci∗ + ec3−i∗ + e<A> +

∑
v∈VC\{ci∗}

ev)

=⇒ T̃Fθ,C,WO
(h[t0]) = arg max

v∈Voc
WOTFθ(h1, . . . ,hT ) = ci∗ .

B.5 Properties of sinusoidal positional encodings

Lemma 4. For any integer ℓ ≥ 1, there exists a matrix R(ℓ) ∈ RdPE×dPE , such that

p̄i+ℓ = R(ℓ)p̄i, ∀i ≥ 1.

Proof. For any j ∈ [dPE/2], we construction a two-dimensional rotation matrix

R(ℓ,j) =

[
cos(ℓ · ωj) − sin(ℓ · ωj)
sin(ℓ · ωj) cos(ℓ · ωj)

]
.

By definition of the rotation matrix, for any i ≥ 1, we have

R(ℓ,j)

[
p̄i,2j−1

p̄i,2j

]
= R(ℓ,j)

[
cos

(
i · ωj

)
sin

(
i · ωj

)] =

[
cos

(
(i+ ℓ) · ωj

)
sin

(
(i+ ℓ) · ωj

)] =

[
p̄i+ℓ,2j−1

p̄i+ℓ,2j

]
.

Then by setting R(ℓ) = diag{R(ℓ,1),R(ℓ,2), . . . ,R(ℓ,dPE/2)} ∈ RdPE×dPE we can obtain the desired
result.

Lemma 5. For any integer T ≥ 1, there exists εT > 0, s.t. ⟨p̄i, p̄j⟩ ≤ dPE/2− εT for any i, j ∈ [T ]
where i ̸= j. Also, ⟨p̄i, p̄i⟩ = dPE/2 for all i ∈ [T ].

Proof. For any i, j ∈ [T ], we have

⟨p̄i, p̄j⟩ =
dPE∑
k=1

pi,kpj,k

=

dPE/2∑
k=1

(cos(i · ωk) cos(j · ωk) + sin(i · ωk) sin(j · ωk))

=

dPE/2∑
k=1

cos((i− j)ωk).

Note that for i = j, we can directly obtain that ⟨pi, pj⟩ = dPE/2 since cos((i− j)ωk) = cos 0 = 1

for i = j and any k ∈ [dPE/2]. Also, since (i − j)ωk = i−j

M2k/dPE
is not a multiplier of 2π for

i ̸= j, k ∈ [dPE/2], we have cos((i− j)ωk) < 1. Let

εT,k = 1− max
i,j∈[T ],i̸=j

cos((i− j)ωk) > 0, ∀k ∈ [dPE/2],

and let εT =
∑dPE/2

k=1 εT,k > 0. Therefore, for i ̸= j, we have

⟨p̄i, p̄j⟩ =
dPE/2∑
k=1

cos((i− j)ωk) ≤
dPE/2∑
k=1

(1− εT,k) = dPE/2− εT .
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B.6 Implementing attention chooser under rotary position embedding

In this section, we discuss how to extend our constructions under sinusoidal positional encoding, a
widely used absolute positional encoding, to the rotary position embedding (RoPE) [Su et al., 2024],
a widely used relative positional encoding, to solve graph reachability. Since in our construction,
the positional encoding only functions in the first attention layer, and the building blocks of the first
attention layers are attention choosers, we mainly focus on how to build the attention chooser block
under RoPE.

Since RoPE is a relative positional encoding, we don’t use pi in computation and thus don’t need the
last dPE entries in the embedding vectors. Also, since the attention chooser only uses the information
in the content space, we omit the two buffer spaces and only keep two dimensions to make our
construction clean and assume d = dTE+2 in this section for the simplicity of the notation. Therefore,
we have uv = [ũ⊤

v , 0, 0]
⊤ ∈ Rd for all v ∈ Voc in this section, where {ũv}v∈Voc are orthonormal.

Also, assume the input embedding of attention layers satisfies hi = [h̃⊤
i , 1, 0]

⊤ ∈ Rd. This can be
achieved easily by adding a bias before the attention layer or modifying the (dTE + 1)-th entry of
token embeddings.

Recall the definition of RoPE below:
Definition 2 (Rotary position embedding [Su et al., 2024]). Let d be even. For any integer i and any
index k ∈ [d/2], we define

R(i,k) =

[
cos(i · ωk) − sin(i · ωk)
sin(i · ωk) cos(i · ωk)

]
.

Let
R

(i)
TE = diag{R(i,1),R(i,2), . . . ,R(i,dTE/2)} ∈ RdTE×dTE

and
R(i) = diag{R(i,1),R(i,2), . . . ,R(i,d/2)} ∈ Rd×d,

where ω = M−2/d and M > 0 is a large constant integer, e.g., M = 104 as chosen in Su et al.
[2024]. We make one additional assumption that M ≥ T where T is the maximum length of the input
sequence. Then the query vector qi and key vector ki in Algorithm 2 will be calculated as

qi = R(i)Qhi, ki = R(i)Khi.

Now we show the counterpart of Lemma 3 under RoPE below.
Lemma 6 (Attention chooser under RoPE). Fix any token <x> ∈ Voc, integer ℓ ≥ 0, and ε ∈ (0, 1).
Under rotary position embedding as defined in Definition 2, there exists a construction of K,Q ∈
R(2d)×d, such that for any input sequence (h1, . . . ,hT ) that satisfies

h̃i =
∑

v∈Voc

λi,vũv, where λi,v ≥ 0 ∀v ∈ Voc,
∑

v∈Voc

λ2
i,v = 1, ∀i ∈ [T ], (6)

and satisfies ⟨ũ<x>, h̃i⟩ ∈ {0, 1} (i.e., each input embedding is either equal to the embedding of token
<x> or orthogonal to it) and ⟨ũ<x>, h̃i⟩ = 0 for i ≤ ℓ (i.e., the first ℓ tokens are not <x>), it holds
that for any i ∈ [T ],

if ⟨h̃i, ũ<x>⟩ = 1, then si,i−l > 1− ε, otherwise si,1 > 1− ε,

where si,j is the attention score from the i-th token to the j-th token as defined in Algorithm 2 with
the modification defined in Definition 2 with the input sequence (h1, . . . ,hT ).

Proof. Note that (6) implies that each input embedding is a normalized superposition of token
embeddings in the vocabulary (ignoring the last two entries). We aim to construct an attention head
such that when the i-th token is <x>, it will pay almost all attention to the position i− ℓ, otherwise it
will pay almost all attention to the BOS token <s> (known as the attention sink). We define vector
ũ ¯<x> =

∑
v∈Voc\{<x>} ũv ∈ Rd, which is the superposition of all token embeddings in the vocabulary

except for <x>. Moreover, for any integer i, we define pTE
i = (pi,1, . . . , pi,dTE

)⊤ ∈ RdTE , and define
pT̃E
i = (pi,d−1, pi,d)

⊤ ∈ R2, where for any j ∈ [d/2], we have

pi,2j−1 = cos
(
i · ωj

)
, pi,2j = sin

(
i · ωj

)
,
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and ω = M−2/dPE where M is defined in Definition 2.

Now we construct query and key matrices to be

Q =

[
0dTE×dTE

pTE
0 ⊗ 12

ξpT̃E
−T ⊗ ũ ¯<x> 02×2

]
∈ Rd×d,

K =

[
0dTE×dTE

ηR
(ℓ)
TE(p

TE
0 ⊗ 12)

02×dTE
ηpT̃E

0 ⊗ 12

]
∈ Rd×d,

where ξ, η > 0 will be specified later and R
(ℓ)
TE ∈ RdTE×dTE ,R(−T,d/2) ∈ R2×2 are defined as in

Definition 2 and 1m denotes the all-one vector of dimension m. By Lemma 4, one can calculate that

R
(j)
TEp

TE
i = pTE

i+j , R(j,d/2)pT̃E
i = pT̃E

i+j , for any integers i, j.

Therefore,

qi =R(i)Qhi = R(i)

[
pTE
0

ξ⟨ũ ¯<x>, h̃i⟩pT̃E
−T

]
,

ki =R(i)Khi = R(i)

[
ηR

(ℓ)
TEp

TE
0

ηpT̃E
0

]
= R(i)

[
ηpTE

ℓ

ηpT̃E
0

]
.

Then for any 1 ≤ j ≤ i ≤ T , we have

⟨qi,kj⟩ =η
(
⟨R(i)

TEp
TE
0 ,R

(j)
TEp

TE
ℓ ⟩+ ξ⟨ũ ¯<x>, h̃i⟩⟨R(i)pT̃E

−T ,R
(j)pT̃E

0 ⟩
)

=η
(
⟨pTE

i ,pTE
j+ℓ⟩+ ξ⟨ũ ¯<x>, h̃i⟩ · ⟨pT̃E

i−j−T ,p
T̃E
0 ⟩

)
.

Now we fix i ∈ [T ]. We first consider the case where ⟨h̃i, ũ<x>⟩ = 1 (which also implies i > ℓ). By
(6) and the assumption that token embeddings are orthonormal, we have

⟨h̃i, ũv⟩ = 0, ∀v ∈ Voc\{<x>} =⇒ ⟨h̃i, ũ ¯<x>⟩ = 0.

Therefore, we have ⟨qi,kj⟩ = η⟨pTE
i ,pTE

j+ℓ⟩. By Lemma 5, we have

⟨qi,ki−ℓ⟩ = η⟨pTE
i ,pTE

(i−ℓ)+ℓ⟩ = η⟨pTE
i ,pTE

i ⟩ = ηdTE/2

and

⟨qi,kj⟩ = η⟨pTE
i ,pTE

j+ℓ⟩ ≤ ηdTE/2− ηεT , ∀j ̸= i− ℓ.

where εT > 0. This implies ⟨qi,kj⟩ is maximized when j = i − ℓ with a non-zero gap ηεT , and
therefore, we have

si,i−ℓ =
exp(⟨qi,ki−ℓ⟩)∑
j∈[i] exp(⟨qi,kj⟩)

≥ exp(ηεT )

exp(ηεT ) + (i− 1)
. (7)

Now we consider the case where ⟨h̃i, ũ<x>⟩ = 0. Again, by (6) and the orthonormal assumption of
token embeddings, we have

⟨h̃i, ũ ¯<x>⟩ =
∑

v∈Voc\{<x>}

⟨h̃i, ũv⟩ =
∑

v∈Voc\{<x>}

λi,v ≥
∑

v∈Voc\{<x>}

λ2
i,v = 1.

Note that for any j ∈ {2, . . . , i},

⟨pT̃E
i−j−T ,p

T̃E
0 ⟩ =cos((i− j − T )ωd/2)

= cos

(
T − (i− j)

M

)
< cos

(
T − (i− 1)

M

)
=⟨pT̃E

i−1−T ,p
T̃E
0 ⟩,
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where the inequality holds due to M ≥ T and the cosine function decreases strictly in [0, 1].

Then, we can define ξ = max1≤j<i≤T
2dPE

⟨pT̃E
i−1−T ,pT̃E

0 ⟩−⟨pT̃E
i−j−T ,pT̃E

0 ⟩
, and thus

ξ
(
⟨pT̃E

i−1−T ,p
T̃E
0 ⟩ − ⟨pT̃E

i−j−T ,p
T̃E
0 ⟩

)
≥ 2dPE, ∀1 ≤ j < i ≤ T.

Note that for any j ∈ {2, . . . , T}, we have

⟨qi,k1⟩ − ⟨qi,kj⟩

=η
(
ξ⟨ũ ¯<x>, h̃i⟩

(
⟨pT̃E

i−1−T ,p
T̃E
0 ⟩ − ⟨pT̃E

i−j−T ,p
T̃E
0 ⟩

)
− (⟨p̄i, p̄j+ℓ⟩ − ⟨p̄i, p̄1+ℓ⟩)

)
≥η (2dPE − dPE)

=ηdPE.

Therefore,

si,1 =
exp(⟨qi,k1⟩)∑

j∈[i] exp(⟨qi,kj⟩)
≥ exp(ηdPE)

exp(ηdPE) + (i− 1)
. (8)

By choosing a sufficiently large η, the lower bound of (7) and (8) will both exceed 1− ε and thus the
proof is complete.

C Experiment Details

C.1 Dataset

Table 4: ProsQA statistics. Numbers are averaged over problem instances.
#Problems |V | |E| Sol. Len.

Train 14785 22.8 36.5 3.5
Val 257 22.7 36.3 3.5
Test 419 22.7 36.0 3.5

The statistics of the ProsQA dataset is shown in Table 4.

C.2 Stability of the Representation

Table 5: The inner products between i-th continuous thoughts and nodes (3 runs with different random
seeds).

Step 1 Step 2 Step 3 Step 4

Not Reachable −0.37,−0.25,−0.33 −0.26,−0.04,−0.14 −0.09,−0.01,0.02 −0.25,−0.23,−0.27
Reachable 3.59,3.62,3.71 1.55,1.42,1.37 0.80,0.77,0.62 0.61,0.66,0.53

–Frontier 5.09,5.13,5.38 2.69,2.45,2.63 2.11,1.95,2.01 2.27,2.12,2.29
–Optimal 6.41,6.52,6.84 4.78,4.67,5.11 6.00,5.44,6.43 9.48,8.98,9.58

To test whether COCONUT can always learn the desired superpositional search behavior, we conduct
multiple experiments with 3 random seeds. We report the mean inner products between continuous
thoughts and each node group in Table 5, following the setting in Figure 6. The results are consistent
across multiple runs.

C.3 Computing Resources

Each run of COCONUT takes about 24 hours on two Nvidia A100 80GB GPUs.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We study chain-of-continuous-thoughts on graph reachability problems both
theoretically and empirically, as stated in the abstract and introduction. The corresponding
results are in Section 4 and Section 5, respectively.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: As discussed in Section 6, our work mainly focuses on graph reachability and
the expressivity of transformers. Future work can study more general problems and analyze
training dynamics.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: The main results are Lemma 1, Lemma 2, Theorem 1. We provided proof
sketches in the main text and the full proof in the appendix. The assumptions are made in
theorem statements and Sections 2 and 3.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We describe the details needed for reproducing experiments in the experiment
sections.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The dataset we used are opensourced, and the code is submitted in the
supplementary materials.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: They are described in the experiment section and appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We provide standard deviation in Table 1 and results with multiple random
seeds in Table 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: They are discussed in the appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: The paper mainly focuses on the theoretical understanding of the chain of
continuous thoughts, which does not have direct negative societal impacts.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We used ProsQA [Hao et al., 2024] in our experiments and properly cited it. It
is under MIT license.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: No assets released.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We only use LLMs for grammar checking.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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