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Abstract

Open-ended question answering requires mod-001
els to find appropriate evidence to form well-002
reasoned, comprehensive and helpful answers.003
In practical applications, models also need to004
engage in extended discussions on potential005
scenarios closely relevant to the question. With006
augmentation of retrieval module, open-source007
Large Language Models (LLMs) can produce008
coherent answers often with different focuses,009
but are still sub-optimal in terms of reliable ev-010
idence selection and in-depth question analysis.011
In this paper, we propose a novel Chain-of-012
Discussion framework to leverage the synergy013
among multiple open-source LLMs aiming to014
provide more correct and more comprehen-015
sive answers for open-ended QA, although they016
are not strong enough individually. Our exper-017
iments show that discussions among multiple018
LLMs play a vital role in enhancing the quality019
of answers. We will release our data and code020
for further research.021

1 Introduction022

Large Language Models (LLMs) have demon-023

strated remarkable language generation capabili-024

ties (Brown et al., 2020; Touvron et al., 2023; Ope-025

nAI, 2023), propelling advancements in various026

understanding/generation tasks, including open-027

domain question answering (QA) (Song et al.,028

2024). However, for complex open-ended ques-029

tion answering, which plays an important role in030

human-AI interaction, LLMs may still produce out-031

put with hallucination and often deliver inferior032

performance compared to short-form QA (Huang033

et al., 2023a). This task usually requires LLMs034

to analyze the questions first, retrieve evidence ac-035

cordingly, then form a long-form answer which is036

expected to be correct and well-reasoned with de-037

tails and proper evidence supported. It has a wide038

range of applications, from legal consultations and039

medical advice to education support and financial040
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Question: I got divorced and have no money now. Do I have to pay child support? 

What scenario should I consider?

Q3: After divorce, is the 

user still guardians? 

Q1: After divorce, does the relationship 

between parent and child change? 

Q2: Does the user have a legal 

obligation to pay child support?

Q4: What is the standard for 

child support payment?
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I oppose it!

LLM2 LLM3
Criticize

LLM1

OK, I revise my analysis: …

I will not use it. ✓ Revise

LLM

Civil Code Art. 1084 provides …

…

So I will use Civil Code 1084, 

Civil Code 1085, Civil Code 27, 

and Civil Code 37.

……
Response The parents-children relationship is not 

dissolved upon divorce of parents. According Civil 

Code Art. 1085, you should pay for the child support. 

Here is the standard of child support payment: …

Response The parents-children relationship is not 

dissolved upon divorce of parents. According to 

Civil Code Art. 27, you are still guardian. Although 

your guardianship is revoked due to divorce, you 

still should pay child support.  

Figure 1: The process of Chain-of-Discussion, com-
pared with chain-of-thought. The green parts are nec-
essary to answer the user’s question. The blue parts
indicate closely related to the question, which can be
used for detailed discussion. The red parts are irrelevant
content which should be avoided.

analysis, where users may pose various complex 041

and knowledge-intensive questions. 042

Although current LLMs can produce long and 043

coherent texts (Peng et al., 2024), the complex 044

open-ended QA is still an admittedly challenging 045

task, even with augmented retrieval modules. The 046

challenges primarily arise from two aspects. 047

Firstly, retrieval models are not entirely prefect, 048

inevitably with noise in the retrieval results. Let 049

us take legal consultation as an example. In Fig- 050

ure 1, the model is required to respond to a ques- 051

tion regarding the necessity of child support pay- 052

ments. Due to the semantic similarity between 053

obligations for supporting children (financially) 054

and raising/protecting children (physically), the 055
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retrieval model may wrongly return law articles056

pertaining to guardianship qualifications. LLMs057

usually cannot filter all these noisy evidence, which058

may propagate and lead to incomplete analysis,059

wrong reasoning paths, biased opinions and finally060

problematic or even misleading answers.061

Secondly, we expect the LLMs output correct062

responses and consistent explanations, while pro-063

viding more useful suggestions about the poten-064

tial scenarios not directly mentioned in the ques-065

tions but indeed helpful for users’ current or near-066

future situations. For instance, in Figure 1, when067

responding to a question about the obligation to068

pay child support for a user facing financial dif-069

ficulties, the model should also remind her/him070

of the standards for child support payments and071

ways to negotiate for a reduction in the burden of072

child support given her/his current situation. This073

is even hard for humans where one should have074

access to proper evidence, e.g., the necessary or075

closely related law articles here, and accordingly076

provide kind reminders with reasonable explana-077

tions. Let alone LLMs without abundant annota-078

tions to train/fine-tune, which usually focus on the079

specific facts literally appearing in the questions.080

In this work, we will focus on the complex081

evidence-based question answering (CEBQA) task,082

a typical example of the open-ended QA tasks.083

We collect a high quality CEBQA dataset con-084

sisting of 200 carefully annotated legal consulta-085

tion questions in the field of marriage and fam-086

ily affairs. To address the above challenges, we087

propose a novel chain-of-thought framework, the088

Chain-of-Discussion (CoD), which involves multi-089

ple LLMs in summarizing, criticizing and revising090

each other’s output to reach a well-supported and091

helpful response.092

Our motivations are two-fold. On the one hand,093

different LLMs may have different intrinsic knowl-094

edge and reasoning capabilities due to different095

training data. Thus, multiple LLMs can be less096

possible to make errors concurrently than a sin-097

gle LLM. Recent works (Zhang et al., 2023) show098

checking the consistency across multiple LLMs099

helps reduce output hallucinations. Specifically, we100

propose a criticize-and-revise framework, which101

requires multiple LLMs to discuss and reach a con-102

sensus for a better response. For questions that103

need to involve helpful scenarios or possible ex-104

tensions, we guess multiple LLMs may provide a105

diverse set of perspectives to address these possibil-106

ities. We thus propose a summarizing step to gather 107

different but helpful perspectives from multiple 108

LLMs, which will eventually form comprehensive 109

and detailed responses based on the summarized 110

analyses. 111

Different from existing multi-model interaction 112

works (Chan et al., 2024; Zhang et al., 2023) us- 113

ing strong closed-source LLMs APIs, e.g., GPT- 114

4 (OpenAI, 2023), we decide to take a challenge 115

to study how to best exploit the small-scaled open- 116

source LLMs, e.g., around 7B parameters, for a 117

shared objective, while pushing the boundary of 118

research regarding mult-model interaction. 119

Our main contributions are as follows: (1) We 120

collect a high-quality CEBQA dataset consisting 121

of 200 legal consultation questions in Chinese with 122

carefully annotated evidence and answers. (2) We 123

propose a novel chain-of-discussion framework, 124

i.e., summarize-criticize-revise, which harnesses 125

the synergy among multiple open-source LLMs 126

to generate more accurate and helpful responses. 127

(3) Both GPT-4-based and evidence-centric evalu- 128

ations demonstrate our framework can help small- 129

scaled LLMs benefit from each other and improve 130

the overall quality in terms of correctness and com- 131

prehensiveness. 132

2 Related Works 133

Retrieval-Augmented Generation Lewis et al. 134

(2020) initially propose the paradigm of retrieval- 135

augmented generation (RAG), which can effec- 136

tively reduce hallucinations within the texts gen- 137

erated by LLMs. RAG offers a vital solution to 138

mitigate the problem of LLMs lacking domain- 139

specific knowledge, thereby enhancing the cred- 140

ibility of LLMs (Gao et al., 2023). In the RAG 141

paradigm, models typically undergo multiple gen- 142

eration steps to achieve the final results. For a 143

user input, models first run a retriever to scan the 144

store of evidence to select several documents as 145

reference. Subsequently, models should determine 146

when and whether to use each evidence document 147

before generating (Izacard et al., 2022; Shi et al., 148

2023b; Yu et al., 2023; Trivedi et al., 2023). 149

In this work, we face challenges more complex 150

than RAG. While the model filters out irrelevant 151

evidence, it also needs to retain evidence relevant to 152

potential scenarios. Sometimes, determining which 153

evidence can be used for potential scenarios and 154

which is irrelevant evidence is also a challenging 155

issue for humans. 156
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Chain-of-Thought (CoT) Previous works157

demonstrate that LLMs have a promising ca-158

pability to decompose a complex question into159

several intermediate steps (Wei et al., 2022;160

Kojima et al., 2022). By segmenting the original161

question, LLMs can focus on handling each simple162

sub-question at each step, thus yield more accurate163

results (Zhou et al., 2023). The CoT framework164

is now widely employed in diverse practical NLP165

applications (Zelikman et al., 2022; Shi et al.,166

2023a; Wang et al., 2023). Previous works also167

employ CoT in the self-correction process of168

LLMs, which aims to re-generate better outputs.169

For instance, in Chain-of-Verification, the model170

generates several queries to verify its original171

answer, and then revise the answer based on the172

verification results (Dhuliawala et al., 2023). Most173

of these efforts perform self-checking based on174

a single model. However, we study a novel CoT175

framework for multi-model interactive checking176

and re-generating.177

3 Preliminaries178

Task Definition In CEBQA tasks, given a user’s179

question q and a store of evidence documents D,180

a model should analyze q first, find necessary ev-181

idence Dq = {d1, · · · , dt} from D accordingly182

and generate a paragraph r as the final response.183

For instance, in the legal consultation task, users184

may ask what to do given her/his current situation.185

The model should find supportive evidence from186

a store of law articles, judicial interpretations, or187

previous legal cases, and generate a helpful and188

detailed response.189

Specifically, we expect the generated responses190

to meet the requirements in terms of correctness191

and comprehensiveness. (1) Correctness: The re-192

sponses should be based on the evidence that can193

support to answer the questions, and refrain from194

employing irrelevant evidence or misinterpreting195

the evidence out of context. (2) Comprehensive-196

ness: The responses should engage in discussions197

about potential scenarios that would be relevant198

or helpful to the users, even if not explicitly men-199

tioned in the users’ questions.200

We note that it is hard to guarantee all the re-201

trieved evidence pieces can be perfectly used to202

answer the question. Therefore, similar to RAG,203

models should filter out irrelevant evidence. How-204

ever, it is more challenging for models to carefully205

retain the evidence that can be used for discussions206

about potential scenarios, even though the evidence 207

may not directly support answering the question. 208

Baseline Framework: CoT Previous works 209

have revealed that the CoT prompt can enhance 210

the ability of LLMs to handle complex reasoning 211

tasks (Wei et al., 2022; Kojima et al., 2022). In- 212

spired by these works, we employ a multi-step 213

prompt to stimulate LLMs to generate more correct 214

while comprehensive answers. 215

We initially prompt LLMs to analyze the ques- 216

tion q, including identifying the possible role of 217

users, understanding explicit and implicit demands 218

of users, and determining what types of evidence 219

is needed to answer the question. The generated 220

analysis of question can be denoted as aque
q . 221

The next step is to judge whether each evidence 222

document can serve as a potential basis for respond- 223

ing to the question q. Here, we employ a prompt 224

to feed the LLM with question q, analysis aque
q of 225

the question, and a specific evidence document di. 226

The LLM then need to analyze whether aevi
di

can be 227

used to address the issues raised in q and whether 228

evidence di can probably be used to respond or not. 229

The LLM with parameters θ should finally re-
spond to the question q according to question anal-
ysis aque

q and evidence analysis
{
aevi
di

}
i
, based on

the evidence document set Dq:

r = f
(
q,Dq, a

que
q ,

{
aevi
d1 , · · · , a

evi
dt

}
|θ
)
.

As observed in our pilot study, one small-scaled 230

LLM could generate fluent answers, but often with 231

incomplete analysis or wrong reasoning paths. 232

4 CoD: Summarize, Criticize, and Revise 233

Our Chain-of-Discussion framework leverages 234

interactive discussions among multiple LLMs, 235

thereby addressing potential shortcomings in in- 236

dividual’s intrinsic knowledge. 237

Similar to the baseline, we employ a two-stage 238

analyzing pipeline that instructs LLMs to analyze 239

the question and evidence separately. To address 240

the correctness and comprehensiveness of gener- 241

ated answers, at the stage of question analysis, we 242

encourage models to read and summarize others’ 243

analyses so as to take more scenarios closely rel- 244

evant to the question into account, in the purpose 245

of augmenting the comprehensiveness. During the 246

stage of evidence analysis, we require all other 247

LLMs to criticize the evidence analysis of each 248

LLM. Subsequently, the model will read others’ 249
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critique and determine whether to revise its own250

analysis or not. The model finally generate a cor-251

rect and more helpful response based on the sum-252

marized question analysis and revised evidence253

analysis.254

4.1 Stage 1: Question Analysis255

Formally, suppose there are n accessible LLMs,256

denoted as M1, · · · , Mn. For a given question q257

and the retrieved evidence Dq, we aim to employ258

the target LLM Mk to generate a response, with259

the assistance of the remaining LLMs.260

We first instruct the LLMs to analyze the ques-261

tion, including facts mentions in q, primary needs262

of the user, and potential scenarios associated with263

the question. We observe that LLMs may per-264

form poorly in analyzing potential scenarios when265

solely relying on their intrinsic knowledge, espe-266

cially those models that have not been pre-trained267

or supervised fine-tuned on domain-specific data.268

Thus, we argue that the evidence documents Dq269

can serve as vital cues about the potential scenarios270

not mentioned in q.271

Different LLMs can have varying preferences in272

analyzing the potential scenarios. Therefore, we273

believe that by integrating the outputs of multiple274

LLMs, we can take more helpful scenarios into275

account, thus improve the comprehensiveness of276

question analysis. We prompt each LLM Mi to277

analyze the question q, with retrieved evidence Dq278

as a reference: aque
q,Mi

= fque (q, Dq|θMi) .279

We then employ the target LLM Mk to summa-280

rize the question analyses of all models, according281

to following instructions:282

• Consistency: If the majority of LLMs provide283

similar analyses regarding a fact in the question or284

a potential scenario, then it is likely to be correct.285

You can include it in the summary.286

• Comprehensiveness: If a minority of LLMs287

hold a particular viewpoint in their analyses with288

reasons, it does not imply its unreliability. You289

should scrutinize this content, assessing its logical290

coherence and relevance to the question.291

The summarized question analysis can be aque
q =292

fsum

(
q, a

que
q,M1

, · · · , aque
q,Mn

|θMk

)
.293

4.2 Stage 2: Evidence Analysis294

Incorporating many irrelevant evidence documents295

as input would inevitably introduce noise, which296

could deteriorate the model performance. Thus, we297

should discern which evidence document should298

be used to address the question. For an evidence 299

document dj ∈ Dq, we prompt the target model 300

Mk to analyze it based on the question and question 301

analysis : âevi
dj

= fevi(dj , q, a
que
q |θMk

). 302

However, a single LLM might generate halluci- 303

nated outputs (Li et al., 2023b; Huang et al., 2023a), 304

and incorrectly assess the relevance between evi- 305

dence documents and the given question. Inspired 306

by previous work (Zhang et al., 2023), we propose 307

a multi-party discussion framework to improve the 308

quality of evidence analysis. 309

First, we instruct each LLM, excluding Mk, to 310

criticize the evidence analysis âevi
dj

. Each critic 311

model Mi should explicitly output whether it 312

holds opinions contrary to âevi
dj

, which are de- 313

noted as c
dj
i . In this work, we employ a re- 314

vising threshold δ. If the proportion of oppo- 315

site opinions in the critiques exceeds δ, the tar- 316

get model needs to revise its evidence analysis: 317

arev
dj

= frev

(
q, dj , a

que
q , âevi

dj
|{cdji }i, θMk

)
. 318

We assume that the critique requiring to revise
can be reliable only when a majority of critic mod-
els achieve a consensus. Otherwise, we retain the
original evidence analysis. Formally, we collect
the evidence analysis as following:

aevi
dj

=

{
âevi
dj
, if |{ci|ci=opposite}|

|{ci}| ≤ δ;

arev
dj
, otherwise.

4.3 Response Generation 319

For a fair comparison, we employ prompts sim- 320

ilar to those of the baseline framework to gener- 321

ate responses. We denote the response as r = 322

fans
(
q,Dq, a

que
q ,

{
aevi
d1
, · · · , aevi

dt

}
|θMk

)
. 323

5 Experiments 324

As discussed in Section 3, legal consultation is a 325

typical example for CEBQA tasks, which require 326

model to generate an accurate response including 327

helpful discussions about relevant scenarios.In our 328

experiments, we delve into the legal consultation 329

task in China, where all legal activities should be 330

based on law articles and judicial interpretations, 331

which can be naturally considered as the evidence 332

store in our framework. 333

5.1 Data Collection 334

We focus on the legal consultation in the fields of 335

marriage, family affairs, and inheritance, which 336

cover various types of legal disputes such as di- 337

vorce, custody, contracts, property and so on. We 338
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collect 200 questions from real users and the corre-339

sponding responses from consultants through Web340

Search Engines.341

Data Quality To ensure the data quality, we man-342

ually check on the questions and answers. We cor-343

rect all typos but retain the informal expressions in344

the questions. Note that there may be omissions345

or slight word-order inversions in the questions,346

which poses a challenge to the model’s reasoning347

capabilities.348

We employ two annotators with background in349

civil law to examine the correctness and logical co-350

herence of these responses. For the responses iden-351

tified with errors, we encourage the two annotators352

to discuss and reach a consensus for modifications,353

otherwise, leave them as they are.354

Evidence Annotation We construct the evidence355

store based on all articles of the Civil Code and the356

Civil Procedure Law and their judicial interpreta-357

tions. We categorize these article into three types:358

necessary, optional, and not required. The nec-359

essary articles are the ones highly relevant to the360

question, while the optional articles can be basis361

for the discussion of potential scenarios. Please see362

more details in Appendix B. We ensure there are363

5 articles in each example. And on average, each364

example contains 1.52 necessary articles, 1.23 op-365

tional articles, and 2.25 not required articles. It366

means approximately 45% of the retrieved articles367

are not required at all.368

5.2 Experimental Setup369

In this work, we select open-source LLMs trained370

by different research groups. We hope these mod-371

els have learnt different knowledge and gain differ-372

ent reasoning capabilities from pre-training. Then,373

these models may provide various analytical per-374

spectives via interaction and compensate for defi-375

ciencies in their own reasoning capabilities.376

We study four open-source fine-tuned LLMs,377

Baichuan2-7B (Baichuan, 2023), Deepseek-378

7B (DeepSeek-AI, 2024), Qwen-7B (Bai et al.,379

2023), and Xverse-7B1, which are four of the best380

7B-parameter LLMs performing on CMMLU (Li381

et al., 2023a). When we use a specific LLM as the382

target model, the other three LLMs are expected to383

generate diverse question analyses and criticize the384

evidence analysis of target model.385

1https://huggingface.co/xverse/
XVERSE-7B-Chat

We note that the two stages in Chain-of- 386

Discussion are independent of each other. There- 387

fore, we can investigate how they contribute to the 388

ultimate performance by the following settings: 389

Single-model baselines (BS): Question analysis, 390

article analysis, and response are all generated by 391

a single LLM. 392

Only Stage 1 (S1): All LLMs produce ques- 393

tion analysis. The target LLM summarizes these 394

analyses, and proceeds to the rest by itself. 395

Only Stage 2 (S2): Three other LLMs criticize 396

the article analysis generated by target LLM. The 397

question analysis and the final response are gener- 398

ated by target LLM on its own. 399

Chain-of-Discussion (S1S2): All LLMs involve 400

into both question analysis and article analysis. 401

Eventually, the target LLM produces the response 402

by itself. 403

We employ each LLM as the target model, repli- 404

cating the experimental settings. We report the per- 405

formance for each LLM as the target role. Please 406

see more details in Appendix A. 407

Evaluation Metrics Different from the short- 408

form open-domain QA whose answers are usually 409

several words or sentences, the responses in the 410

CEBQA tasks can consist of several hundred or 411

even thousands of words. Therefore, it is impossi- 412

ble to employ the metrics such as F1 or exact match 413

which are widely used in QA benchmarks (Joshi 414

et al., 2017; Rajpurkar et al., 2018). These gen- 415

erated responses are also complex which contain 416

facts and causal relations to be verified. Thus, it is 417

will be difficult to evaluate them all by humans due 418

to unacceptable time costs. 419

Following previous works (Liu et al., 2023; Chan 420

et al., 2024), we employ GPT-4 to evaluate the qual- 421

ity of generated responses, with the human-written 422

responses, necessary and optional articles as refer- 423

ence. We prompt gpt4-turbo-0125 to score 424

the responses based on correctness and comprehen- 425

siveness. The scorer should assign integer scores 426

between 1 and 10. If there is no clear reason to in- 427

dicate that the responses of LLMs are significantly 428

better or worse than human-written ones, a score 429

of around 7 should be given. Please see the scoring 430

prompts in Appendix E. 431

5.3 Main Results 432

Table 1 shows the evaluation results produced by 433

GPT-4. Comparing the results of baseline frame- 434

work (BS) and Chain-of-Discussion (S1S2), we can 435
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Target LLM Setting Avg. Score ∆Score

Baichuan2-7B

BS 5.750 –
S1 6.030 +0.280
S2 5.935 +0.185
S1S2 6.090 +0.340

Deepseek-7B

BS 6.465 –
S1 6.505 +0.040
S2 6.480 +0.015
S1S2 6.580 +0.115

Qwen-7B

BS 5.835 –
S1 5.890 +0.055
S2 5.815 - 0.020
S1S2 5.955 +0.120

Xverse-7B

BS 6.015 –
S1 5.995 - 0.020
S2 6.030 +0.015
S1S2 6.125 +0.110

Table 1: The average scores of each target LLM and
each setting evaluated by GPT-4.

find each LLM can obtain improvements from436

discussions with other LLMs, with Baichuan2-437

7B increased by +0.340, Deepseek-7B by +0.115,438

Qwen-7B by +0.120, Xverse-7B by + 0.110. We439

also find that employing multi-model discussion440

on both stages can bring more improvement than441

using it on one stage only.442

We also have to acknowledge that although443

Chain-of-Discussion can enhance the LLMs, the444

CoD-augmented Baichuan2-7B, Qwen-7B, or445

Xverse-7B can still not outperform Deepseek-7B446

under baseline settings, with around 0.5 scores left447

behind. The results show that the quality of re-448

sponses primarily relies on the inherent ability of449

LLM to comprehend contexts and then to generate.450

We notice using multi-model discussion only at451

Stage 1 or Stage 2 fails to enhance Xverse-7B or452

Qwen-7B. We will provide more discussions and453

case studies in Section 6.3.454

6 Discussions455

6.1 Evidence-Centric Evaluation456

Different from previous Question Answering457

tasks (Joshi et al., 2017; Kwiatkowski et al., 2019)458

whose answers can be several words or single sen-459

tences, in the CEBQA tasks, LLMs are required460

to provide both detailed and correct responses for461

the question and potential scenarios. Therefore, we462

wonder whether the Chain-of-Discussion frame-463

work can enhance the comprehensiveness and cor-464

rectness of model output.465

Similarly, when discussing the details of poten-466

tial scenarios, LLMs should also reference optional467

Target LLM Setting N-Acc% O-Acc%

Baichuan2-7B

BS 58.26 50.14
S1 60.03 50.67
S2 61.86 50.25
S1S2 63.17 52.38

Deepseek-7B

BS 75.93 59.27
S1 76.36 59.70
S2 76.12 59.23
S1S2 76.79 59.80

Qwen-7B

BS 69.87 60.98
S1 70.31 61.63
S2 70.64 63.65
S1S2 71.29 64.20

Xverse-7B

BS 74.00 63.95
S1 74.24 64.72
S2 75.67 64.44
S1S2 76.16 65.35

Table 2: The Macro average N-Acc and O-Acc results
of each target LLM and each setting. The highest scores
are made bold, while the second underlined.

evidence. Hence, we can assess the correctness and 468

comprehensiveness of responses by the accuracy of 469

reference to various types of evidence documents. 470

We propose two metrics of accuracy, N-Acc 471

and O-Acc, to assess the correctness and com- 472

prehensiveness, respectively. We utilize the not 473

required articles as negative samples. For N-Acc, 474

we employ the necessary articles as positive sam- 475

ples, while the optional articles for O-Acc. We 476

employ rule-based method to examine whether the 477

response have used an article. Please see details in 478

Appendix C. 479

We compute the Macro average N-Acc and 480

O-Acc across all examples. If an example does 481

not contain optional articles, it will not participate 482

in the calculation of O-Acc. Table 2 shows the 483

results of each target LLM under different experi- 484

mental settings. Compared to the baselines (BS), 485

the Chain-of-Discussion framework (S1S2) can 486

achieve around a 2% improvement on both N-Acc 487

and O-Acc for Baichuan2-7B, Qwen-7B, and 488

Xverse-7B. Even for Deepseek-7B, which performs 489

the best in GPT-4-based evaluation, our proposed 490

framework still brings improvements of 0.86% and 491

0.53% to N-Acc and O-Acc, respectively. Recall- 492

ing the GPT-4-evaluated results in Table 1, where 493

Baichuan2-7B obtains the most improvement of 494

overall quality. We find this LLM also get the 495

most improvement on N-Acc and O-Acc, with 496

improvements of 4.91% and 2.24%, respectively. 497

The results indicate that introducing multi-model 498

discussions during both question analysis and evi- 499

dence analysis contributes to increasing the prob- 500
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Question: What is the difference between resumption of
marital relationship (复婚) and remarriage with other per-
son (再婚)?
Article: Article 1046 A man and a woman shall enter into
marriage freely and voluntarily. ...
Article 1083 Where, after divorce, both the man and the
woman voluntarily intend to resume their marital relation-
ship, they shall file for re-registration...

Qwen-7B: ... According to Article 1083, both parities
should be voluntary for resumption of marital relationship,
while there is no such limitation for remarriage with other
person. ...
Qwen-7B+CoD: ... According to Article 1046, whether it is
Fuhun or Zaihun, both parities need to do so voluntarily.

Table 3: A case of Qwen-7B obtaining improvement
from CoD. Violet texts are correct analysis, while the
texts with yellow background are hallucinated parts.

ability of LLMs referencing correct evidence. It501

can be one of the reasons why Chain-of-Discussion502

can improve the quality of model responses.503

Comparing the results under the setting of BS,504

S1, and S2, we can find that involving multi-505

ple LLMs in a single stage can actually enhance506

both correctness and comprehensiveness. How-507

ever, overall, employing multi-model discussions508

in question analysis contributes more to the com-509

prehensiveness, while introducing other models in510

evidence analysis brings more improvement in cor-511

rectness.512

6.2 Manual Check513

To further study the quality of responses generated514

by CoD, we randomly sample 30 cases and manu-515

ally examine the responses in terms of fluency and516

logicality. We select the responses generated by517

Qwen-7B or Qwen7B+CoD, which get worse aver-518

age GPT-4-evaluated scores than responses of other519

LLMs. We find Qwen-7B with vanilla CoT has a520

poor ability to comprehend the articles, often result-521

ing in logical errors in responses, while the CoD522

mechanism introduces opinions and critics from523

other LLMs, thus helps to distinguish ambiguous524

terms, and reach better logicality.525

Table 3 show the case where CoD can help to526

reduce logical errors in Qwen-7B’s responses. We527

find Qwen-7B fails to understand that both 复婚528

(reconcile and remarry) and 再婚 (remarry with529

other person) are considered as marriage in legal530

terms, which should comply with the provisions531

of Article 1046 but not Article 1083. We believe532

that discussions with other models can, to some533

extent, reduce the hallucination caused by the target534

model’s poor reasoning capabilities.535

Question: Can a daughter/son still be eligible to inherit if
she/he has not supported her/his parents?

Original question analysis:
Baichuan2: This question involves the relationship between
inheritance rights and filial duties. The user may be con-
cerned about whether a person who has not fulfilled filial
duties still qualifies for inheritance. This may entail rules
regarding the recognition of inheritance rights, the forfeiture
and reinstatement of inheritance rights, and the role of filial
duties in the determination of inheritance rights.

Question analyses of other LLMs:
Qwen: ... Xverse: ...
Deepseek: ... The user may want to clarify whether not
supporting parents will affect her/his eligibility to inherit
parents’ estate. Additionally, user may also inquire about
her/his entitlement to demand child support payments from
her/his parents, if the parents refuse to raise children. ...

Summarized question analysis:
Baichuan2: This question involves the relationship between
inheritance rights and filial duties. The user may wonder if
her/his child retains eligibility for inheritance despite failing
to fulfill filial duties. This may entail rules regarding the
recognition of inheritance rights, the forfeiture and reinstate-
ment of inheritance rights, and the role of filial duties in the
determination of inheritance rights. The user may also want
to know the regulations regarding whether parent who does
not raise children is required to pay child support.

Table 4: A bad case of hallucinated summary of ques-
tion analysis. Violet texts are correct analysis, while the
texts with yellow background are hallucinated parts.

6.3 Limitations of Open-Source LLMs 536

Recalling the results in Table 1 where using multi- 537

model interaction only at one stage fails to enhance 538

Xverse-7B or Qwen-7B. We have to acknowledge 539

that due to the limitations in parameter size, these 540

models might produce unreliable output or demon- 541

strate inferior capabilities to follow instructions. 542

We guess there can be two reasons. (1) The tar- 543

get LLM may fail to discern errors in the question 544

analysis of other LLMs, and integrate them into 545

the summary. (2) The target LLM does not always 546

follow instructions, and refuse to modify the errors 547

in evidence analysis. 548

6.3.1 Hallucination Propagation in Summary 549

At the stage of question analysis, we explicitly in- 550

struct the target LLM to assess whether the ques- 551

tion analyses of other LLMs are logically correct 552

and relevant to the question. However, the target 553

model might still incorporate hallucinated analyses 554

into the summary. 555

Table 4 illustrates a bad case where Baichuan-7B 556

incorporates inaccurate analysis from DeepSeek- 557

7B into the summary.We find that LLMs can cor- 558

rectly identify the primary intention behind user’s 559
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question, i.e., determining whether providing sup-560

port for parents is a prerequisite for inheriting.561

However, Deepseek-7B also engages in analysis re-562

garding scenarios where parents should pay support563

for children. And Baichuan2-7B fails to identify564

that this part of analysis is irrelevant to the ques-565

tion.566

For people with legal background, it is a com-567

monsense that raising children and caring for el-568

derly parents are two different concepts. And569

legally, there is no causal relationship between570

them. However, we guess that for LLMs, both rais-571

ing children and supporting parents represent finan-572

cial support and life care between two generations.573

We believe that open-source LLMs with around 7B574

parameters may not have sufficient knowledge and575

enough reasoning capabilities. They may judge576

whether a question analysis is relevant to the ques-577

tion based on shallow semantic similarities.578

6.3.2 Model Preference of Revising579

Similar to the discussion on question analysis, the580

lack of good reasoning capabilities may also limit581

the performance of LLMs in revising evidence anal-582

ysis. We find that LLMs sometimes tend to focus583

on the literal differences between questions and584

law articles, illustrated as the original analysis in585

Table 5. We humans have the background knowl-586

edge that only courts have the authority to revoke587

guardianship, while the LLMs cannot yield correct588

analysis. Users often omit commonsense informa-589

tion when posing questions, whereas law articles590

exhibit a rigorous and detailed structure. The stylis-591

tic differences between questions and evidence may592

lead to the misjudgments of LLMs.593

We also find that different LLMs have varying594

preferences regarding whether to modify the evi-595

dence analysis. For instance, compared to Qwen-596

7B, Baichuan2-7B exhibits a greater preference to597

revise the analyses regarding articles.598

To quantitatively study this issue, we initially599

employ Baichuan2-7B to generate the original evi-600

dence analyses. Deepseek-7B and Xverse-7B then601

play the role of critics to determine which analysis602

should be revised. Finally, we use Baichuan2-7B603

and Qwen-7B to revise these analyses, respectively.604

We find that Baichuan2-7B successfully revises605

96.5% of the analyses, while Qwen-7B can only606

revise 56.1% of them.607

To mitigate the influence of target model selec-608

tion on the conclusions, we also use Qwen-7B609

to provide origianl evidence analyses, still with610

Question: Do you still need to pay child support after having
your guardianship revoked?
Article: Article 37 Parents, children, and spouses who sup-
port the wards in the form of child support, support for
elderly parents, or spousal support in accordance with the
law shall continue to perform such obligations after they are
disqualified by the people’s courts as guardians.
Original analysis: Article 37 explicitly stipulates [the con-
tent of Article 37]. This article pertains to guardianship
and child support, but since the question does not mention
revocation by the People’s Court, this article should not be
used as a basis.

Low-quality modification:
Revised analysis: Article 37 explicitly stipulates [the con-
tent of Article 37]. This article pertains to guardianship and
child support. However, the user does not explicitly say who
revokes her/his guardianship. Thus, this article should not
be used as a basis.

High-quality modification:
Revised analysis: Article 37 stipulates that the revocation
of guardianship does not affect existing obligations to pay
child support. Thus, this article should be used as a basis.

Table 5: Failed and successful cases for revising evi-
dence analysis. Red texts are the key basis of the ques-
tion. Violet texts are correct analysis, while the texts
with yellow background are hallucinated parts.

Deepseek-7B and Xverse-7B as the critics. Simi- 611

larly, Baichuan2-7B can revise 92.5% of the analy- 612

ses, but Qwen-7B only revise 67.2% of them. 613

We argue that an LLM’s preference for refus- 614

ing to revise may lead to a failure to obtain better 615

evidence analysis based on the critiques. Conse- 616

quently, it might result in the Chain-of-Discussion 617

framework not bringing enough improvement as 618

expected. The preference of LLMs can be af- 619

fected by supervised fine-tuning and reward mod- 620

eling (Ouyang et al., 2022; Rafailov et al., 2023). 621

We hope to study the effect of supervised training 622

on Chain-of-Discussion in future. 623

7 Conclusions 624

In this work, we proposed a novel reasoning frame- 625

work, Chain-of-Discussion, for complex evidence- 626

based question answering tasks. The CoD frame- 627

work involves multiple LLMs in discussions to 628

achieve more correct and comprehensive responses 629

with less hallucination and more supportive evi- 630

dence. Experiments on a legal consultation dataset 631

show CoD can effectively improve the performance 632

of open-source LLMs by encouraging them to dis- 633

cuss and criticize. 634
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Limitations635

Our proposed framework is designed to generate636

correct and comprehensive answers to respond637

complex questions. When used for providing le-638

gal advisory services, this technique can produce639

helpful responses to help people with needs, but it640

still cannot guarantee all responses are completely641

correct. Hence, this techniques should be used with642

cautions for further applications.643

Our dataset is designed and annotated to reflect644

the nature of CEBQA tasks, which requires models645

to generate detailed analysis to each closely rel-646

evant scenarios of the user’s question. However,647

our annotated results may be inevitably not perfect648

from the professional perspectives of experts in649

civil law. Thus it should be used with caution and650

for research purpose only.651

We also note that the proposed framework in-652

volves multiple LLMs to generate for several653

rounds. Straightly using commercial APIs may654

lead to more promising generated results and cost655

less time. However, our aim is to validate how656

to better and more efficiently exploit the synergy657

among small LLMs, without relying on larger658

LLMs. We pioneer to expand the border of in-659

vestigation about multi-model interaction to the660

small open-source LLMs.661
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A Details of Generation896

During generation, we set the temperature to 0.3,897

the repetition penalty to 1.05, and the top-p to 0.8.898

At Stage 2, the revising threshold δ is set to 0.66.899

To enhance the quality of model outputs, we em-900

ploy in-context learning (Brown et al., 2020). For901

each step, due to the limit of context length, we con-902

struct 2 human-annotated examples for in-context903

learning. We ask LLMs to regenerate for fragmen-904

tary outputs.905

B Details of Evidence Annotation 906

Following previous work (Huang et al., 2023b), 907

we train a classification model to retrieve relevant 908

articles. We fine-tune RoBERTa-large (Liu et al., 909

2019) with 80K examples. Each example consists 910

of one question and 1~5 articles. For each consulta- 911

tion question, we keep the top 10 articles with the 912

highest probability scores predicted by the classi- 913

fier. 914

To avoid the model failing to retrieve articles that 915

should serve as the basis, we employ 6 annotators 916

with legal backgrounds to supplement missing ar- 917

ticles. They are then asked to assess whether each 918

article should/can serve as the basis to respond the 919

given question based on the following principles: 920

• Necessary: The article is highly relevant to 921

the question. Without this article, it is impos- 922

sible to answer the question. 923

• Optional: The article pertains to potential 924

scenarios that may be relevant to the ques- 925

tion. This article can be used for extended 926

discussions about the scenarios that user may 927

concern or face to in near future. 928

• Not required: The article is entirely unneces- 929

sary to address the question. 930

We assign relevant scores of 2, 1, and 0 to the three 931

categories of articles respectively. If the average 932

score of an article exceeds 1.66, it will be regarded 933

as a necessary one. And the articles with aver- 934

age scores less than 0.67 can be regarded as not 935

required, while the remaining ones are optional. 936

To imitate retrieval-augmented generation, we 937

provide five articles for each question, supposing 938

them as retrieval results. We first keep all the nec- 939

essary and optional articles. We then select not 940

required articles in descending order of the proba- 941

bility scores predicted by the classifier. 942

C Rules to Identify the Article Reference 943

We examine whether the responses use an article 944

as the basis by following rules: 945

• If the article number appears in the response, 946

we believe the LLM has used this article as a 947

reference. 948

• We segment the responses into sentence (Che 949

et al., 2021) and calculate the longest com- 950

mon subsequence (LCS) between each sen- 951

tence and the article’s content. If the length 952
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of the longest LCS exceeds one-third of the953

article, we believe the LLM has referenced954

this article.955

• Otherwise, the article is considered not to956

serve as a reference.957

D Prompts of Chain-of-Discussion958

D.1 Prompt of Question Analysis959

To obtain the question analysis, we employ the960

prompts as below:961
你是一个民法领域的专家，你需要从法律专业的角度962

分析一名咨询者提出的问题涉及哪些关键点。在分析问963
题之后，你还要分析检索器提供的参考法条是否能作为964
分析该问题的依据。请你紧紧围绕咨询者的问题进行分965
析，不要过度设想潜在的、与问题不相关的场景。966
咨询者的问题是“[[question]]”967
下面是检索器提供的参考法条：[[articles]]968

接下来，请你分析咨询者的问题“[[question]]”请你站969

在咨询者的角度，首先分析咨询者所处的环境及其面对970

的客观事实，再围绕着咨询者的问题，分析他可能需要971

了解哪些方面的法律规定。你需要先对问题进行分析，972

再分析各个参考法条是否有该问题有关。请你遵循格973

式，以“问题分析：”、“法条分析：”分别作为两段分析974

的开头。975

Since we find the LLMs tend to provide the ar-976

ticle analysis accompanied with question analysis.977

We ask it to generate these two analyses separately.978

We stop the generation after "法条分析：" has been979

outputed.980

D.2 Prompts of Summary981

To summarize the question analyses from multiple982

LLMs, we use following prompt:983
你是一名法律专家，你需要评价数位律师针对某个法984

律咨询问题的分析，并给出最终的总结性分析。这些律985
师的分析既包含正确的内容，也包含错误的内容。你可986
以参考法条中的内容，谨慎判断各位律师对问题本身的987
分析是否正确，以及对潜在情况的讨论是否合理。请注988
意，多数律师都提及的内容更有可能是正确的，你在最989
终总结时可以参考这部分内容。而如果某个内容仅被个990
别律师提及，那么该内容有可能是错误的或者与问题不991
相关的，你需要谨慎判断它是否合理。992

你需要先对律师们的分析进行点评，你需要评价这些993

分析中的每一个要点是否正确、是否与问题相关。对于994

存在逻辑错误或者与问题相关度较低的要点，你要明确995

指出并给予批评。之后，请你基于你的点评，给出一段996

语气、句式都与各位律师对该问题的分析相似的总结性997

分析。998

D.3 Prompts of Evidence Analysis999

To obtain analyses for articles, we use following1000

prompts:1001
你是一名法律专家，你需要判断某个法条是否能作为1002

依据，用于解答给定的法律咨询问题。针对咨询者提出1003
的问题，检索器提供了五个参考法条。但是这些法条可1004

能对于解答问题有帮助，也可能没有帮助。你需要逐个 1005
对法条进行分析和判断，在针对某个法条进行判断时， 1006
请你不要对其他法条进行判断。 1007
咨询者的问题是“[[question]]” 1008
检索器提供的参考法条： 1009
[[articles]] 1010

你需要先对该问题的关键点进行分析，然后再逐个分 1011

析每个法条是否对于解答该问题有帮助。分析法条的过 1012

程中，请你先思考法条规定了何种权利和义务，或者对 1013

何种行为实施了禁止令。如果法条中规定或禁止的内容 1014

与问题中的关键点有一定的相关性，那么该法条有可能 1015

对于解答问题有所帮助；否则，该法条大概率对解答问 1016

题没有帮助。 1017

D.4 Prompt of Critique 1018

When criticize other LLM’s article analysis, we use 1019

following prompts: 1020
你是一名法律专家，你需要点评一名律师对于某个法 1021

条是否有助于解答某个法律咨询问题的分析是否误解了 1022
法条的内容。我会明确告知你问题和法条的具体内容。 1023
问题：[[question]] 1024
法条：[[article]] 1025
律师对于法条的分析：[[art_ana]] 1026

接 下 来 ， 请 先 用 简 洁 的 语 言 点 评 律 师 对 1027

于[[cur_art_id]]的分析。之后，请你判断他的分析是否 1028

误解了法条的内容。 1029

D.5 Prompt of revising 1030

When revising, we employ following prompts: 1031
你是一名律师，你对于某个法条是否有助于解答某个 1032

法律咨询问题进行了点评。一些法学专家认为你的点评 1033
中存在对法条内容的理解、法条与问题之间的关联性等 1034
角度存在错误。你需要参考你对问题的分析，修改你对 1035
法条的分析。 1036
问题：[[question]] 1037
法条：[[article]] 1038
律师对于问题的分析：[[que_ana]] 1039
律师对于法条的分析：[[art_ana]] 1040
专家点评：[[critiques]] 1041

接下来，请你重写一份更为正确的法条分析。在重写 1042

后的法条分析的结尾，请你按照你的分析，评估一下该 1043

法条是否可能有助于解答问题。 1044

D.6 Prompt of response 1045

Finally, to response to the user’s question, we use 1046

following prompts: 1047
你是一个法律专家，你需要从法律专业的角度回答 1048

咨询者提出的问题。你需要以具体的法条为依据回答问 1049
题，并告诉咨询者法律赋予他哪些权利和义务，或者禁 1050
止他实施哪些举措。在回答问题之前，你可以参考检索 1051
器提供的一些参考法条。但请注意，检索器提供的法条 1052
并不一定都有助于回答咨询者提出的问题，它也可能与 1053
提问者的问题无关。因此，你需要对问题涉及的事实背 1054
景进行分析，再判断各个法条是否能够作为回答问题的 1055
依据。请你不要将检索器提供的全部参考法条都当作依 1056
据，也不要引用参考法条之外的其他法条作为依据。在 1057
回答的过程中，请你紧紧围绕提问者的问题进行讨论， 1058
不要过度设想潜在的、与问题不相关的情形。 1059
咨询者的问题是“[[question]]” 1060
下面是检索器提供的参考法条：[[articles]] 1061
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接下来，请你回答咨询者提出的问题“[[question]]”你1062
需要先对该问题的关键点进行分析，然后判断各个参考1063
法条是否有助于解答该问题。最后请你使用与该问题有1064
关的部分法条作为依据，给出详细的回答。回答过程中1065
禁止使用参考法条之外的内容。1066
问题分析：[[que_ana]]1067
法条分析：[[art_ana]]1068

回答：1069

E Scoring Prompt of GPT-41070

Following CritiqueLLM (Ke et al., 2023), we em-1071

ploy a reference-based prompt to instruct GPT-4 to1072

assess the overall quality of the responses generated1073

by open-source LLMs. We use the human-written1074

response and the necessary and option articles as1075

reference. The prompt is shown as below:1076

[Instruction]1077

Please act as an impartial judge and evaluate the1078

quality of the response provided by an AI assis-1079

tant to the user question displayed below. Your1080

evaluation should consider factors such as the logi-1081

cality, helpfulness, relevance, accuracy, depth, and1082

whether using irrelevant articles beyond the refer-1083

ence articles as a basis. Begin your evaluation by1084

providing a short explanation. You will be given1085

several reference articles, a high-quality reference1086

answer and the assistant’s answer. Be as objective1087

as possible. You should first provide your explana-1088

tion IN CHINESE, then you must rate the response1089

on a scale of 1 to 10 by STRICTLY following1090

the below MAPPING for the relation between the1091

scores and response quality:1092

1. The score 1~2 stands for very chaotic or ab-1093

sence of answer, and the AI assistant completely1094

failed to answer the user’s question. Serious logi-1095

cal and factual errors might also be included in this1096

term. The gap between the AI assistant’s answer1097

and the high-quality reference answer is huge and1098

insuperable.1099

2. The score 3~4 indicates fragment-like re-1100

sponses from AI assistant’s answer. It did not1101

provide answers in proper grammar, fluency, or1102

accuracy. Citing irrelevant articles and resulting in1103

a redundant output also falls under this scenario.1104

There are obvious gaps between the high-quality1105

reference answer and the AI assistant’s response.1106

3. The score 5~6 indicates for existence of1107

minute disadvantage from the AI assistant’s answer1108

compared to the high-quality reference answer. Yet1109

the AI assistant did provide an average answer. The1110

AI assistant either did not fully address the question,1111

or was somewhat short of logicality, helpfulness,1112

relevance, depth, or detailedness. The disadvan-1113

tages from the AI assistant’s answer overwhelm its 1114

advantages. 1115

4. The score 7~8 indicates the AI assistant pro- 1116

vided a good answer as well as the high-quality 1117

reference answer, addressing the question, with 1118

good helpfulness, relevance, accuracy, depth, cre- 1119

ativity, and enough details. The response of AI 1120

assistant does not include any irrelevant articles be- 1121

yond the reference articles. The AI assistant might 1122

have flaws compared to the reference answer, but 1123

that does not overwhelm the above advantages. 1124

5. The score 9~10 indicates the AI assistant re- 1125

sponded better than the provided reference answer 1126

in most aspects, fully achieved the instruction goal, 1127

provided more detailed analysis, and have unique 1128

advantages to the reference answer. 1129

You should give scores around 7 if you do not 1130

find obvious advantages or disadvantages. You 1131

should seriously consider the above guide before 1132

give lowest and highest scores such as 1 or 10, and 1133

avoid such situation if you do not have sound expla- 1134

nations. Avoid any positional biases and ensure that 1135

the order in which the responses were presented 1136

does not influence your decision. Do not allow the 1137

length of the responses to influence your evaluation. 1138

Do not favor certain names of the assistants. AND 1139

again, VERY IMPORTANTLY, after you provide 1140

your explanation IN CHINESE, you must rate the 1141

response strictly following this format: “Rating: 1142

[[Number]]”, for example: Rating: [[5]]. 1143

[User’s Question] 1144

{{QUESTION}} 1145

[The Start of Reference Articles] 1146

{{ARTICLES}} 1147

[The End of Reference Articles] 1148

[The Start of Reference Answer] 1149

{{GOLDEN RESPONSE}} 1150

[The End of Reference Answer] 1151

[The Start of Assistant’s Answer] 1152

{{LLM’S RESPONSE}} 1153

[The End of Assistant’s Answer] 1154
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