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Abstract001

The application of large language models002
(LLMs) in the financial domain is increasing,003
highlighting the necessity for standardized004
evaluations. The financial sector contains a005
vast amount of lengthy documents, such as006
prospectuses, investment research reports, and007
policy research reports. However, there is008
currently a lack of effective evaluation datasets009
and benchmarks to assess the understanding,010
analysis, and reasoning capabilities of LLMs011
with respect to these long documents. To012
address this issue, we introduce FinLBench, a013
comprehensive evaluation benchmark designed014
to assess the ability of LLMs to understand015
and analyze Chinese financial long documents.016
FinLBench consists of two key components:017
the FinLEval dataset and a six-dimensional018
evaluation framework tailored for LLMs in019
the financial domain. FinLBench includes020
six types of long financial documents, twelve021
sub-tasks, and 3,219 manually annotated022
question-answer pairs derived from real finan-023
cial scenarios. Additionally, we conducted024
extensive research using FinLBench on 8025
popular commercial LLMs and 2 open-source026
LLMs. The experimental results indicate that:027
1) Commercial LLMs outperform open-source028
LLMs on this benchmark; 2) All LLMs exhibit029
hallucination issues when evaluated on trap030
questions. Our empirical research results pro-031
vide valuable insights for the study of LLMs in032
the financial domain and lay the foundation for033
more principled evaluations of these models.034
Benchmark and dataset will be open-sourced at035
https://anonymous.4open.science/r/FinLBench-036
2F95/README.md.037

1 Introduction038

In recent years, with the advancement of parallel039

computing capabilities and natural language pro-040

cessing technologies, generative artificial intelli-041

gence based on large-scale pre-trained language042

models has experienced rapid development. LLMs043

陷阱问题：根据报告中的内容说明公司利润下降的原因有哪些？
(Trap Issue: What are the reasons for the company's profit decline 
according to the report?)

参考答案：根据报告中的内容，本文并未提到公司利润下降的原因。实
际上，报告中指出公司在2021年的业绩预告中，净利润预计将比上一年
同期大幅增长，增长率在317.71%到331.79%之间。因此，根据这份业
绩预告，公司的利润并没有下降，而是有所增长。
(Reference Answer: According to the content of the report, the 
reasons for the company's profit decline are not mentioned. In fact, the 
report states that in the company's 2021 performance forecast, net 
profit is expected to increase significantly compared to the same 
period of the previous year, with a growth rate ranging from 317.71% 
to 331.79%. Therefore, based on this performance forecast, the 
company's profit has not declined but has actually increased.)

ChatGPT4: 根据文件内容，容百科技2021年的业绩预告显示公司业绩实
际上是显著增长的，而不是下降。
(Based on the content of the document, the performance forecast for 
Ronbay Technology in 2021 indicates that the company's performance 
has actually increased significantly, rather than declined.)

unfabricated

ERNIE Bot3.5: 公司在本期业绩变化的主要原因包括新能源汽车终端渗透率
提升带动新建产能释放、产品结构优化、前驱体板块客户开发及产品研发进
展显著、综合成本竞争力提升等。
(The company's performance changes are mainly due to increased new 
energy vehicle penetration, capacity expansion, product optimization, 
advancements in customer development and precursor research, and 
improved cost competitiveness.)
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Figure 1: This paper presents an LLMs benchmark
for long financial documents, encompassing 8 docu-
ment types and covering 12 sub-tasks, evaluated using a
six-dimensional assessment system. The upper section
shows a diagram of the evaluation process, while the
lower section displays the prompts provided to LLMs
for trap question sub-tasks and their corresponding re-
sponses.

have demonstrated remarkable capabilities in gen- 044

eral tasks such as intelligent text generation, trans- 045

lation, question answering, and sentiment analy- 046

sis. Additionally, they have shown excellent perfor- 047

mance in vertical domain tasks in fields such as law 048

(Fei et al., 2024; Cui et al., 2023; Zhou et al., 2024), 049

medicine (Kraljevic et al., 2021; Tan et al., 2024), 050

and finance (Wu et al., 2023; Li et al., 2023; Yu 051

et al., 2024). As the development of large models 052

accelerates, researching how to comprehensively, 053

accurately, and effectively evaluate their capabili- 054

ties in various aspects is of significant importance 055

and value for further promoting the application of 056

models in various vertical industries. 057

The evaluation of large models primarily 058

involves constructing standardized evaluation 059

datasets and metric systems to comprehensively, 060

objectively, and quantitatively assess various as- 061

pects of model performance(Desmond et al., 2024). 062

The evaluation results not only help in understand- 063
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ing the strengths and weaknesses of different mod-064

els and guide further improvements and innova-065

tions but also provide a basis for model selection066

and optimization in practical applications. Existing067

evaluation systems can be categorized into general-068

domain evaluations and vertical-domain evalua-069

tions. The former does not differentiate between070

question-answering domains (Liu et al., 2024a),071

while the latter focuses more on assessing capabil-072

ities in specific domains, such as law (Fei et al.,073

2023; Dai et al., 2023), medicine (Cai et al., 2024;074

Liu et al., 2024b), and finance (Lei et al., 2023).075

The financial domain involves a complex knowl-076

edge system and diverse task types, making re-077

search on intelligent financial models a long-078

standing focus. In recent years, large models tai-079

lored for the financial sector, such as FinMA (Xie080

et al., 2024b), Fingpt (Liu et al., 2023), Fintral081

(Bhatia et al., 2024) have emerged. However, due082

to the complexity, interdisciplinarity, and diversity083

of the financial domain, comprehensively, accu-084

rately, and effectively evaluating large models in085

finance remains a significant challenge.086

Existing financial domain evaluation systems087

cover various tasks such as financial text process-088

ing, financial question answering, and financial089

analysis. For example, (Islam et al., 2023) intro-090

duced FinanceBench, a test suite designed to evalu-091

ate LLMs performance in open financial question092

answering, focusing on assessing LLMs’ ability093

to handle complex financial information. Also,094

(Zhang et al., 2023) introduced the FinEval bench-095

mark, specifically designed for evaluating Chinese096

financial domain knowledge. This benchmark in-097

cludes a high-quality set of multiple-choice ques-098

tions covering finance, economics and other fields,099

providing a comprehensive evaluation standard for100

LLMs in the financial domain. Despite various101

existing evaluation methods and tools, most sys-102

tems focus on standardized tasks, leaving a gap in103

assessing LLMs’ abilities with long financial docu-104

ments. In practical financial scenarios, the ability105

to understand, analyze, and reason with long doc-106

uments—such as annual reports and IPO prospec-107

tuses—is crucial for professionals. Thus, evaluat-108

ing LLMs on these abilities is essential. However,109

to our knowledge, there is currently no evaluation110

system specifically designed for long financial doc-111

uments.112

To address these issues, this paper first con-113

structed and released a benchmark for evaluat-114

ing long financial documents, named FinLBench,115

which includes various document types such as 116

brokerage research reports, financial news and aca- 117

demic papers. It contains a lot of standard evalua- 118

tion question-answer pairs, verified by professional 119

practitioners, covering open-ended tasks, closed- 120

ended tasks and trap questions. The main con- 121

tributions of FinLBench are highlighted in three 122

aspects: 1) To the best of our knowledge, construct- 123

ing the first evaluation dataset for long financial 124

documents. It includes eight types of financial long 125

documents and covers 12 sub-tasks involving open- 126

ended tasks, closed-ended tasks, and trap ques- 127

tions; 2) To standardize the evaluation of LLMs 128

more effectively, we proposed and established a 129

six-dimensional evaluation system, encompassing 130

relevance, fluency, coherence, usefulness, consis- 131

tency, and fidelity; 3) Evaluating two open-source 132

models and eight commercial models with the help 133

of three evaluation LLMs and human experts. 134

2 Related Work 135

2.1 Financial LLMs 136

As the development of LLMs exhibits diverse 137

trends, researchers have delved into various ap- 138

plications of LLMs within the financial domain 139

to enhance their empowerment of financial opera- 140

tions. Previous studies primarily focused on tasks 141

such as stock trend prediction, financial sentiment 142

analysis(Xie et al., 2024b), multimodal tasks in- 143

volving financial chart interpretation(Wang et al., 144

2023) and financial services automation(Liu et al., 145

2023). However, these studies each targeted a spe- 146

cific subtask and were evaluated within constrained 147

experimental settings. Our work introduces a com- 148

prehensive evaluation benchmark FinLBench for 149

the first time, aiming to systematically assess the 150

performance of LLMs in real-world financial busi- 151

ness scenarios, thereby providing more insightful 152

guidance for their practical application in the finan- 153

cial sector. 154

2.2 LLM Benchmarks and Evaluation 155

Metrics 156

Existing evaluation benchmarks for LLMs in the 157

financial domain can be categorized into traditional 158

natural language processing tasks and novel finan- 159

cial scenario prediction tasks. The FinEval bench- 160

mark proposed by (Zhang et al., 2023) includes 161

high-quality multiple-choice questions in financial 162

contexts and can be considered an evaluation bench- 163

mark for traditional NLP tasks. On the other hand, 164
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FLARE, introduced by (Xie et al., 2024b), incor-165

porates financial scenario prediction tasks on top166

of traditional NLP tasks, further enriching the re-167

search on LLM evaluation benchmarks in the fi-168

nancial field. Also, (Xie et al., 2024a) proposed169

finben, an extensive open-source evaluation bench-170

mark covering 24 financial tasks, encompassing171

seven key aspects including information extrac-172

tion (IE), textual analysis, and question answer-173

ing (QA)However, there is currently no benchmark174

specifically designed for long document process-175

ing in the financial domain. Upon investigation,176

only the L-eval benchmark by (An et al., 2023)177

contains a limited number of financial documents,178

which are insufficient for a comprehensive evalua-179

tion of LLM performance in handling long financial180

documents. Moreover, existing benchmarks pre-181

dominantly feature closed-ended questions, such182

as stock price prediction, entity extraction, and183

text summarization, which do not adequately as-184

sess LLM performance in real business scenarios.185

Therefore, we propose FinLBench, an evaluation186

benchmark aimed at assessing LLM performance187

in the domain of long financial documents, aiming188

to fill this gap.189

Furthermore, no existing work has proposed190

evaluation metrics specifically for assessing LLM191

performance in open-ended financial tasks, nor192

comprehensive research in this area. We developed193

tailored metrics for our benchmark and assessed194

10 LLMs accordingly. Notably, due to the unique195

nature of financial operations, we included an eval-196

uation of LLM hallucination issues in FinLBench,197

incorporating trap questions and specific metrics198

for these.199

3 The Proposed Benchmark - FinLBench200

Overview Existing open-source benchmarks for201

evaluating LLMs in the financial domain lack suffi-202

cient text length to assess long financial documents.203

Only L-eval(An et al., 2023) includes a small subset204

for long document evaluation. To fill this gap, we205

developed FinLBench, an open benchmark specif-206

ically for long documents in the financial sector.207

FinLBench features 12 sub-tasks based on real-208

world financial scenarios and covers eight types of209

common financial long documents, ensuring align-210

ment with actual business needs. Additionally, we211

introduced trap questions to address the hallucina-212

tion issues in LLMs, as shown in Figure 1.213

Diverse Text Types: In terms of financial long214

Figure 2: Length Distribution Chart of Documents in
FinLBench.

document types, we have collected and organized 215

a total of 8 primary classification documents and 216

18 secondary classification documents. Figure 3 217

illustrates the types of documents covered in the 218

FinLBench dataset and their corresponding pro- 219

portions. It is worth mentioning that all financial 220

long documents in this dataset are sourced from 221

the information disclosure files of the largest stock 222

exchange in China, the Shanghai Stock Exchange. 223

Figure 2 shows the length distribution of docu- 224

ments in FinLBench. It can be observed that over 225

80% of the documents exceed 10,000 words, which 226

is significantly longer than the average text length 227

in existing financial benchmarks. More than 40% 228

of the documents exceed 25,000 words, surpassing 229

the context window length of most current com- 230

mercial large models. Additionally, FinLBench 231

includes ultra-long financial documents with word 232

counts exceeding 500,000 words (approximately 233

500 pages).

Conference 
Roadshow 14.63%

Academic 
Paper 12.20%

Company 
Issuance 12.20%

Financial News 
14.63%

Periodic 
Report 9.76%

Company 
Major Matters 

2.44%

Policy Document 
12.20%

Research Report 
21.95%

Figure 3: The types of documents and their proportions
in FinLBench (%).

234
Diverse Question Settings: To comprehensively 235

assess the capabilities of large models in handling 236
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Data extraction 1%

Trap issue 6%

Table 
extraction 8%

Reading 
comprehension 

26%

Keyword 
extraction 1%

Information 
extraction 

25%

Data 
calculation 2%

Event analysis 7%
Dialogue person 

discrimination 2%

Logical 
reasoning 13%

Outline generation 1%

Text summarization 8%

Figure 4: The types of sub-tasks and their proportions
in FinLBench (%).

financial long documents, while fully considering237

various practical business scenarios such as intel-238

ligent investment research and quantitative invest-239

ment, we have designed 12 different types of ques-240

tions. Additionally, based on the existing research,241

the 12 sub-tasks can be categorized as follows:242

• Open-Ended Tasks: Tasks with a broad243

range of possible answers, requiring reasoning244

or analysis, typically without a single correct245

response, including logical reasoning, outline246

generation, event analysis, dialogue person247

discrimination, text summarization, informa-248

tion extraction, reading comprehension.249

• Closed-Ended Tasks: Tasks with a limited250

range of possible answers, typically character-251

ized by clear right or wrong responses, such252

as data computation problems, including data253

extraction, table extraction and keyword ex-254

traction.255

Figure 5: Proportion of Open-ended and Closed-ended
Tasks in Fineval(Zhang et al., 2023), L-eval(An et al.,
2023), and FinLBench (%).

Given the financial sector’s demand for in-depth 256

analysis and prediction, we have placed special em- 257

phasis on evaluating open-ended questions. These 258

questions are typically more challenging and can 259

better test the models’ reasoning and analytical 260

abilities. Figure 4 depicts the types of sub-tasks 261

included in FinLBench and their respective distri- 262

butions. Figure 5 illustrates the proportion of open- 263

ended and closed-ended tasks in FinLBench com- 264

pared to existing mainstream benchmark datasets, 265

such as Fineval(Zhang et al., 2023) and L-eval(An 266

et al., 2023). Also, we plan to continuously update 267

and supplement the dataset in the future to enhance 268

the diversity of questions and the quality of the 269

dataset, ensuring timely and effective evaluations. 270

Advantages: Compared to other existing bench- 271

marks, FinLBench offers the following advantages: 272

(1) It includes eight types of financial long docu- 273

ments; (2) It covers 12 sub-tasks derived from real 274

financial business scenarios; (3) Financial domain 275

experts were invited to design trap questions, which 276

accurately reflect the hallucination issues faced by 277

LLMs, further ensuring the comprehensiveness of 278

the evaluation dataset. 279

4 Evaluating LLMs With FinLBench 280

Evaluation Framework: To enhance the evalua- 281

tion process, we developed a universal evaluation 282

system, as shown in Figure 6, which comprehen- 283

sively assesses the performance of LLMs in finan- 284

cial scenarios across six key dimensions: relevance, 285

fluency, coherence, consistency, usefulness, and 286

fidelity. Based on the opinions of human experts, 287

we assigned different weights to each dimension 288

to ensure that these scores accurately reflect the 289

models’ overall capabilities and effectiveness in 290

handling financial-related tasks. This comprehen- 291

sive evaluation system not only helps us identify 292

and improve the weaknesses of the models but also 293

enhances our understanding of the applicability and 294

effectiveness of the models in solving real-world 295

financial problems. 296

• Relevance (1 point): The relationship be- 297

tween the generated answer text and the ques- 298

tion. Ensuring relevance guarantees that the 299

model provides answers directly related to 300

the financial question, crucial for accurate 301

decision-making. 302

Expert opinion: Relevance is the fundamen- 303

tal criterion for evaluation, thus a binary eval- 304

uation metric is established for this dimension. 305
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detailed information， preferably with data support 
(+1p)

clear conclusion (+1p)

analysis object of the answer text must be consistent with the 
object in the question (+1p)

logical connections between the paragraphs of the 
answer text (+1p)

covers every aspect mentioned in the question (+1p)

theme and 
data are 
related to the 
question (1p) anser text is faithful to the 

original text (1p)

text may have grammatical errors, difficult to 
understand (0p)

text may have some grammatical errors, but 
still understandable overall (1p)

text has no grammatical errors, and clear to 
understand (2p)

text is incoherent, violates common sense (0p)

text is in line with common sense (1p)

text is in line with common sense, logical, and the 
text paragraphs are organized reasonably (2p)

100% of the content of the answer text is consistent with the reference answer (4p)

answer text completely deviates 
from the reference answer (0p)

theme of the answer text is consistent with the reference answer (1p)

30% of the content of the answer text is consistent with the reference answer (2p)

60% of the content of the answer text is consistent with the reference answer (3p)

Figure 6: Six-dimensional evaluation system. “+1p” indicates that meeting this scoring criterion earns one point,
accumulating towards the total score; “xp” (where x is an integer up to 5, such as 0, 1, 2...) indicates that meeting
this criterion results in a score of x points in the corresponding dimension.

The content must first be highly pertinent to306

the subject before other dimensions can be307

assessed.308

• Fluency (2 points): Whether the generated309

answer text is fluent, with a clear main idea310

and reasonable grammar. Fluency ensures that311

the generated financial text is clear and gram-312

matically correct, facilitating ease of under-313

standing.314

Expert opinion: Fluency directly impacts315

the reader’s experience and comprehension.316

While fluency is important, in the financial317

domain, the accuracy and utility of the con-318

tent are more critical. Therefore, fluency is319

assigned a moderate weight to balance linguis-320

tic expression with the quality of information.321

• Coherence (2 points): Evaluate whether the322

answer text itself is in line with common sense323

and logical, and whether the text paragraphs324

are organized reasonably. Coherence is vital325

for maintaining logical and organized reason-326

ing in complex financial analyses and reports.327

Expert opinion: Coherence ensures clarity328

in the logic and structure of content. While329

important, in the financial domain, its signifi-330

cance is still lower than that of practicality and331

consistency, as the latter more directly impact 332

decision-making quality. 333

• Helpfulness (5 points): Whether the gener- 334

ated answer text meets the user’s request and 335

provides necessary information (with a focus 336

on whether there are clear conclusions and 337

whether detailed data support is provided). 338

Helpfulness assesses whether the model of- 339

fers valuable insights and detailed data that 340

aid in financial decision-making. 341

Expert opinion: Usefulness directly reflects 342

the practical value and applicability of the 343

content. As this is the core objective of the 344

evaluation, it is assigned the highest weight. 345

• Consistency (4 points): Whether the answer 346

text correctly answers the question. Consis- 347

tency ensures that all generated data and con- 348

clusions align logically, preventing conflicting 349

financial insights. 350

Expert opinion: Consistency is a critical fac- 351

tor in ensuring the credibility of content. In- 352

formation in the financial sector demands high 353

levels of accuracy and consistency, thus it is 354

given significant weight in evaluations. 355

• Fidelity (1 point): Whether the generated 356

answer text is faithful to the original text. Fi- 357
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delity ensures the model’s output accurately358

reflects the original financial data, preserving359

accuracy and reliability.360

Expert opinion: Fidelity is a fundamental361

requirement for ensuring the accuracy of con-362

tent. In the financial sector, while the impor-363

tance of fidelity cannot be overlooked.364

Experimental Settings: We conducted a series of365

experiments to evaluate the performance of LLMs366

in the domain of long financial documents. Using367

the API interfaces of GPT-4, Qwen-72B-Instruct,368

and Doubao-pro-32k for local deployment, we per-369

formed a comprehensive assessment of ten main-370

stream LLMs. To ensure a thorough and accurate371

analysis of the evaluation results, we segmented372

the tasks into open-ended and closed-ended at a373

macro level, and further, we conducted a detailed374

analysis of 12 sub-tasks and 8 document types at a375

finer granularity.376

5 Main Results377

In this section, we present the results of 10 baseline378

models on both open-ended and closed-ended tasks.379

Meanwhile, we also discussed the performance of380

these models on trap issues and data calculation381

tasks.382

To ensure the accuracy and authenticity of the383

evaluation results, we utilized three evaluation384

LLMs and invited human experts from the financial385

domain to conduct cross-evaluations. The evalu-386

ation is based on six dimensions, with different387

weights assigned to each dimension as the scoring388

range. Scores range from low to high, representing389

poor to excellent outputs.390

Table 1 presents the six-dimensional evaluation391

results for LLMs on open-ended and closed-ended392

tasks. ChatGPT4 significantly outperformed other393

models in open-ended tasks, achieving state-of-the-394

art (SOTA) results in FinLBench, though Alphabox395

and WarrenQ, both financial domain-specific mod-396

els, also performed well. Among open-source mod-397

els, only GLM-4-9B-chat scored above 4.0 in use-398

fulness, though it still trails ChatGPT4 by about399

1 point. In closed-ended tasks, Claude2 excelled400

due to its long-context understanding, establishing401

SOTA in this category. GLM-4-9B-chat also per-402

formed well but lags behind Claude2. Notably, fi-403

nancial domain experts’ evaluations were similar to404

those of GPT-4, indicating that the six-dimensional405

evaluation system enhances efficiency and accu-406

rately reflects the models’ true performance in spe- 407

cific domains. 408

This comprehensive evaluation highlights the 409

strengths and weaknesses of both commercial and 410

open-source models in handling various task types 411

and underscores the need for further advancements 412

in long-context understanding and answer useful- 413

ness for open-source models to bridge the gap with 414

leading commercial models. 415

Fine-grained Analysis: Through a fine-grained 416

analysis of LLMs’ performance on 8 types of fi- 417

nancial documents (Figure 7), we conclude: (1) 418

For company major matters and policy documents, 419

all LLMs performed consistently well, as these 420

tasks focus on information extraction and reading 421

comprehension, which are moderately challenging; 422

(2) For financial news and conference roadshows, 423

there is a large disparity, with Claude2, ChatGPT4, 424

and GLM-4-9B-Chat excelling, while others like 425

ChatPDF struggled due to the complex reason- 426

ing required; (3) GLM-4-9B-chat and Claude2 427

showed balanced performance across document 428

types, while ChatDOC, ChatPDF, and ERNIE 429

Bot3.5 scored lower on policy and company is- 430

suance tasks. 431

Through a fine-grained analysis of LLMs’ per- 432

formance on ten sub-tasks (Figure 8), we conclude: 433

(1) Significant disparities exist in logical reason- 434

ing and event analysis tasks, requiring complex 435

reasoning and long-document inference, depend- 436

ing on each LLM’s capabilities; (2) Differences 437

in long-document information processing are evi- 438

dent, with GPT-4, Claude2, and GLM-4-9B-Chat 439

achieving business-grade performance, while oth- 440

ers struggled due to limitations in context window 441

length and retrieval of relevant segments; (3) Mini- 442

mal performance differences are observed in tasks 443

like information extraction, indicating that most 444

LLMs handle these tasks effectively. 445

Overall, each model exhibits strengths and weak- 446

nesses across different scenarios, with ChatGPT4 447

leading in the majority of tasks. 448

Trap Issues: With the rise of large generative lan- 449

guage models, concerns about hallucination issues 450

have grown(Xu et al., 2024). In the financial do- 451

main, where reliability is critical, we designed trap 452

questions to assess whether models generate errors 453

under high-precision requirements. The analysis 454

shown in Figure 9 reveals that ChatPDF outper- 455

forms other LLMs, establishing a new SOTA in 456

FinLBench. GLM-4-9B-chat, as the best open- 457

source model, performs comparably to commercial 458
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Table 1: Exam evaluation results of current LLMs provided by GPT-4 | Human Expert on closed-ended and
open-ended tasks.Weights indicates whether we are able to fully access the model weights or we can only use it by
accessing the client.

Evaluated Model Weights Rel Flu Coh Use Con Fid

Open-Ended Tasks

Alphabox ✗ 0.98 | 0.99 2.00 | 2.00 1.96 | 1.97 4.04 | 4.11 3.01 | 3.05 0.77 | 0.77
ChatDOC ✗ 0.94 | 0.94 2.00 | 2.00 1.77 | 1.76 3.23 | 3.21 2.28 | 2.25 0.52 | 0.51

ChatGPT4 ✗ 1.00 | 0.99 2.00 | 2.00 1.95 | 1.94 4.31 | 4.27 3.20 | 2.95 0.88 | 0.87
ChatPDF ✗ 0.85 | 0.81 2.00 | 1.99 1.65 | 1.59 2.59 | 2.43 1.78 | 1.67 0.45 | 0.43
Claude2 ✗ 0.99 | 0.97 2.00 | 2.00 1.92 | 1.92 4.10 | 3.99 2.88 | 2.77 0.76 | 0.74

ERNIE Bot3.5 ✗ 0.89 | 0.89 1.99 | 1.99 1.67 | 1.67 2.95 | 2.95 2.03 | 2.03 0.40 | 0.41
Moonshot ✗ 0.95 | 0.95 2.00 | 2.00 1.92 | 1.92 3.74 | 3.76 2.53 | 2.53 0.65 | 0.70
WarrenQ ✗ 0.89 | 0.89 1.99 | 1.99 1.54 | 1.52 2.42 | 2.43 1.70 | 1.69 0.40 | 0.40

GLM-4-9B-chat ✓ 0.99 | 0.99 2.00 | 2.00 1.86 | 1.89 4.10 | 4.15 2.90 | 2.87 0.65 | 0.65
Qwen2-7B-Instruct ✓ 0.98 | 0.99 2.00 | 1.99 1.82 | 1.82 3.88 | 3.89 2.73 | 2.73 0.68 | 0.69

Closed-Ended Tasks

Alphabox ✗ 0.97 | 0.97 2.00 | 2.00 1.89 | 1.89 3.94 | 3.94 2.64 | 2.64 0.50 | 0.50
ChatDOC ✗ 0.97 | 0.97 2.00 | 2.00 1.78 | 1.78 3.44 | 3.44 2.67 | 2.67 0.72 | 0.72
ChatGPT4 ✗ 1.00 | 0.89 2.00 | 2.00 2.00 | 2.00 4.17 | 3.61 3.11 | 2.69 0.78 | 0.69
ChatPDF ✗ 0.81 | 0.81 1.97 | 1.97 1.53 | 1.53 2.31 | 2.31 1.38 | 1.38 0.28 | 0.28
Claude2 ✗ 1.00 | 1.00 2.00 | 2.00 2.00 | 2.00 4.60 | 4.53 3.60 | 3.40 1.00 | 0.93

ERNIE Bot3.5 ✗ 0.91 | 0.91 2.00 | 2.00 1.74 | 1.74 2.37 | 2.37 1.37 | 1.37 0.34 | 0.34
Moonshot ✗ 1.00 | 1.00 2.00 | 2.00 1.96 | 1.96 4.00 | 4.00 2.73 | 2.73 0.62 | 0.62
WarrenQ ✗ 0.97 | 0.97 1.94 | 1.94 1.67 | 1.67 3.06 | 3.06 2.22 | 2.22 0.58 | 0.58

GLM-4-9B-chat ✓ 1.00 | 1.00 2.00 | 2.00 1.73 | 1.73 4.00 | 4.02 3.19 | 3.19 0.65 | 0.65
Qwen2-7B-Instruct ✓ 1.00 | 1.00 2.00 | 2.00 1.73 | 1.73 4.15 | 4.15 2.96 | 2.96 0.62 | 0.65

Figure 7: Overall performance of LLMs on 8 types of documents with a total score of 15.

models like Moonshot and ChatGPT4, though other459

open-source models still lag behind. These findings460

underscore the importance of continuous model461

refinement to enhance the reliability of LLMs in462

high-stakes financial applications, where precision 463

is paramount. 464

Data Calculation: The high computational de- 465

mands in the financial domain place stringent re- 466
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Figure 8: Overall performance of LLMs on 10 types of sub-tasks with a total score of 15.

Figure 9: Fabrication Rate of different models through
Human Evaluation.

quirements on the data processing capabilities of467

LLMs (LLMs). Thus, evaluating LLMs’ perfor-468

mance on data computation tasks becomes a criti-469

cal measure of their ability to meet the demands of470

financial computations. As illustrated in Figure 10,471

it is evident that, apart from ChatGPT4, the other472

LLMs fall short in terms of data computation capa-473

bilities. Notably, the accuracy rates of Alphabox,474

ERNIE Bot3.5, and WarrenQ are all 0%, despite Al-475

phabox and WarrenQ being domain-specific LLMs476

developed specifically for the financial sector. This477

finding further highlights the areas where financial478

domain-specific LLMs need to focus on for future479

improvement.480

6 Conclusion481

In summary, the work presented in this paper has482

led to the construction of the FinLBench, which483

provides a comprehensive suite of tasks for eval-484

uating LLMs in the financial domain. The pro-485

Figure 10: Data calculation accuracy of different models
through Human Evaluation.

posed six-dimensional evaluation framework also 486

offers a standardized reference paradigm for assess- 487

ing these models. We tested mainstream commer- 488

cial models as well as some high-performing open- 489

source models, and our experiments demonstrate 490

that there remains a gap between the best open- 491

source models and the leading commercial models. 492

Also, we will continuously update and expand the 493

existing dataset in the future to ensure its timeli- 494

ness as a test platform. We believe that the analysis 495

based on our experimental results in FinLBench 496

can offer valuable insights for the development of 497

LLMs in the financial domain. FinLBench focuses 498

on the evaluation of long-document content in the 499

financial sector and can serve as a challenging test 500

platform to drive the progress and improvement of 501

LLMs in handling long financial documents. 502

8



7 Limitation503

• Supports Chinese long financial documents504

only: The proposed evaluation benchmark in505

the paper only supports long financial docu-506

ments in Chinese, which limits its applicabil-507

ity to other language environments. Although508

Chinese is a widely used language in the fi-509

nancial sector, a comprehensive evaluation510

system should consider a multilingual envi-511

ronment, especially in the context of global512

financial markets.513

• Evaluation results lack timeliness: The514

benchmark’s evaluation results only reflect the515

performance of models at a specific point in516

time. As LLMs evolve rapidly with technolog-517

ical advancements, their capabilities may im-518

prove significantly over short periods. There-519

fore, the FinLBench evaluation results need to520

be continuously updated and iterated to accu-521

rately capture the latest model advancements.522

• Limitations of the six-dimensional evalua-523

tion: Coherence ensures clarity in logic and524

structure, and its importance is higher than525

that of relevance and fidelity. In the future, if526

more complex logical analysis algorithms can527

be used to enhance the analytical capabilities528

of LLMs, the weight of coherence can be ap-529

propriately reduced. Helpfulness is given the530

highest weight, but its evaluation may rely too531

much on subjective judgment. In the future,532

user feedback and data on actual application533

outcomes can be used to quantify helpfulness,534

thereby improving the objectivity of the eval-535

uation.536
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A An Evaluation Instance 694

We present an example that includes the entire eval- 695

uation process, as depicted in Figure 11. Initially, 696

we input the question and the original text into the 697

LLMs that is to be evaluated, yielding the model’s 698

output. Subsequently, we input the generated con- 699

tent, the question, and the assessment prompts into 700

the LLMs used for evaluation, which provides a 701

set of generated scores and reasons. Finally, we 702

integrate all the obtained content with the origi- 703

nal text, perform a comparison, and make minor 704

adjustments to the scores to arrive at the final score. 705

Upon receiving the initial score for this particu- 706

lar instance, we made adjustments due to several 707

discrepancies. The relevance score, as provided by 708

the scoring model, surpassed the designated range 709

of 0 to 1 point, leading us to cap the relevance 710

score at 1 point. The coherence score was justified 711

with the comment, "it fails to explain the economic 712

benefits and impact generated," which did not cor- 713

respond to our criteria for coherence. As a result, 714

we revised the coherence score to 2 points. Fidelity, 715

which reflects the model’s adherence to the original 716

text of the document, was initially scored without 717
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Figure 11: An evaluation instance of the proposed FinLBench.

reference to the original text. After comparing the718

generated answer with the original text, we found719

that the original did indeed contain similar content.720

Consequently, we adjusted the fidelity score to 1721

point.722

B Prompt Settings723

B.1 System Prompt724

This section presents a simplified version of the725

system prompt, which is used to guide the model726

in generating responses and scoring them based727

on six evaluation criteria. The complete version728

of the system prompt can be found in the attached729

document.730

B.2 General Tasks Evaluation Prompt731

The general tasks prompt is used to guide the sys-732

tem in evaluating the generated model responses733

based on the reference answer. It includes how734

to compare the generated answer with the refer-735

ence answer and provide specific scores and rea-736

sons. Only the general tasks prompt needs to737

be combined with the system prompt for proper738

evaluation.739

B.3 Trap Issues Evaluation Prompt740

This section presents the prompt used to evaluate741

whether the generated model answer contains fab-742

ricated content. It helps identify any potential fab-743

rication in the model’s generated answer. This744

prompt is used to assess the trustworthiness of 745

generated content. 746

System prompt:
1. Relevance: The relationship between the
question and the answer.
Scoring: 0 points - irrelevant; 1 point - related
to the question.
2. Fluency: The clarity and grammar of the
answer text.
Scoring: 0 points - unclear or has errors; 1
point - understandable but has issues; 2 points
- clear and grammatically correct.
3. Coherence: The logical structure and con-
sistency of the answer text.
Scoring: 0 points - illogical or inconsistent; 1
point - consistent with common sense; 2 points
- logical and well-organized.
4. Helpfulness: The detail, clarity, and align-
ment with the question.
Scoring: 0-5 points based on detailed criteria,
including data, logical flow, and coverage of
all aspects.
5. Consistency: The alignment of the answer
text with the reference answer.
Scoring: 0-4 points based on the level of con-
sistency and accuracy.
6. Fidelity: Whether the answer is faithful to
the reference answer.
Scoring: 1 point - faithful; 0 points - includes
extra or irrelevant information.

747
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General tasks evaluation prompt:
Task Description: Based on the given ques-
tion, reference answer, and the answer to be
evaluated, score the evaluated answer accord-
ing to 6 criteria: relevance, fluency, coherence,
usefulness, consistency, and fidelity. Give an
integer score first, followed by an explanation.
Question:
{question}
Reference Answer:
{reference_answer}
Answer to be Evaluated:
{generated_answer}
Output Format Example:
Relevance: X points
Reason: [Explanation]
Fluency: X points
Reason: [Explanation]
...

748

Trap question prompt:
Task description: Based on the given ques-
tion, reference answer, and generated model
answer, determine whether the generated an-
swer contains fabrication and provide reasons.
Question:
{question}
Reference Answer:
{reference_answer}
Generated Model Answer:
{generated_answer}
Output format:
Fabricated/Not Fabricated
Reason: [Explanation]

749

B.4 Data Calculation Evaluation Prompt750

This section presents the prompt used to evaluate751

whether the generated model’s answer is accurate752

in terms of data calculation, ensuring that the cal-753

culation result is completely consistent with the754

reference answer. It focuses on verifying the cor-755

rectness of calculations in the model’s responses.756

Data calculation evaluation prompt:
Task description: Based on the given data
calculation problem, reference answer, and
generated model answer, evaluate whether the
generated answer is calculated correctly. The
final calculation result must be exactly consis-
tent to be considered correct.
Question:
{question}
Reference Answer:
{reference_answer}
Generated Answer:
{generated_answer}
Output format:
Correct/Incorrect
Reason: [Explanation]

757

C methodology for dataset construction 758

C.1 Financial Long Document Dataset 759

Construction 760

All financial long documents in this dataset are 761

sourced from the information disclosure files of 762

the largest stock exchange in China, the Shanghai 763

Stock Exchange. In determining the eight docu- 764

ment types included in FinLBench, the selection 765

process was guided by both specific industry needs 766

and broader applicability. The aim was to create 767

a comprehensive dataset that reflects the diverse 768

range of documents encountered in financial analy- 769

sis and decision-making processes. Here’s a break- 770

down of the rationale behind the selection: 771

• Research Report: These documents, includ- 772

ing individual stock reports, industry reports, 773

macroeconomic reports, and quantitative anal- 774

ysis reports, are fundamental to investment re- 775

search. Their inclusion is based on the specific 776

need for detailed analysis in investment deci- 777

sions, with text lengths ranging from 10,000 778

to 30,000 words. 779

• Company Major Matters: Primarily includ- 780

ing equity incentive announcements, these 781

documents are crucial for understanding cor- 782

porate governance and employee incentive 783

mechanisms. By analyzing equity incentive 784

announcements, investors and analysts can 785

gain insights into how a company motivates 786

and retains key talent, which is essential for 787

assessing the company’s long-term strategy 788

and potential growth. The document length is 789
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approximately between 300,000 and 500,000790

words.791

• Financial News: Covering financial commen-792

tary and morning reports from mainstream793

financial media, these documents are essential794

for staying updated with market trends and795

news. Their shorter length, between 3,000796

and 10,000 words, makes them suitable for797

quick analysis and decision-making.798

• Conference Roashow: Including earnings799

calls and strategy meetings, these documents800

provide insights into company strategies and801

market positioning. Their text length, rang-802

ing from 10,000 to 50,000 words, reflects the803

detailed discussions typical of such events.804

• Policy Document: Encompassing State Coun-805

cil policy documents, government work re-806

ports, and central bank monetary policy re-807

ports, these documents are vital for under-808

standing regulatory and economic environ-809

ments. Their inclusion is based on the need810

for policy analysis, with text lengths between811

10,000 and 50,000 words.812

• Academic Paper: Covering topics like mon-813

etary policy, foreign exchange reserves, and814

pandemic research, these documents provide815

in-depth theoretical insights into financial is-816

sues. Their text length, ranging from 10,000817

to 30,000 words, supports detailed academic818

analysis.819

• Periodic Report: These documents, includ-820

ing individual stock reports, industry reports,821

macroeconomic reports, and quantitative anal-822

ysis reports, are fundamental to investment re-823

search. Their inclusion is based on the specific824

need for detailed analysis in investment deci-825

sions, with text lengths ranging from 10,000826

to 30,000 words.827

• Company Issuance: This category includes828

IPO prospectuses, bond prospectuses, fund829

prospectuses, annual reports, earnings fore-830

casts & bulletins. These documents are cru-831

cial for understanding corporate actions and832

financial health, with most texts ranging from833

100,000 to 300,000 words, reflecting their834

comprehensive nature.835

The selection of these document types ensures836

that FinLBench addresses both specific industry837

requirements and broader analytical needs, making 838

it a versatile tool for financial professionals and 839

researchers. By covering a wide range of docu- 840

ment types, FinLBench is designed to be applica- 841

ble across various financial scenarios, enhancing 842

its utility and relevance in the field. 843

C.2 Expert-Driven Question Construction 844

We adopted expert-driven methods for question 845

construction in FinLBench to ensure that the 846

dataset aligns with practical financial scenarios 847

and addresses real-world analytical needs. This 848

approach leverages domain expertise to create ques- 849

tions that are precise, relevant, and representative 850

of key challenges in financial analysis. Specifically, 851

the assessment objectives and business scenario 852

descriptions for each question type are shown in 2. 853

C.2.1 Construction Principles 854

In designing the benchmark, we aimed to ensure 855

that the evaluation dataset originates from frontline 856

financial business scenarios and serves as a robust 857

tool across various use cases. To achieve this, we 858

adhered to the following principles: 859

• Scenario Alignment: Questions are crafted 860

to reflect real challenges and inquiries faced 861

by financial analysts in their day-to-day work. 862

• Domain Expertise: Each question is meticu- 863

lously designed by financial experts, ensuring 864

accuracy, contextual relevance, and analytical 865

depth. 866

• Breadth and Relevance: The questions are 867

structured to address a wide range of finan- 868

cial scenarios, representing typical needs and 869

diverse problem types within the industry. 870

C.2.2 Collaborative Development Process 871

We developed the questions through close collab- 872

oration with financial experts from leading secu- 873

rities firms. By engaging with professionals from 874

both business and IT departments, we ensured that 875

the constructed questions resonate with real-world 876

financial practices and challenges. This process 877

ensures that the questions are not only theoretically 878

sound but also practically applicable, forming a 879

strong foundation for evaluating performance in 880

financial long-document analysis. 881

C.3 Constructing Questions Using LLMs 882

We have also implemented the method of construct- 883

ing questions in FinLBench using large language 884
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Figure 12: “2+1+1” Reference Answer Compilation Workflow.

models(LLMs). By using the prompt as a template885

to generate questions using an LLM other than the886

tested model, we found that LLMs not only have887

the ability to generate answers based on documents888

and questions, but also have good performance in889

constructing questions that meet the requirements.890

The prompt template is shown in Figure 13. The891

financial scenario is a description that informs the892

LLM of the scenarios in which these questions are893

raised, including the content or focus that the an-894

alyst wants to understand in the document. The895

question type refers to the type and brief introduc-896

tion of questions that the LLM is designed for.897

To ensure the high quality of the questions posed898

by the LLM and their inclusion in the dataset, we899

have had financial experts review and filter the ques-900

tions raised by the LLM, thereby identifying those901

that are truly valuable.902

Figure 13: Input template for questions constructed
using LLMs.

We have demonstrated an example of construct-903

ing event analysis questions using an LLM, as il-904

lustrated in Figure 14. The first question given by905

the LLM is valuable in the given scenario and is906

adopted, while the second question is rejected due907

to its low relevance and usefulness in the given908

scenario.909

Figure 14: An example of using LLMs to construct
questions: We prompt the LLM to generate questions
by inputting a prompt.

C.4 Hybrid Workflow for Constructing 910

Reference Answers 911

In constructing the reference answers for the FinL- 912

Bench evaluation dataset, we employed a "2+1+1" 913

workflow (illustrated in Figure 12) to ensure high- 914

quality and reliable answers. For closed-ended 915

questions, where clear answers exist within the 916

document, we directly used the relevant content 917

from the original text as the reference answer. For 918

open-ended questions, which constitute 80% of 919

the dataset and often involve financial documents 920

spanning tens of thousands of words, we adopted 921

a hybrid human-AI approach to balance efficiency 922

and quality. 923

Specifically, we began by leveraging two state- 924

of-the-art large language models, ChatGPT 4 and 925

Claude 2, to independently generate two initial 926

answers based on the question and the original 927

financial document. Next, a human expert re- 928

viewed these AI-generated answers, validating 929

them against the document content and integrat- 930

ing the best aspects of both into a cohesive and 931
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comprehensive response. Finally, a second human932

expert conducted a thorough review and optimiza-933

tion of the integrated answer, ensuring accuracy,934

clarity, and alignment with the original document.935

This finalized answer was used as the reference936

answer for the evaluation dataset.937

The adoption of this workflow stems from the938

challenges inherent in creating a predominantly939

subjective question set with significant document940

length. While direct human authorship would be941

prohibitively time-consuming, we observed that942

advanced AI models, with appropriate human over-943

sight, are capable of producing answers that ap-944

proach human-level quality. This human-AI collab-945

oration not only ensures efficiency but also main-946

tains the high standard required for the FinLBench947

dataset.948

D Model Introduction949

Commercial Models950

1. Alphabox 1 is a tool that can automatically gen-951

erate document summaries based on user-uploaded952

documents.953

2. ChatDOC2 is a tool with high accuracy in954

recognizing tables, text, and formulas, capable of955

interacting with multiple documents simultane-956

ously.957

3. ChatGPT43 is a tool that supports multimodal958

document input, including images and text,959

capable of processing texts exceeding 25,000960

words(Achiam et al., 2023).961

4. ChatPDF4 is a tool specifically designed for962

PDF document search.963

5. Claude25 is a large language model with a964

context window of up to 100k tokens.965

6. Moonshot6 is a tool that supports long input,966

capable of interpreting documents exceeding967

200,000 words.968

7. WarrenQ7 is a tool that leverages a large model969

augmented with search capabilities and the Juyuan970

Financial Database.971

8. ERNIE Bot3.58 is a large language model972

featuring knowledge enhancement, retrieval973

enhancement, and dialogue enhancement technolo-974

1Alphabox - https://www.alphabox.top/
2ChatDOC - https://www.chatdoc.com/
3ChatGPT4 - https://chatgpt.com/?model=gpt-4
4ChatPDF - https://www.chatpdf.com/
5Claude2 - https://claude.ai/
6Moonshot - https://kimi.moonshot.cn/
7WarrenQ - https://www.warrenq.cn/
8ERNIE Bot3.5 - https://yiyan.baidu.com/

gies. 975

Open-source Models 976

1. GLM-4-9B-chat supports long-text reasoning 977

with a maximum context of 128K tokens (GLM 978

et al., 2024). 979

2. Qwen2-7B-Instruct has 7.62 billion parameters 980

and supports a context length of up to 131,072 981

tokens (Yang et al., 2024). 982

983
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Table 2: Financial Task Description and Ability Assessment

Question-type Ability assessment Financial task description

Table extraction Parse PDF tables and
Understand

two-dimensional table
data

Accurately identify and refine investment research
data. Financial summary data such as regular

reports generally exist in tables including profit
forecast data in research reports, etc.

Dialogue person
discrimination

Understanding in
multiplayer dialogue

Meeting roadshows usually involve multiple
participants requiring accurate identification of

multiple roles in order to accurately summarize the
content of each role

Keyword extraction Accurate retrieval and
Entity extraction

Summarize the key words of the main theme in
financial documents, including keywords for

conference roadshows
Data extraction Accurate retrieval and

Entity extraction
Extract specific numerical information from

financial documents such as extracting revenue,
gross profit and other indicator data from company

performance meeting minutes and extracting
business indicators such as production and sales

from company reports
Data calculation Mathematical computing Based on the known data in the document further

perform some data calculations such as calculating
derivative indicators

Trap issue The severity of
hallucinations

Hallucination refers to the fact that a large model
generates factual information in the answer that is

not included in financial documents
Logical reasoning Logical reasoning

especially in financial
problems

Assist in future performance analysis based on
company fundamentals or assist in industry trend

analysis based on industry fundamentals
Outline generation Text summarization Serving writing scenarios such as generating brief

outlines for government reports and writing
comments

Event analysis Understanding financial
concepts and Logical
reasoning in financial

reasoning

Further consider the events in the information and
obtain more inferred information. Common

scenarios include quantitative investment policy
analysis, ESG factor mining, etc.

Text summarization Text summarization Summarize the abstracts in financial investment
research documents such as generating document

abstracts for conference roadshows
Information
extraction

Retrieval and Information
extraction

Extract specific information such as identifying
company entities, event queries, etc.

Reading
comprehension

Comprehensive ability in
understanding long texts

Generate relevant data, analytical logic and
conclusions for a certain problem, including

analysis of changes in the company’s gross profit
margin
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