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Abstract001

We introduce opinion units, a novel approach002
to Aspect-Based Sentiment Analysis (ABSA)003
that extends traditional aspect-sentiment pairs004
by including substantiating excerpts derived005
through hybrid abstractive-extractive summari-006
sation. This reduces the information loss inher-007
ent in traditional ABSA methods, and the struc-008
tured format facilitates downstream processing009
tasks. Experiments on benchmark datasets for010
ABSA demonstrate that large language mod-011
els (LLMs) can accurately extract opinion units012
using a few-shot approach. The main types of013
errors are overlooking aspects in the text, and014
characterising objective statements as opinions.015
The method eliminates the need for labelled016
data and allows the LLM to dynamically de-017
fine aspect types. Additionally, we present a018
case study on similarity search for opinions in019
academic datasets and public review data. Our020
results indicate that searches based on opinion021
units are more successful than those using tradi-022
tional data-segmentation strategies, demonstrat-023
ing robustness across datasets and embeddings.024

1 Introduction025

We propose opinion units as a representation for026

subjective viewpoints in text. An opinion unit con-027

sists of (i) an aspect such as price, quality, or loca-028

tion, (ii) an excerpt, which may be lightly sum-029

marised or paraphrased, that contextualises the030

opinion, (iii) and a sentiment such as positive, neg-031

ative or neutral. The structured nature of opin-032

ion units makes them suitable for applications re-033

quiring fine-grained aspect-based sentiment anal-034

ysis (ABSA), such as the mining and retrieval of035

opinions. ABSA goes beyond the surface level036

of traditional sentiment analysis. Instead of as-037

signing a sentiment to an entire text, ABSA iden-038

tifies opinions expressed about particular features039

of, for instance, a product, service or event. This040

multi-faceted analysis provides valuable insights041

for those seeking to understanding public opinion042

on a particular topic. For example, for retailers, 043

ABSA of customer reviews or interactions can sug- 044

gest areas for improvement, personalise marketing 045

strategies, and gauge overall customer satisfaction. 046

Previous work on ABSA has focused on clas- 047

sifying reviews into predefined aspect- and senti- 048

ment categories (Zhang et al., 2022). However, re- 049

cent studies improve on the approach by extracting 050

aspect- and sentiment keywords using sequence-to- 051

sequence models (Zhang et al., 2022; Gao et al., 052

2021). This is a step forward as the category types 053

are no longer set in advance, but they are still lim- 054

ited to the terms used in the analysed text. 055

In this article, we explore how opinion units can 056

be extracted from subjective commentary, specifi- 057

cally customer reviews, by large language models 058

(LLMs). The models are prompted in a way that 059

allows them to dynamically generate aspect cat- 060

egories not explicitly mentioned in the text, and 061

to choose and paraphrase motivating text excerpts 062

that retain only the most relevant information. An 063

example of how opinion units are formed is given 064

in Figure 1 and a formal definition is provided in 065

Section 3. The main benefit opinion units is that 066

they provide a structured representation of the opin- 067

ions expressed in a text, while retaining much of 068

the nuance through the supportive excerpt. 069

Language models excel at many of the tasks in- 070

volved in the generation of opinion units, including 071

information extraction, text summarization, entity 072

recognition, and sentiment analysis. Previous work 073

has successfully applied LLMs to extract propo- 074

sitions, that is, atomic factual statements, to facil- 075

itate question answering in a dense retrieval set- 076

ting where both the query and documents are trans- 077

formed into embeddings (Chen et al., 2023). We 078

transfer this method to the ABSA domain, demon- 079

strating that LLMs can effectively identify opinion 080

aspects, extract concise snippets of text expressing 081

the opinion, and accurately classify the sentiment 082

of the excerpt. 083
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Last Sunday we went to brunch and I had a muffin. It was
amazing! We loved our waiter Stephanie she was so friendly
however the service could have been a little quicker. But on
the whole, we had a great time!
➤ Muffin: I had a muffin. It was amazing. {positive}
➤ Staff friendliness: We loved our waiter Stephanie, she was

so friendly. {positive}
➤ Service speed: The service could have been a little quicker.

{negative}
➤ Overall brunch experience: On the whole, we had a great

time. {positive}

Figure 1: Four opinion units extracted from an example
review. Each unit represents an opinion expressed in the
text and consists of an aspect label, an excerpt from the
text, and a sentiment label. The colour purple indicates
aspects, and orange indicates sentiment terms.

An important advantage of extracting opinion084

units with LLMs stems from the few-shot approach.085

Unlike traditional ABSA methods that often rely on086

pre-defined categories or require labeled training087

data, LLMs can extract opinion units without such088

constraints. This opens doors for broader applica-089

tion across diverse domains and allows for more090

efficient and scalable analysis. Another advantage091

is the atomic nature of opinion units, each of which092

contains only one opinion about a single aspect. In093

contrast, in “raw” review texts, multiple aspects094

may be discussed in the same sentence, or a single095

aspect may be discussed over multiple sentences.096

This makes applications like opinion retrieval and097

opinion mining challenging. Keyword-based ex-098

traction approaches are an alternative, but these099

invariably lead to information loss since they fail100

to capture nuances.101

In the following sections, we first demonstrate102

the ability of LLMs to produce high-quality opinion103

units through an evaluation on benchmark datasets104

frequently used in ABSA research. Furthermore,105

we categorize the errors produced by the LLMs,106

where missing aspects and the conflation of objec-107

tive statements with opinions turn out to be the108

most serious sources of error. Finally, we demon-109

strate the effectiveness of opinion units in dense110

similarity search, where words are represented by111

embeddings. In particular, we show that opinion112

units outperform competing chunking strategies113

such as sentence and passage chunking on real-114

world review datasets, as well as on ABSA bench-115

mark datasets. These positive results suggest that116

opinion units are potentially useful also for dense117

retrieval, retrieval-augmented generation and clus-118

tering applications. For example, in topic mod-119

eling, opinion units can help reveal which topics 120

customers focus on in reviews, and how these cor- 121

relate with overall ratings and reactions. 122

The experiments conducted in this article serve 123

to answer the following research questions: 124

RQ1. To what extent can LLMs generate opinion 125

units? 126

RQ2. What are the types and frequencies of er- 127

rors that LLMs make when generating opinion 128

units? 129

RQ3. How does the performance of opinion units 130

in dense similarity search for opinions com- 131

pare to other data-segmentation strategies like 132

passage- and sentence chunking? 133

2 Related Work 134

This section recalls related work on ABSA, sum- 135

marisation, and information retrieval. 136

2.1 Aspect-Based Sentiment Analysis 137

Aspect-based sentiment analysis is a specialized 138

area within the broader field of sentiment analysis. 139

Its focus is on identifying and extracting sentiment 140

in relation to specific aspects in a given text (Zhang 141

et al., 2022). The analysis typically involves es- 142

tablishing some or all of the following sentiment 143

elements: The aspect category c which is the gen- 144

eral concept to which the sentiment pertains; the 145

aspect term a which is the entity being referred 146

to; the opinion term o which conveys the aspect 147

sentiment; and the sentiment polarity p which is 148

the valance of the emotion expressed (Zhang et al., 149

2022). Given the sentence “the tiramisu was amaz- 150

ing”, these elements could be mapped accordingly: 151

c = ‘dessert’, a = ‘tiramisu’, o = ‘amazing’, and 152

p = ‘positive’. We note that the construction of 153

opinion units involves all four sentiment elements: 154

The opinion label corresponds to the aspect cate- 155

gory, although in our case it is generated on the 156

fly by the LLM rather than chosen from a set of 157

predefined categories. The excerpt in opinion units 158

includes both aspect and opinion terms. Finally, 159

each opinion unit includes a sentiment polarity. 160

Earlier works concentrated on solutions for iso- 161

lated sentiment elements, such as aspect term ex- 162

traction (Liu et al., 2015; Li and Lam, 2017) or 163

aspect category detection (Zhou et al., 2015; Luo 164

et al., 2019). Later studies extract several factors at 165

once, capturing both the opinion aspect and expres- 166

sion (Peng et al., 2020; Gao et al., 2021). Pipeline 167

methods offer a modular approach, decomposing 168
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the overall task into sequential sub-tasks (Peng169

et al., 2020). While this strategy can leverage ex-170

isting solutions and achieve good performance on171

each sub-task, they are prone to error propagation172

where mistakes made in earlier stages cascade and173

negatively impact the final outcome. (Peng et al.,174

2020; Chen et al., 2020).175

We are now seeing significant advancements in176

the implementation of multifaceted analysis tasks.177

A salient example is sequence-to-sequence models178

which output the result of the analysis as a natural-179

language statement. This approach has been shown180

to outperform classification methods and exhibits181

particular strengths in scenarios with limited train-182

ing data thanks to few-shot and zero-shot learn-183

ing (Ma et al., 2019; Zhang et al., 2022).184

A comprehensive understanding of sentiment is185

achieved through the prediction of all four senti-186

ment elements, a process known as Aspect Quad187

Prediction. The task is deemed challenging, with188

the primary hurdle being the accurate pairing of var-189

ious sentiment elements (Zhang et al., 2022). Re-190

cent works, employing pre-trained language mod-191

els, achieve about 60-70% F1 scores on benchmark192

datasets (Zhang et al., 2021a,b).193

In a recent study, Zhang et al. (2023) compare194

several LLMs, including ChatGPT, against smaller195

but fine-tuned models on ABSA. They find that the196

LLMs struggle with fine-grained sentiment anal-197

ysis and are out-performed by the smaller mod-198

els. Since method introduced here encourages the199

LLMs to produce supporting excerpts that add de-200

tail, they could help mitigate this problem.201

2.2 Summarisation202

Opinion mining benefits from both extractive203

and abstractive summarization (Anand Babu and204

Badugu, 2023). The former produces a summarisa-205

tion by concatenating informative segments from206

the source document, whereas the latter generates207

a summary based on the semantics of the source,208

which at a superficial level can be very different209

from the original text. Extractive summarisation210

relevant because it provides evidence in the source211

material for the generated opinion units (Priya and212

Umamaheswari, 2020), but to keep the excerpts213

short and self-contained, a degree of abstractive214

summarisation is necessary.215

Yang et al. (2019) evaluate ChatGPT on abstrac-216

tive summarization. Even with a zero-shot ap-217

proach, the model performs on par with smaller218

LMs fine-tuned for the task. This stands in con-219

trast to the case for aspect-based sentiment analy- 220

sis discussed above, where the smaller, fine-tuned 221

models were more successful (Zhang et al., 2023). 222

A related task is key-point extraction (Bar-Haim 223

et al., 2020a,b, 2021), where the objective is to 224

extract salient viewpoints from a text. Also here 225

LLM-enabled aspect-based approaches have been 226

successfully applied (Tang et al., 2024) and reduce 227

the number of partially overlapping key points. 228

2.3 Information Retrieval 229

Dense retrievers are a common type of modern 230

retrieval systems where a dual-encoder architec- 231

ture transforms documents and queries into dense 232

embeddings for similarity comparison (Ni et al., 233

2022). These similarity functions, also used for 234

embedding-based clustering (Chandrasekaran and 235

Mago, 2021), have limitations in understanding 236

complex semantics and can be misled by irrele- 237

vant information (Chen et al., 2023). Chen et al. 238

(2023) explored using propositions, factual state- 239

ments distilled from text using LLMs (GPT-4), as 240

retrieval units for Wikipedia passage retrieval and 241

retrieval-augmented LLM question answering. Us- 242

ing propositions to segment and index the retrieval 243

corpus outperformed traditional methods like sen- 244

tence or fixed-length passage chunking. In their 245

context of fact retrieval, each proposition repre- 246

sented a single atomic fact with relevant context, 247

phrased concisely in natural language (Chen et al., 248

2023). The authors describe corpus segmenting 249

using propositions as an orthogonal strategy that 250

can be used in conjunction with other methods 251

for improving dense retrieval such as supervised 252

retrievers (Chen et al., 2023), data augmentation 253

(Wang et al., 2022), hybrid sparse-dense retrieval 254

(Luan et al., 2021) or mixed-strategy retrieval (Ma 255

et al., 2023). 256

Compared to traditional chunking methods, 257

propositions offers a high information density with 258

complete context. Comparatively, passage chunk- 259

ing constitutes a coarse information unit, often con- 260

taining unrelated and multiple aspects. This lack of 261

conciseness can distract downstream applications 262

such as retrieval relying on similarity comparison 263

(Yu et al., 2023). Sentence chunking provides more 264

fine-grained information and is appropriate when 265

each aspect is treated in a separate sentence. How- 266

ever, sentences can include multiple aspect and 267

lack necessary context when dependencies span 268

multiple sentences (Yang et al., 2019). 269
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3 Opinion units270

As explained in Section 1, an opinion unit is com-271

posed of three elements: i) an aspect label, ii) a text272

excerpt substantiating a subjective viewpoint on the273

aspect, and iii) a sentiment label that quantifies the274

sentiment expressed according to some set scale.275

Additionally, we outline four key principles that to-276

gether characterize opinion units. These principles277

are inspired by the factual propositions of Chen278

et al. (2023) (see Section 2.3), but are tailored for279

the ABSA domain. They are as follows:280

Atomicity. Every opinion unit should represent281

exactly one opinion (i.e., aspect-sentiment pair).282

Injectivity. No two opinion units should represent283

the same opinion.284

Completeness. Collectively, the set of extracted285

opinion units should encompass all the opinions286

expressed in the text.287

Contextuality. The excerpt associated with each288

opinion unit should explicity name the target289

aspect and give sufficient contextual information290

to motivate the inferred sentiment. If needed, the291

excerpt may refer to other aspects or sentiments.292

When used for data segmentation in applications293

such as customer-satisfaction surveys or brand stud-294

ies, LLM-enabled generation of opinion unit over-295

comes a number of challenges (see Figure 2). First296

of all, opinion units can handle sentences and pas-297

sages with multiple opinions, and as well as opin-298

ions spanning multiple sentences. In these cases,299

traditional segmentation strategies such as sen-300

tence and passage chunking (which we benchmark301

against in Section 4), create irrelevant or uninfor-302

mative chunks. Opinion units, in contrast, isolate303

opinions and adapt the excerpt length to match the304

coverage of the aspect in the source text.305

Another benefit is that the aspect label gener-306

ated by the LLM facilitate the clustering of opinion307

units that refer to the same concept, even though the308

terms and wording used in the source text may vary.309

Similarly, the sentiment label can be used to filter310

opinion units based on sentiment polarity. This311

approach leverages the LLM’s high performance312

in sentiment analysis (Zhang et al., 2023) while en-313

suring efficient inference (see Section 5.2). Incor-314

porating other metadata than sentiment, or a finer315

sentiment scale would also possible and could be316

beneficial for specific applications. For chunking317

strategies like passage- or sentence chunking, the318

presence of multiple opinions or non-opinionated319

text within a single chunk can make sentiment la- 320

beling less straightforward and precise. 321

Finally, the LLM can be prompted to disregard 322

sections of the source text that do not express 323

opinions, which is valuable because also subjec- 324

tively written texts can have strictly objective pas- 325

sages. For example, in the context of restaurant 326

reviews, as statement such as “I went with my two 327

friends and sat in a corner booth” may not have 328

much bearing on the writer’s assessment of the 329

food. In passage- or sentiment chunking, these 330

non-opinionated texts cannot be avoided and add 331

noise to the analysis process. 332

4 Method 333

The experimental evaluation of opinion units com- 334

prises two parts. First, we assess the ability of 335

LLMs to generate well-formed opinion units using 336

the SEMEVAL ABSA benchmark datasets. Sec- 337

ond, we conduct a case study on opinion retrieval, 338

where data segmentation based on opinion units is 339

compared to traditional chunking strategies. 340

4.1 Generation of Opinion Units 341

We generate opinion units using OpenAI’s GPT- 342

3.5 in a few-shot approach. GPT-3.5 was selected 343

for its balance of performance and cost-efficiency; 344

although GPT-4 might offer superior results, the 345

simpler model is sufficient to show the strengths 346

of the approach. The prompt template for generat- 347

ing opinion units is detailed in Appendix A. This 348

template instructs the LLM to perform ABSA, ex- 349

tracting the three components of an opinion unit. 350

An example review with opinion units formatted 351

as a bullet list is provided in the template. This 352

example is designed to address issues discussed in 353

Section 3, such as non-opinionated text and opin- 354

ions spanning multiple sentences. If the generated 355

opinion units deviate from the format defined in 356

the prompt template, the generation is rerun (this 357

happens approximately 5% of the time). 358

For hyperparameters, we opt for a relatively high 359

temperature of 1.3. This value is found effective in 360

distinguishing separate aspects in texts and provid- 361

ing insightful opinion labels. 362

4.2 Opinion Unit Evaluation 363

To assess the correctness of the generated opinion 364

units, we conduct evaluations using the benchmark 365

datasets SEMEVAL Rest15 and Rest16, which con- 366

sist of restaurant-review sentences (Pontiki et al., 367
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Challenge Example of review and extracted opinion units Benefits of opinion units

Passages expressing
multiple opinions

The food is great but the drinks sucked.
➤ Food: The food is great {positive}
➤ Drinks: The drinks sucked {negative}

Unlike passage and sentence chunking, opinion units separate
aspects which avoids noisy and non-concise segments.

Opinions spanning
multiple sentences

We had margaritas. They tasted absolutely wonderful!
➤ Margaritas: We had margaritas. They tasted absolutely

wonderful. {positive}

Opinion units provide full context spanning several sentence.
Sentence chunking provides incomplete context and passage
chunking could be incomplete or include noise, depending
on the length of the relevant passage.

Lack of contextual
information

The restroom was not ADA compliant.
➤ Disabled persons accessibility: The restroom was not

ADA compliant. {negative }

The opinion label generated by the LLM provides helpful
context for later processing steps. In the example, ADA
stands for Americans with Disabilities Act which ensures
equal access for people with disabilities.

Insufficient sentiment
understanding and
filtering

The portion size was perfect... for an ant.
➤ Portion size: The portion size was perfect... for an ant.

{negative}

LLMs are more adept at understanding sentiments or irony
compared to word embeddings at inference time. Opinion
units can be filtered by sentiment.

Figure 2: Examples and summary of four challenges when segmenting opinionated texts for downstream applications
where opinion units provide advantages compared to passage- and sentence chunking.

2016). We compare the generated opinion units368

against the annotations for the Aspect Sentiment369

Triplet Extraction (ASTE) task, provided by Zhang370

et al. (2021a). These annotations include the cor-371

rect opinion and aspect terms as well as sentiment372

polarities. For example, a review sentence “The373

fish was good however the service was terribly slow374

and it took forever to get our food.” would corre-375

spond to the ASTE labels: (fish, good, positive)376

and (service, slow, negative), and the opinion units:377

(“Fish: the fish was good”, positive) and (“Service378

speed: the service was terribly slow and it took379

forever to get our food.”, negative).380

Since the tasks of opinion-unit generation and381

ASTE serve different ends—the latter involves382

extracting keywords and the former generating383

excerpts—we formulate the following, adapted,384

evaluation criteria:385

1. The generated opinion units’ aspect and sen-386

timent labels should correspond to the ASTE387

aspect-sentiment pairs (Zhang et al., 2021a).388

2. Each opinion unit’s excerpt:389

(a) Should be consistent with the unit’s aspect and390

sentiment labels.391

(b) Should not include other aspect or sentiment392

terms, except as needed for motivation.1393

Condition 1 tests for injectivity and complete-394

ness, while conditions 2a and 2b correspond to395

contextuality and atomicity, respectively (Sec. 3).396

For our evaluations, we use the test sets of Res15397

and Res16, selecting only the sentences that, ac-398

1For example, the opinion unit (lamb, “the steak was good,
and so was the lamb”, positive) involves the aspect ‘steak’
which does not have any explanatory value for why the expe-
rience of the lamb was positive, and the mentioning of which
could be avoided by the LLM through paraphrasing.

cording to (Zhang et al., 2021a), include multiple 399

different aspects. Extracting an opinion unit ex- 400

cerpt from a single-aspect sentence is a trivial task, 401

so to make the most of our annotation efforts, we 402

focus on the more complex cases. In total, the eval- 403

uation consists of 239 review sentences, yielding 404

591 opinion units. 405

4.3 Case Study: Opinion Retrieval 406

Whereas the experiment just described tests the vi- 407

ability of LLM-extracted opinion units, the follow- 408

ing case study evaluates the method’s usefulness. 409

Retrieval Tasks. We provide 50 similarity search 410

tasks for restaurant reviews. The goal of the re- 411

trieval system is to return reviews that contain opin- 412

ions that are similar to the opinion provided as 413

the query. The 50 tasks are broken down into 10 414

general tasks and 40 detailed tasks. General tasks 415

correspond to common and overarching opinions 416

found in restaurant reviews, such as overall experi- 417

ence, value for money, and staff friendliness. For 418

instance, Task 1 has the query: “All in all, we had 419

a great time.” For returned reviews to be consid- 420

ered correct, they must express satisfaction with the 421

overall experience. Detailed tasks focus on specific 422

aspects mentioned in fewer reviews. For example, 423

the query for Task 24 is: “The food was cold when 424

we received it.” Returned reviews must detail neg- 425

ative experiences related to receiving cold food at 426

the restaurant. Out of the 50 tasks, half entail a 427

positive sentiment, while the other half reflect a 428

negative sentiment. The full list of review tasks, 429

including queries and task descriptions is found 430

in supplementary material to this paper. Example 431

tasks are provided in Appendix B. 432
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The returned reviews were assessed by a team433

of 4 evaluators who were blind to the chunking434

strategies used. Additionally, the reviews were435

presented in a randomized order to eliminate a po-436

tential source of bias.437

Evaluation Groups. We compare dense retrieval438

based on opinion units to the conventional ap-439

proaches of passage- and sentence chunking440

(Chen et al., 2023). In sentence chunking, each441

sentence serves as a retrievable unit, whereas442

in passage chunking, we employ Langchain’s443

RecursiveCharacterTextSplitter with param-444

eters size=200 and overlap=20. The retrievable445

units in passage chunking are on average longer446

compared to sentence chunking and opinion units,447

as detailed in Table 1. In addition to standard opin-448

ion units, we also use opinion units with sentiment449

filtering as a retrieval unit (denoted opinion + sf450

in results tables). In this approach, only opinion451

units labeled with the specific sentiment demanded452

by the task are considered by the retrieval system.453

For each retrieval strategy, we extract 20 unique454

reviews. Precision @5, 10, and 20 are used to455

evaluate the results.456

The primary dataset used for evaluating the opin-457

ion retrieval case study is the Yelp dataset (Yelp,458

2015), which contains millions of authentic re-459

views. We refine this dataset to include only restau-460

rant reviews, extracting the first 20 000 reviews of461

restaurants located in California to serve as our re-462

trieval corpus. As a secondary dataset, we use a463

concatenation of the SEMEVAL Res15 train and464

test datasets and the Res16 test dataset (excluding465

the Res16 train dataset, as it duplicates the Res15466

train and test reviews). This dataset is consider-467

ably smaller than the Yelp dataset, containing 2 280468

reviews. On average, each review spans approxi-469

mately 14.49 words and 1.75 opinion units. In con-470

trast, the average Yelp review contains 92.7 words471

and 5.5 opinion units, with the 95th percentile ex-472

tending to 257 words and 10.0 opinion units. The473

50 retrieval tasks, are designed to become increas-474

ingly specific. Due to the limited scope of the475

SEMEVAL dataset, we omit tasks 31-50 for this476

dataset. For similar reasons we only report Preci-477

sion @5 and @10 as our evaluation metrics.478

To ascertain the robustness of retrieval re-479

sults we perform the evaluation using two dif-480

ferent embedding models from the sentence-481

transformers framework: all-mpnet-base-v2482

and all-MiniLM-L6-v2 (Transformers, 2024).483

Yelp SEMEVAL
Units Avg. Words Units Avg. Words

Passage 69 890 28.2 2 155 14.3
Sentence 144 039 12.9 2 280 13.5
Opinion Units 110 245 14.8 3 716 10.1

Table 1: The number of units and average number
of words per unit for each combination of dataset
and chunking strategy.

Both embedding models are optimized for gen- 484

eral tasks, including sentiment analysis, how- 485

ever all-mpnet-base-v2 is a considerably larger 486

model (80MB vs. 420MB). For our dense retrieval 487

implementation, we used the Faiss package and its 488

function similarity_search (Langchain, 2024). 489

5 Results and Discussion 490

The generated opinion units as well as evaluation 491

annotations used in Section 5.1 are available as 492

supplementary material. 493

5.1 Opinion Unit Evaluation 494

We evaluate the opinion units generated for the 495

Rest15 and Rest16 test sets with respect to the cri- 496

teria listed in Section 4.1. We find that 540 out 497

of 591 opinion units (90.9%) rate as fully correct, 498

exhibiting 55 errors (an opinion unit can include 499

multiple errors). The high level of performance 500

is promising for downstream tasks. It is impor- 501

tant to note that comparisons with other ASTE and 502

ASQP benchmarks (Zhang et al., 2021a) should be 503

avoided, as they are different tasks with different 504

evaluation criteria. The opinion unit evaluation is 505

excerpt-based, allowing for multiple small varia- 506

tions to be correct, whereas ASTE & ASQP-tasks 507

are strict keyword extraction benchmarks. 508

Furthermore, we categorize the errors to under- 509

stand the types of problems GPT-3.5 encounters 510

when generating opinion units. The frequency of 511

these errors is presented in Figure 3. The error 512

categories are as follows: 513

Atomicity error. An opinion unit lacks atomicity, 514

representing or unnecessarily providing context 515

for multiple opinions. 516

Injectivity error. Collectively, opinion units are 517

redundant, lacking injectivity. 518

Missing aspect. Collectively, the opinion units 519

lack completeness, meaning that not all opinions 520

in the review were captured. 521
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Missing context. An opinion unit is not contextu-522

alized, i.e., does not provide sufficient contextual523

information to motivate the inferred sentiment.524

Non-opinon. A non-opinionated excerpt from the525

text is incorrectly classified as an opinion.526

Sentiment error. The sentiment label of an opin-527

ion unit is incorrect.528

Aspect-term error. The excerpt for a particular529

aspect corresponds to another aspect than the530

opinion label.531

Hallucination. The LLM invents aspects or ex-532

cerpts that are not part of the review.533

Sentiment errors are the most common type of534

error observed. However, 14 out 18 errors are fail-535

ures to recognise neutrality in language. These536

instances are often ambiguous; for example, the537

phrase “the food was nothing more than average”538

might be interpreted as either neutral or negative.539

More serious are errors such as missing aspects540

or categorizing non-opinion statements like “we541

went to sit at the bar” as opinions. These issues re-542

flect the central challenge in ABSA which is isolat-543

ing opinion pairs from text (Zhang et al., 2022), and544

several of the sentences in the benchmark datasets545

are designed to trigger this type of error. Con-546

versely, longer reviews can introduce more errors547

due to context-length strain and longer dependen-548

cies, leading to missing aspects or inclusion of549

non-opinionated text.550

In our test set, the model did not invent aspects or551

excerpts. However, in the expanded datasets used552

for opinion retrieval, hallucinations were observed553

in a few cases, specifically adding an “overall expe-554

rience” label with an invented excerpt correspond-555

ing to the overall sentiment of the review. This556

issue stems from the prompt template used to gen-557

erate opinion units and the handling of “overall558

experience” (see Appendix A). Nonetheless, hallu-559

cination does not seem to be a significant problem560

in opinion-unit generation.561

Potential remedies to mitigate errors in opinion562

unit generation include larger and more sophis-563

ticated language models, fine-tuning models, or564

increasingly relying on abstractive rather than ex-565

tractive summarization. While abstraction could566

improve the isolation of opinion aspects, it may567

reduce the ability to point to specific text segments568

that support the extracted opinions, which is impor-569

tant for transparency and trust.570

Figure 3: Frequency of error types in opinion units
based on the subset of test-data from Rest15 and Rest16
involving more than one aspect.

5.2 Case Study: Opinion Retrieval 571

In our case study we compare the performance 572

of alternative chunking strategies on 50 different 573

retrieval tasks, each of which consists in retrieving 574

reviews which include some specific opinions (see 575

Section 4.3). The retrieval results, presented in 576

Table 2, delineate the performance across datasets 577

(Yelp and SEMEVAL-Rest) and the two different 578

word embedding models. The larger embedding 579

model, all-mpnet-base-v2, leads to better results 580

than the smaller all-MiniLM-L6-v2. 581

Consistently, across all experimental conditions, 582

opinion units outperform passage- and sentence 583

chunking, with sentence chunking being most com- 584

petitive. This implies that opinions in reviews are 585

often expressed within a single sentence. The re- 586

sults show the benefit of the opinion units ability 587

to provide a concise and structured representation 588

in opinion retrieval. Behind the increased retrieval 589

precision lies the ability to solves the challenges 590

highlighted in Section 3 such as passages with in- 591

tertwined opinions and opinion spanning multiple 592

sentences detailed. 593

It is worth noting the large performance gap be- 594

tween standard opinion units and opinion units with 595

sentiment filtering (opinion unit + sf). In our evalu- 596

ation tasks, the objective is to retrieve reviews with 597

certain combinations of aspects and sentiments. Fil- 598

tering by the LLM-generated sentiment labels thus 599

contributes towards an important subgoal. The 600

resulting gains in precision also highlights the limi- 601

tations of word embeddings in sentiment compre- 602

hension (Yu et al., 2017), where words with similar 603

vector representations can exhibit contrasting senti- 604

ment polarities, e.g., “friendly” and “unfriendly”. 605

Refining word embeddings to better reflect both 606

semantics and sentiment is therefore an important 607

avenue for future work (Yu et al., 2017). 608
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Table 2: Precision results for different combinations of dataset and embedding model

(a) Yelp Restaurant, all-mpnet-base-v2

Tasks Chunking strategy Precision
@5 @10 @20

All Passage 61.6 54.4 56.0
(Task 1-50) Sentence 76.4 70.6 63.3

Opinion unit 81.6 74.4 69.5
Opinion unit + sf 88.0 82.2 77.9

General Passage 78.0 76.0 70.5
(Task 1-10) Sentence 90.0 86.0 81.5

Opinion unit 94.0 90.0 86.0
Opinion unit + sf 96.0 92.0 89.5

Detailed Passage 57.7 54.0 52.4
(Task 11-50) Sentence 73.0 66.8 58.8

Opinion unit 78.5 70.5 65.4
Opinion unit + sf 86.0 79.8 75.0

(b) Yelp Restaurant, all-MiniLM-L6-v2

Tasks Chunking strategy Precision
@5 @10 @20

All Passage 54.4 53.6 49.3
(Task 1-50) Sentence 65.6 62.8 54.6

Opinion unit 70.8 65.0 61.1
Opinion unit + sf 82.0 80.4 76.1

General Passage 68.0 68.0 63.5
(Task 1-10) Sentence 78.0 74.0 70.0

Opinion unit 78.0 78.0 76.5
Opinion unit + sf 84.0 89.0 88.5

Detailed Passage 51.0 50.0 45.8
(Task 11-50) Sentence 62.5 60.0 50.8

Opinion unit 69.0 61.7 57.2
Opinion unit + sf 81.5 78.2 73.0

(c) SEMEVAL Res15+Res16, all-mpnet-base-v2

Tasks Chunking strategy Precision
@5 @10

All Passage 53.3 41.7
(Task 1-30) Sentence 53.3 42.0

Opinion unit 67.3 56.7
Opinion unit + sf 74.0 60.3

General Passage 78.0 63.0
(Task 1-10) Sentence 78.0 64.0

Opinion unit 80.0 81.0
Opinion unit + sf 84.0 85.0

Detailed Passage 41.0 31.0
(Task 11-30) Sentence 41.0 31.8

Opinion unit 61.0 44.5
Opinion unit + sf 69.0 48.0

(d) SEMEVAL Res15+Res16, all-MiniLM-L6-v2

Tasks Chunking strategy Precision
@5 @10

All Passage 46.0 42.3
(Task 1-30) Sentence 46.0 42.3

Opinion unit 54.7 46.7
Opinion unit + sf 72.0 62.3

General Passage 58.0 55.0
(Task 1-10) Sentence 60.0 54.0

Opinion unit 68.0 64.0
Opinion unit + sf 78.0 77.0

Detailed Passage 40.0 36.0
(Task 11-30) Sentence 39.0 36.5

Opinion unit 48.0 38.0
Opinion unit + sf 69.0 55.0

6 Summary and Conclusion609

In summary, we have introduced opinion units as a610

concise and contextualised representation for sub-611

jective viewpoints in text, demonstrated that these612

can be automatically extracted with modern lan-613

guage technology, and that they lead to improved614

performance for opinion retrieval tasks.615

The chosen few-shot approach allows the LLM616

to identify aspects without the need for annotated617

data or rigid, predefined, aspect categories. Each618

opinion unit captures a single opinion and is com-619

posed of an aspect label, a text excerpt that contex-620

tualises the opinion on the aspect, and a sentiment621

label that captures the expressed sentiment. These622

units are designed to facilitate downstream appli-623

cations, e.g., clustering and retrieval. By balancing624

abstractive and extractive summarization in the ex-625

cerpt generation, the approach handles difficulties626

such as intertwined opinions, where discussions627

interleave opinions with other topics, and opinions628

that span multiple sentences. Furthermore, the sen-629

timent label is helpful for filtering at inference time,630

mitigating the issue with word embeddings where631

words with contrasting sentiment polarities have632

similar vector representations (Yu et al., 2017).633

Our findings demonstrate the ability of LLMs to 634

accurately extract opinion units from benchmark 635

datasets for aspect-based sentiment analysis. Fur- 636

thermore, a case study involving 50 tasks show- 637

cased the effectiveness of opinion units in opin- 638

ion retrieval using dense embeddings on a large, 639

real-world, review dataset. Our approach outper- 640

formed the traditional methods of corpus indexing 641

of sentence- and passage-level chunking. 642

While our study implemented a baseline dense 643

retrieval system to isolate the impact of opinion 644

units, a more refined implementation could inte- 645

grate various techniques. For instance, sentiment 646

refined word embeddings (Yu et al., 2017), super- 647

vised retrievers (Chen et al., 2023), data augmen- 648

tation (Wang et al., 2022), hybrid sparse-dense re- 649

trieval (Luan et al., 2021) or mixed strategy re- 650

trieval (Ma et al., 2023). These methods should 651

however be compatible with, and complementary 652

to, opinion units. Additionally, it would be interest- 653

ing to cluster opinions based on the corresponding 654

opinion units, to learn how groups of aspects and 655

sentiments correspond to overall ratings or buying 656

decisions, and how the principles of atomicity and 657

contextuality (see Section 3) affect the results. 658
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7 Limitations659

The first group of limitations stems from the need660

for a larger labelled benchmark ABSA dataset. The661

current SEMEVAL datasets are restricted not only662

by the number of reviews, but also by the brevity663

and authenticity of these reviews, as they consist of664

individual sentences rather than complete review665

texts. A larger dataset would enable a more real-666

istic evaluation of opinion unit generation. This667

should ideally include a significant amount of non-668

opinionated texts and of opinions that require multi-669

hop reasoning to understand, challenges that LLMs670

are known to struggle with (Chen et al., 2023).671

Another dataset-related limitation is the absence672

of annotated retrieval datasets specifically for opin-673

ion mining. To address this, we designed 50 cus-674

tom retrieval tasks to simulate opinion retrieval675

and evaluated the top-ranked reviews returned by676

these tasks. Annotated datasets, akin to those used677

in the QA domain (Chen et al., 2023) or TREC678

challenges (Grossman et al., 2016), contain pre-679

annotated relevant documents for each task and680

would facilitate a more comprehensive assessment681

using recall and F1 metrics. Such datasets would682

provide a more holistic understanding of retrieval683

performance, complementing the precision-based684

evaluation we currently employ.685

Secondly, our opinion-retrieval system is not op-686

timised. The advantage of a a simpler implemen-687

tation is that we can isolate the effect of opinion-688

units on retrieval performance. However, we do689

not demonstrate the effectiveness of opinion units690

in refined downstream applications. While similar-691

ity comparison using dense embeddings presents692

many advantages in finding similar textual passages693

it can also produce undesired outcomes. For in-694

stance, in Retrieval Task 6, which required retriev-695

ing negative opinions on value for money, reviews696

containing phrases like “we had a bad experience”697

were returned because the word embedding model698

deemed them semantically similar to “bad value699

for money”. A simple keyword search for “price”700

could, for this specific task, have returned reviews701

more aligned with the intended results, at least702

from an aspect-matching perspective. Additionally,703

while word embeddings capture sentiment to some704

extent, terms such as “accessible” and “inaccessi-705

ble” with contrasting sentiment polarities can have706

similar vector representation (Yu et al., 2017). A707

more sophisticated implementation could include708

training of a supervised retriever (Chen et al., 2023)709

(also requiring labelled relevance data), refining 710

word embeddings for sentiment analysis (Yu et al., 711

2017), or data augmentation (Wang et al., 2022). 712

Hybrid sparse-dense retrieval (Luan et al., 2021) 713

or mixed strategy retrieval (Ma et al., 2023) could 714

also be beneficial. These methods should be syner- 715

gistic with opinion units, where the segmentation 716

of the retrieval corpus into structured opinion is a 717

separate pre-processing step. 718

Finally, our evaluation of opinion units as a 719

structure for opinions was limited to customer re- 720

views. Other opinionated texts, such as longer po- 721

litical writings, could present additional challenges. 722

These texts may make it more difficult to extract 723

excerpts that contextualize an opinion, and they 724

may require a greater degree of abstractive summa- 725

rization to accurately capture the context. 726
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Appendix A: Prompt template for opinion 900

unit generation 901

In Figure 4 we provide our prompt use to create 902

opinion units for restaurant reviews. 903

Figure 4: Prompt template for input review text to opin-
ion units.

Appendix B: Case Study Task Examples 904

In this appendix we provide six examples of tasks 905

for the case study on opinion retrieval. The full de- 906

tails of the 50 tasks are provided in the supplemen- 907

tary material. The 50 tasks consist of 10 general 908

tasks and 40 detailed tasks. General tasks corre- 909

spond to common and overarching opinions found 910

in hotel reviews, such as overall experience, value 911

for money, and staff friendliness. Tasks 11-50 fo- 912

cus on more specific aspects mentioned in fewer 913

reviews. Each task has 5 data fields: 914

1. ID: the task’s ID 915

2. Title: the task’s title 916

3. Task description: a description describing crite- 917

ria for which reviews that should be annotated as 918

relevant. 919

4. Sentiment: the sentiment (positive or negative) 920

that reviews should have towards the task as- 921

pect. This sentiment field is used for the retrieval 922

method: opinion units + sentiment filter. 923

5. Query: the query that is used to retrieve reviews. 924
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Task 1: Overall Experience (positive)925

• ID: 1926

• Title: Overall Experience (positive)927

• Description: Reviews should include positive928

opinions from customers expressing satisfaction929

or enjoyment of their overall experience. Positive930

opinions about specific aspects, even if their are931

several, are not enough.932

• Sentiment: positive933

• Query: On the whole, it was an excellent experi-934

ence935

Task 6: Value for Money (negative)936

• ID: 6937

• Title: Value for Money (negative)938

• Description: Assessment of whether the prices939

are justified by the quality, service, food, expe-940

rience etc. The review should mention EXPEN-941

SIVE prices/ bad value for money etc.942

• Sentiment: negative943

• Query: It was expensive and bad value for944

money945

Task 9: Restaurant Atmosphere (positive)946

• ID: 9947

• Title: Restaurant atmosphere (positive)948

• Description: Reviews should include positive949

opinions from customers expressing satisfaction950

with the atmosphere, ambiance or overall vibe951

of the restaurant.952

• Sentiment: positive953

• Query: The restaurant had a great atmosphere954

Task 22: Portion sizes (negative)955

• ID: 22956

• Title: Portion sizes (negative)957

• Description: Reviews should include negative958

opinions about the portion sizes of the dishes959

served at the restaurant. Customers should ex-960

press dissatisfaction with the quantity or value961

of the food portions.962

• Sentiment: negative963

• Query: I was dissatisfied with the portion size964

Task 37: Accomodating for food allergies965

(positive)966

• ID: 37967

• Title: Accomodating for food allergies (posi-968

tive)969

• Description: The review should highlight or970

provide examples of how well the restaurant971

handled accommodations for food allergies and 972

special dietary needs such as lactose, gluten etc. 973

• Sentiment: positive 974

• Query: They were very accommodating of my 975

food allergies 976

Task 48: Too hot in restaurant (negative) 977

• ID: 48 978

• Title: Too hot in restaurant (negative) 979

• Description: Reviews should include negative 980

opinions/experiences about the temperature be- 981

ing too hot for comfort inside the restaurant. 982

• Sentiment: negative 983

• Query: It was too hot inside the restaurant 984

Appendix C: Computation details 985

All steps of the computational experiments were 986

conducted on a laptop. The most computation- 987

ally intensive task was embedding the review 988

chunks. Using the larger embedding model, 989

all-mpnet-base-v2, this process took approxi- 990

mately 5 hours per chunking strategy for the dataset 991

consisting of 20,000 Yelp reviews. In contrast, the 992

smaller model, all-MiniLM-L6-v2, completed the 993

same task in about 20 minutes. 994

Appendix D: Opinion Retrieval Evaluation 995

Details 996

The reviews returned for the opinion retrieval tasks 997

were assessed by a team of four evaluators. This 998

team included one of the article’s authors, along 999

with friends and associates, none of whom were 1000

compensated for their participation. The evaluators 1001

were blind to the chunking strategies used, and the 1002

reviews were presented in a randomized order to 1003

eliminate potential sources of bias. 1004

The evaluators’ task was to determine the rele- 1005

vance of the reviews to the provided retrieval task 1006

descriptions. Examples of these task descriptions 1007

can be found in Appendix B, with the full list avail- 1008

able in the supplementary materials. Detailed in- 1009

structions for the evaluation were provided orally. 1010

More practical instructions for the evaluation were 1011

provided orally. 1012

12


	Introduction
	Related Work
	Aspect-Based Sentiment Analysis
	Summarisation
	Information Retrieval

	Opinion units
	Method
	Generation of Opinion Units
	Opinion Unit Evaluation
	Case Study: Opinion Retrieval

	Results and Discussion
	Opinion Unit Evaluation
	Case Study: Opinion Retrieval

	Summary and Conclusion
	Limitations

