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Abstract

Speech language models (SpeechLMs) process and generate acoustic data only,
without textual supervision. In this work, we propose TWIST, a method for
training SpeechLMs using a warm-start from a pretrained textual language models.
We show using both automatic and human evaluations that TWIST outperforms
a cold-start SpeechLM across the board. We empirically analyze the effect of
different model design choices such as the speech tokenizer, the pretrained textual
model, and the dataset size. We find that model and dataset scale both play
an important role in constructing better-performing SpeechLMs. Based on our
observations, we present the largest (to the best of our knowledge) SpeechLM both
in terms of number of parameters and training data. We additionally introduce two
spoken versions of the StoryCloze textual benchmark to further improve model
evaluation and advance future research in the field. We make speech samples, code
and models publicly available.2

1 Introduction

Speech is the earliest form of human language. Although it contains more than just textual content
(e.g., intonation, non-verbal vocalizations), most spoken language understanding systems are limited
to its textual form [Wen et al., 2015, Bastianelli et al., 2020, Gupta, 2022]; see Qin et al. [2021]
for a recent survey. Recent progress in speech language modeling [Touvron et al., 2023], speech
synthesis [Kong et al., 2020], and acoustic unit discovery [Hsu et al., 2021] provided the ability to
build purely speech-based language models, henceforth, SpeechLMs [Lakhotia et al., 2021]. However,
despite the fast-growing presence of speech and audio content,3 text is still by far the most dominant
language modality on the web. This limits the ability of constructing large SpeechLMs, in contrast to
the great success of textual Language Model (LM)s [Devlin et al., 2019, Raffel et al., 2020, Brown
et al., 2020, Chowdhery et al., 2022]. The development of large textual LMs trained on massive text
corpora allows such models to effectively perform various tasks based on either few examples or
textual instructions [Brown et al., 2020, Touvron et al., 2023]. Such LMs often serve as a foundational
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Figure 1: Generative Spoken Language Modeling: the pipeline is composed of three main components
(i) Speech tokenizer; (ii) SpeechLM; and (iii) Token-to-speech. This paper introduces TWIST,which
initializes the weights of the SpeechLM from a pretrained text LM.

model to be fine-tuned on other tasks such as text classification [Howard and Ruder, 2018], textual
instructions [Ouyang et al., 2022], or code generation [Le et al., 2022, Nijkamp et al., 2022].

This success raises the question whether textual LMs can be leveraged to improve SpeechLMs.
On the one hand, as both modalities operate on completely different granularity levels (pseudo
phoneme-states level vs. sub-word level), it is unclear whether such transfer will bring any benefit.
On the other hand, speech and text are closely connected, and thus it is natural to consider transferring
models across these modalities. Indeed—previous work was able to train speech and text LMs jointly,
focusing on improving speech translation [Bapna et al., 2021, Cheng et al., 2022, Bapna et al., 2022]
or transcription tasks [Ao et al., 2021, Chen et al., 2023].

In this work, we show that textual LMs can benefit SpeechLMs. We propose TWIST, Textually
Warm Initialized Speech Transformer Language Models, a method for initializing SpeechLMs from
a pretrained textual LMs (see Fig. 1). Our empirical findings suggest that such a simple approach
is highly effective and provides a consistent improvement across all the evaluated metrics, both
automatic and human evaluations. We provide an extensive empirical analysis studying the effect of
model and data scale, model architecture, and speech tokenizer on the overall model performance.
Based on our observations, we present the largest SpeechLM to date (to the best of our knowledge),
both in terms of size (13B parameters) and training data (∼150k speech hours). Finally, to better
evaluate SpeechLMs capabilities to model long contextual spoken sentences, we generate two spoken
versions of the StoryCloze benchmark [Mostafazadeh et al., 2016]. We synthesize all the stories from
the original StoryCloze test set using either the original distractor or a randomly chosen one. Each of
the versions evaluates different properties of SpeechLMs; the former captures fine-grained temporal
commonsense relation, while the latter captures coarse global sentence coherence.

Our contributions: (i) We introduce TWIST, a textually warm initialized speech transformer
language model. We empirically show how text-based LMs can be adapted into SpeechLMs, yielding
consistent improvements across all evaluated metrics, including both automatic and human ones; (ii)
We provide extensive analysis considering the different components of SpeechLMs. Our analysis
sheds light on the different model design choices and how they affect model performance; (iii) We
leverage our finding and train the largest SpeechLM to-date in terms of the number of parameters
and the amount of training data; (iv) We provide two spoken versions of the StoryCloze dataset
capturing different aspects of the spoken content. We hope such datasets will be helpful for the
research community to better evaluate SpeechLMs under different setups.

2 Using Textual LMs to Improve SpeechLMs

We formally describe the proposed method. We start (Section 2.1) by presenting the relevant
background, including the Generative Spoken Language Modeling (GSLM) pipeline, which we build
on, and relevant LM formulation. We then present TWIST, our proposed method (Section 2.2).

2.1 Background

In this work we follow the GSLM framework [Lakhotia et al., 2021]. The general GSLM pipeline is
composed of three main modules, each trained separately: (i) a speech tokenizer, (ii) a SpeechLM,
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and (iii) a vocoder module (i.e., Token-to-speech). Speech resynthesis can be achieved while ignoring
the language model and directly feeding the quantized tokens into the vocoder module [Polyak et al.,
2021]. In the following, we provide background for each of the components mentioned above. See
Fig. 1 for a visual description.

Speech tokenizers encode raw speech into a discrete representation. The common approach is to first
encode the speech into a continuous representation and then quantize the representation to achieve a
sequence of discrete tokens [Tjandra et al., 2019, 2020, Lakhotia et al., 2021, Borsos et al., 2022].

Formally, denote the domain of audio samples by X ⊂ R. The representation for a raw signal is
therefore a sequence of samples x = (x1, . . . , xT ), where xt ∈ X for all 1 ≤ t ≤ T .

Consider an encoder network, f , which gets as input the speech utterance and outputs a sequence of
spectral representations sampled at a low frequency as follows f(x) = (v1, . . . , vT ′), where T ′ is
determined by the frame rate of the encoder. Note that we do not assume anything about the structure
of the encoder network f . Lakhotia et al. [2021] evaluated several speech encoders, namely, Mel-
spectrogram, Contrastive Predictive Coding [Oord et al., 2018, CPC], wav2vec2 [Baevski et al., 2020],
and HuBERT [Hsu et al., 2021]. They found that HuBERT provides the best overall performance,
and hence we follow the same setup.

Since the representations learned by such models are usually continuous, a k-means algorithm
[MacQueen, 1967] is applied over the models’ outputs to generate discrete tokens, denoted as
z = (z1, . . . , zT ′). Each element zi in z is a positive integer, zi ∈ {1, . . . ,K} for 1 ≤ i ≤ T ′, where
K is the number of discrete tokens of the vocabulary Z = {1, . . . ,K}.

Language models aim to learn the underlying joint probability of token sequences p(w1, . . . , wn).
Each token wi belongs to a vocabulary W , defined by a tokenizer.4 Using the chain rule, the joint
probability of a sequence can be computed as a product of its conditional probabilities:

p(w1, . . . , wn) =

n∏
i=1

p(wi|wi−1, . . . , w1).

Neural LMs, parameterized by θ, aim to model the probability pθ(wi|c(wi−1, . . . , w1)), where c is
a representation of the previous tokens. The network parameters θ are learned by minimizing the
negative log likelihood loss between the predicted and true probability distributions, such that

ℓ(θ, w) = −
n∑

i=1

log pθ(wi|c(wi−1, . . . , w1)).

The network parameters θ are typically initialized with values sampled from a predefined distribution,
e.g., a uniform or a centered Gaussian distributions [Glorot and Bengio, 2010].

Speech Language Models (SpeechLMs) are trained on the extracted discrete speech tokens, z, using
a speech tokenizer. When operating on z, SpeechLMs enable directly modeling spoken data without
accessing textual transcriptions. Such a modeling framework additionally allows for capturing and
modeling prosodic features [Kharitonov et al., 2021], as well as speaker identity [Borsos et al., 2022],
or even natural dialogues [Nguyen et al., 2022]. This is in contrast to using textual features, which do
not encode such information.

Token-to-speech modules convert the speech discrete tokens to a raw waveform. Lakhotia et al.
[2021] used a Tacotron2.0 [Shen et al., 2018] based model followed by WaveGlow [Prenger et al.,
2019] vocoder. Later, Polyak et al. [2021] proposed a token-based vocoder based on the HiFi-GAN
architecture to convert tokens to speech directly. Such a paradigm seems to provide high-quality
generations with better efficiency, as it uses only one model rather than two. As such, we use their
approach in this work for our token-to-speech models.

2.2 Textually Warm-Initialized Speech Transformer Language Models

We propose TWIST, a method for training SpeechLMs initialized from a pretrained text LM, such
as OPT [Zhang et al., 2022], and LLaMA [Touvron et al., 2023]. TWIST first replaces the original
text vocabulary W with Z , the set of speech tokens (see Section 2.1), and sets the tokenizer to be

4Typically for text LMs, the tokenizer considers words or sub-words [Sennrich et al., 2016].
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Table 1: Speech datasets statistics. We report both the number of hours in the training data of each
dataset together with the number of speech tokens used to train the speech language model.

LIBRISPEECH LIBRILIGHT SPOTIFY PEOPLE VOXPOPULI OVERALL

Hours 960 53k 59k 17k 20k 150k
Tokens-50Hz 86M 4.79B 5.34B 1.54B 1.76B 13.52B
Tokens-25Hz 58M 3.19B 3.56B 1.02B 1.17B 9.00B

a speech based tokenizer. We then replace the text lookup table with a new randomly initialized
embedding table for the speech tokens. The rest of the body of the network remains unchanged
during initialization time. Finally, TWIST continues training the entire SpeechLM using speech data.
A visual description can be found in Fig. 1.

One might wonder whether initializing a speech model with a textual one makes sense, as speech
tokens operate on 20-40ms windows while text tokenizers span longer concepts (e.g., sub-words).5
Nonetheless, previous work showed that speech and text LMs can be trained jointly to improve either
machine translation [Bapna et al., 2021, Cheng et al., 2022, Bapna et al., 2022], or transcription based
speech related tasks [Ao et al., 2021, Chen et al., 2023]. We next show that SpeechLMs can benefit
from textual LM initialization. We recognize that more advanced methods for converting speech
tokens to word tokens probably exist, and hope this study will motivate researchers to explore them.

3 Experimental Setup

We follow the same setup as described in Section 2.1. Similarly to Lakhotia et al. [2021], we consider
HuBERT [Hsu et al., 2021] followed by a k-means quantizer as the speech tokenizer. We use a token
based HiFi-GAN neural vocoder as our Token-to-speech model, with duration predictor as in Polyak
et al. [2021], Lee et al. [2021]. Then we optimize, compare and analyze the performance of various
SpeechLMs considering different setups.

3.1 Datasets

All SpeechLMs are optimized using a collection of publicly available academic speech datasets:
LibriSpeech (LS) [Panayotov et al., 2015], LibriLight (LL) [Kahn et al., 2020], Spotify pod-
casts [Clifton et al., 2020], People dataset [Galvez et al., 2021], and VoxPopuli [Wang et al., 2021a].
We filter non-English data using the provided meta-data. This results in ∼150k hours, which translate
to 13.5B tokens using a token frequency of 50Hz and 9B tokens using a token frequency of 25Hz.
See Table 1 for detailed descriptions of the datasets. To the best of our knowledge, this is the first
work that uses this scale of data to train SpeechLMs.

In cases where no pre-defined validation and test sets are available, we randomly sample 2% of the
data serving as the validation set and an additional 2% for the test set. Unless stated otherwise, in all
setups reported results are the average across all different test sets.

3.2 Model & Hyperparameters

Our main family of textual LMs is OPT [Zhang et al., 2022]. We examine three model sizes: OPT-
125M, OPT-350M and OPT-1.3B, corresponding to 12/24/24 transformer blocks and 768/1024/2048
hidden dimension, respectively.6 We also consider other pretraining approaches, e.g., different
pretraining corpora, and experiment with BLOOM [Scao et al., 2022] and Pythia [Biderman et al.,
2023], both with equivalent sizes to OPT-350M/1.3B. For each model size, we compare two variants:
TWIST, i.e., a warm initialization from a textual LM, and a cold (randomly initialized) model
following the original GSLM approach (henceforth COLD-INIT). We use 8 GPUs for training, except

5Considering a speech rate of ∼120 words per minute (https://virtualspeech.com/blog/average-
speaking-rate-words-per-minute) an average word duration is 500ms, which means that SpeechLMs
represent a single word using 12–25 tokens.

6The actual number of parameters of the SpeechLMs is about 10–25% lower than the text ones since we
replace the text embedding layer with a smaller speech embedding layer, due to the smaller speech vocabulary.
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Table 2: Zero-shot modeling results for different number of tokens and downsampling factors
(Frequency), with and without TWIST. We report PPL over speech tokens, sWUGGY, sBLIMP.
Bold indicates the best model for each tokenizer, and we underline the best performing model overall
for sWUGGY and sBLIMP (PPL results are incomparable across tokenizers).

TWIST # TOKENS FREQ. PPL↓ SWUGGY↑ SBLIMP↑
✗ 100 50Hz 5.26 68.91 53.80
✓ 5.03 71.30 55.96
✗ 200 50Hz 5.61 69.85 53.48
✓ 5.29 72.92 55.91
✗ 500 50Hz 6.36 66.65 50.79
✓ 5.85 70.69 52.71
✗ 500 25Hz 6.65 79.44 54.84
✓ 6.25 81.42 56.20

for the 1.3B models, which use 32 GPUs. In all cases, we choose the best checkpoint by the averaged
speech perplexity of the model over the validation sets.

For the speech tokenizers, we quantize HuBERT representations, which operate at 50Hz, with 100,
200, and 500 clusters using the k-means algorithm. HuBERT is trained on LS 960h, while k-means
are trained over the ‘clean-100h’ part only from the LS corpus. Models and quantizers are obtained
from the textless-lib [Kharitonov et al., 2022]. Inspired by Chung et al. [2021] and Borsos et al.
[2022], we also trained a new HuBERT tokenizer with a lower sampling rate. We trained the HuBERT
model on a varied mixture of datasets: Multilingual LS [Pratap et al., 2020], Vox Populi [Wang et al.,
2021a], Common Voice [Ardila et al., 2019], Spotify [Clifton et al., 2020], and Fisher [Cieri et al.,
2004]. More details regarding model setups can be found in Appendix A.1.

3.3 Evaluation

Evaluating such a complex pipeline comprised of several different components is a challenging
task. We follow Lakhotia et al. [2021], who were the first to propose an evaluation setup for this
pipeline. We also introduce a novel evaluation framework based on the StoryCloze textual benchmark
[Mostafazadeh et al., 2016]. Overall, we consider three different evaluation setups: (i) Zero-shot
modeling; (ii) Human evaluation; and (iii) Spoken StoryCloze.

Zero-shot modeling metrics. We use the sWUGGY and sBLIMP [Nguyen et al., 2020] metrics to
evaluate lexical and syntactic modeling of the SpeechLMs. In sWUGGY, the network is presented
with a pair of utterances, an existing word and a matching non-word, and evaluated on their capacity
to attribute a higher probability to the existing word. Unless stated otherwise, we follow the common
approach [Lakhotia et al., 2021] and report the “in-vocab” split results. As for sBLIMP, similarly
to sWUGGY, the network is presented with a matched pair of speech segments, grammatical and
ungrammatical sentences. The task is to decide which of the two is grammatical based on the
probability of the sentence. For both measures, we compare the geometric mean over the models’
sequence probabilities assigned to each utterance within a pair. We additionally report speech tokens
Perplexity (PPL), averaged across all test sets. We note that while PPL is not comparable across
different tokenizers, it can be helpful to compare TWIST against COLD-INIT.

Human evaluation. To better assess the quality of the generated outputs, we follow the same setup as
the Meaningfulness MOS [MMOS; Lakhotia et al., 2021]. In this setup, human raters are presented
with several speech continuations (∼10 seconds) following the same speech prompt (∼3 seconds),
and are instructed to evaluate how natural (considering grammar, meaning, and diversity) a given
sample is, on a scale between 1–5 with increments of 0.5. For speech prompts, we randomly sample
a collection of 50 examples from the test sets of three different datasets: LL, LS-clean and LS-other
to reach overall 150 samples per evaluated method. We enforce 10 raters per sample and use the
CrowdMOS [Ribeiro et al., 2011] package with the recommended recipes for detecting and discarding
inaccurate scores.
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Figure 2: (a) PPL as a function of training set and model sizes. (b) Validation PPL as a function of
training steps. TWIST is both more sample-efficient and converges faster than COLD-INIT.

We note that Lakhotia et al. [2021] also proposed computing PPL and auto-BLEU over the tran-
scription of the generated speech to assess both quality and diversity of the generations. While this
metrics are automatic, they are highly influenced by numerous factors such as speech vocoder quality,
Automatic Speech Recognition (ASR) transcription errors, sampling, etc. In preliminary results, we
observe a high variance when computing this metric, hence we focus on a human study, and report
these metrics for our main family of models in Appendix A.2.

Spoken StoryCloze. Finally, to better evaluate the capabilities of SpeechLMs in capturing
fine-grained textual nuances and continuation coherence, we provide two spoken versions of
the StoryCloze textual benchmark [Mostafazadeh et al., 2016], denoted by Spoken StoryCloze
(SSTORYCLOZE) and Topic StoryClose (TSTORYCLOZE).7 The textual StoryCloze benchmark
contains 4k five-sentence commonsense stories (split to validation and test sets). For each story, there
is an additional negative sample, composed of the first four sentences followed by a fifth, adversarial
sentence. The goal is to distinguish the original fifth sentence from the negative one. To generate the
spoken benchmark, we synthesize the stories from the test set using a single speaker TTS system
as provided by Wang et al. [2021b], comprised of a FastSpeech2.0 model [Ren et al., 2020] and a
HiFi-GAN vocoder [Kong et al., 2020].8

For SSTORYCLOZE, we follow the original StoryCloze negative samples. With this benchmark, we
evaluate models’ capabilities to capture fine-grained causal and temporal commonsense relations. For
TSTORYCLOZE, we randomly sample the negative ending sentence from the dataset. The premise
behind TSTORYCLOZE is to evaluate continuation coherence given a spoken prompt. This version is
far easier, but our experiments show that it is still quite challenging for modern SpeechLMs. Similar
to sWUGGY and sBLIMP, we feed both speech segments to the SpeechLM, measure the probability
of each spoken sentence, and report the percentage of examples where the probability of the positive
sample is higher than the negative one.

We also conduct human evaluation on both datasets in order to measure human performance over the
speech benchmarks (which may differ from their text equivalents). We introduce human raters with
both options and let them rate each one according to MMOS [Lakhotia et al., 2021], in a scale of 1–5
with 0.5 increments. The human score for this benchmarks is the proportion of samples where the
score given by the rater is higher for the correct utterance. We use 10 raters for each pair of utterances
and use the CrowdMOS [Ribeiro et al., 2011] package with the recommended recipes for detecting
and discarding inaccurate scores.

7Both datasets are available at https://github.com/slp-rl/SpokenStoryCloze
8We introduce a 100ms of silence between segments to generate naturally spoken sentence.
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Table 3: Comparison of TWIST-7B/13B models against prior work. We report sWUGGY, using
both ‘in-vocab’ words and ‘all’ words, along with sBLIMP.

METHOD
PPL↓ SWUGGY↑ SBLIMP↑

all in-vocab

van Niekerk et al. [2021] – 64.3 72.3 54.0
Lakhotia et al. [2021] – – 68.7 57.1
Borsos et al. [2022] – 71.5 83.7 64.7
COLD-INIT-1.3B 6.20 72.2 81.9 56.5
TWIST-1.3B 5.93 72.7 82.5 57.0
TWIST-7B 5.47 73.9 83.6 59.0
TWIST-13B 5.34 74.5 84.1 59.2

4 Results

SpeechLMs benefit from warm initialization using text LMs. We start by evaluating the effect
of the warm initialization on SpeechLMs. We compare two versions of OPT-350M, with warm
(using TWIST) and cold initialization (COLD-INIT), for different frequencies and different number
of tokens. Results are reported in Table 2. We observe a consistent improvement across all metrics
following the TWIST approach. Interestingly, using speech tokens with larger downsampling factor
(i.e., smaller frequency) leads to substantially better sWUGGY and sBLIMP results. These findings
are consistent with Borsos et al. [2022], and also reflected by the speech resynthesis results, see
Appendix A.3. For the rest of the paper we report results using the speech tokenizer with 500 tokens
at 25Hz, which gets the best sWUGGY and sBLIMP results. For compatibility with prior work
[Lakhotia et al., 2021], results for the speech tokenizer with 200 tokens at 50Hz are in the Appendix.

Scaling improves SpeechLMs. As prior work mainly considered relatively small SpeechLMs (e.g.,
∼100M parameters in Lakhotia et al. [2021], Kharitonov et al. [2021]) and relatively small training
data (e.g., Borsos et al. [2022] use LL only), in the following we evaluate the effect of model and
dataset scaling on the overall performance.

We train three different SpeechLMs using the OPT family. For each model size, we increase the
magnitudes of training data, considering 1%, 10%, and 100% of the training data with both TWIST
and COLD-INIT. Our results (Fig. 2a and Fig. 5; Appendix A.4) first highlight that, as in our
previous experiments, SpeechLMs initialized using TWIST perform consistently better than those
with COLD-INIT. We next note that, as expected, increasing the model size and the magnitude of
the dataset improves model performance in almost all cases. Further, for all model scales, following
the TWIST approach with only 10% of the data yields comparable or superior performance than
the corresponding COLD-INIT approach using 100% of the data. This is consistent with previous
findings that pretraining leads to higher sample efficiency for downstream tasks [Peters et al., 2018].
The full set of results for the corresponding models can be found on Table 7 in Appendix A.4.

TWIST converges faster. Next, we analyze how textual pretraining affects model convergence.
Fig. 2b presents the validation loss training curves for OPT-350M. We observe that using TWIST, the
model reaches the same PPL in about one quarter of the training updates compared to COLD-INIT.

Not all warm initializations are equally important. We have so far seen that warm initialization
from OPT models is consistently beneficial for SpeechLMs. Are OPT models unique in this sense, or
could other pre-trained models similarly benefit SpeechLMs?

To address this question, we start by reporting results for different pre-trained text LMs. We consider
different textual pre-training approaches—BLOOM [Scao et al., 2022] and Pythia [Biderman et al.,
2023]—both of similar size to OPT-350M/1.3B. Tables 8 and 9 in Appendix A.5 shows similar trends
to our OPT experiments, in which using textually pretrained LMs yields consistently better results.

We next ask whether initialization of SpeechLMs from pre-trained text LMs is particularly important,
or would initialization from other pre-trained modalities similarly benefit SpeechLMs. We consider
ImageGPT [Chen et al., 2020], an image-generation pre-trained model. We find (Table 10; Ap-
pendix A.6) that unlike the textual initialization, this model not only does not outperform COLD-INIT,
it substantially underperforms it.
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Figure 3: Human evaluation (MMOS) for speech generation, with different models and datasets.
TWIST outperforms the COLD-INIT, and the TWIST-7B performs better than smaller models. Full
results presented in Appendix A.7.

Speech Large Language Models. Equipped with previous findings, we train the largest SpeechLMs
to date (to the best of our knowledge), a 7B/13B parameter SpeechLMs initialized from the LLaMA-
7B/13B models [Touvron et al., 2023], denoted as TWIST-7B/13B. We use the same configuration
as in Section 3.2 with specific exceptions detailed in Appendix A.1.

Table 3 shows our results for the TWIST-7B/13B models along with several baseline methods. We
also include COLD-INIT and TWIST models of size 1.3B for a reference. Here we report sWUGGY
scores both for ‘in-vocab’ samples (words found in the LS corpus) along with ‘all’ samples (including
also words which do not appear in the LS corpus). As expected, scaling benefits SpeechLMs.
Initialization from LLaMA-7B/13B leads to additional performance improvement over TWIST-1.3B,
∼8/10% relative improvement in PPL and ∼1.7/2.5% relative improvement in sWUGGY. When
comparing to prior work, TWIST-13B outperforms all evaluated methods on both sWUGGY setups.9
As to sBLIMP, TWIST-13B’s results are lower than Borsos et al. [2022], although the proposed
method is orthogonal to their method.

Table 4: Accuracy (%) results for
spoken SSTORYCLOZE (SSC) and
TSTORYCLOZE (TSC) benchmarks.

MODEL SSC↑ TSC↑
Human 79.9 90.2

TWIST-1.3B 52.4 70.6
TWIST-7B 55.3 74.1
TWIST-13B 55.4 76.4

Spoken StoryCloze. To better asses the contextual under-
standing of the SpeechLMs we experiment with our collected
Spoken StoryCloze benchmark (see Section 3.3).

Table 4 shows the results for TWIST-1.3B/7B/13B mod-
els alongside human performance. As expected, both
SpeechLMs and humans exhibit superior performance in
terms of continuation coherence (TSTORYCLOZE) compared
to more fine-grained relations (SSTORYCLOZE). Interest-
ingly, despite humans achieving high scores on the textual
StoryCloze benchmark, their performance on spoken bench-
marks is not flawless, suggesting that spoken language under-
standing tasks are more complicated for humans compared to
their written equivalents. The results of SpeechLMs indicate
reasonable performance on the TSTORYCLOZE benchmark, with a ∼15% gap compared to human
performance. However, this gap widens substantially on the SSTORYCLOZE benchmark. This
highlights the opportunities for SpeechLMs’ improvements both in continuation coherence and, more
significantly, in causal and temporal commonsense relations. Lastly, consistent with our previous
results, scaling SpeechLMs yields performance improvements on both benchmarks.

Human evaluation. We conclude with a human evaluation for speech generation. As stated in
Section 3.3, for each model and sample we generate speech continuation of ∼10 seconds (using a
∼3 seconds prompt). We evaluate the following models: 1.3B parameters model with and without
TWIST, and TWIST-7B. We also compare to the original audio and the resynthesized reference,
which serve as top-line estimates.

Our result (Fig. 3) suggest that TWIST-7B is superior to TWIST-1.3B, while COLD-INIT-1.3B
performs consistently worse. Interestingly, we do not observe noticeable differences between the

9In fact, under the ‘all’ setup even TWIST-1.3B outperforms all evaluated methods.
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Prompt: Can we please go swimming at the beach

Cold-Init (1.3B): Can we please go swimming at the beach? Asked Tom. I should 
like to go swimming he said...

TWIST-1.3B: Can we please go swimming at the beach? Asked Clara. No, replied 
Dora, who had been swimming...

TWIST-7B: Can we please go swimming at the beach with mom on April 1st? Oh my 
God, I would love to go somewhere with my kids on April 1st...

Figure 4: Generation samples using 1.3B models, with and without TWIST, along with TWIST-7B.

evaluated datasets. We also provide an example of generated sentences given a pre-defined prompt in
Fig. 4. This example illustrates that COLD-INIT-1.3B makes grammatical errors, both COLD-INIT-
1.3B and TWIST-1.3B remain on topic, and TWIST-7B provides semantically richer continuations.
Audio samples can be found in the project website.

5 Related Work

Text Language Models have been long studied under various setups [Bahl et al., 1983, Chiang et al.,
2022]. While Brants et al. [2007] showed the benefit of optimizing LLMs back in 2007, recently with
the help of neural networks such models became foundational models, serving as a base model for
different downstream tasks [Shoeybi et al., 2019, Radford et al., 2019, Brown et al., 2020, Lieber
et al., 2021, Zhang et al., 2022, Hoffmann et al., 2022, Chowdhery et al., 2022].

The success of pretrained language models as zero-shot or few-shot learners gave rise to an extensive
line of work to apply similar technique to other input modalities. Chen et al. [2020] proposed
generating natural images while optimizing a language model using masked prediction loss over the
pixel space of natural images. Other works proposed converting natural images to discrete tokens
space and optimizing textually conditioned language model to perform text-to-image generation [Yu
et al., 2022, Ramesh et al., 2021, Chang et al., 2023].

In the context of speech and audio, Lakhotia et al. [2021] first demonstrated how raw and uncurated
speech data can be leveraged into building a GSLM system. Next, Kharitonov et al. [2021] proposed
a multi-stream SpeechLM to jointly process “pseudo-text” tokens together with quantized prosodic
features (i.e., duration and F0). Polyak et al. [2021] evaluated the robustness and disentanglement
properties of speech-to-tokens models and demonstrated the ability to perform voice conversion
as well as a lightweight speech codec. Kreuk et al. [2021] proposed to cast the task of speech
emotion conversion as a translation task, hence translating between one emotion to the other in
the discrete space, while Maimon and Adi [2022] proposed a similar approach for speaking style
conversion. Nguyen et al. [2022] proposed training two SpeechLMs jointly to mimic natural spoken
dialogues. Recently, Borsos et al. [2022] proposed cascading several LMs, in which one LM
operates over semantic speech tokens [Sicherman and Adi, 2023] while the others operate on acoustic
tokens [Zeghidour et al., 2021, Défossez et al., 2022]. Such modeling framework allows generating
natural speech while keeping the identity of the speaker and acoustic conditions unchanged.

Another line of relevant related work, demonstrated that sound and music can be generated following
a similar modeling paradigm. Kreuk et al. [2022] first proposed optimizing language models over
discrete audio representations to construct a text-to-audio generation model. Similarly Agostinelli
et al. [2023] proposed optimizing three language models (following the same modeling approach as
by Borsos et al. [2022]), operating at different granularity of the input representation for the task of
text-to-music generation. Donahue et al. [2023] proposed a similar modeling approach for the task
of singing to accompaniment generation. Lee et al. [2021, 2022], Popuri et al. [2022] followed a
similar modeling mechanism using a different speech tokenizer and proposed a textless approach for
speech-to-speech translation. Hsu et al. [2022] proposed a jointly modeling visual discrete tokens
together with speech tokens to perform various speech resynthesis tasks including: silent video to
speech generation, speech enhancement, and recovering packet loss.

Finally, perhaps the line of research most related to this work is jointly training speech and text
models. Bapna et al. [2021], Cheng et al. [2022] and Bapna et al. [2022] considered speech as another
language in multilingual setups, and showed that involving speech and text as part of training data

9



improves results for speech translation and multilingual text tasks. Chen et al. [2023] and Ao et al.
[2021] used the joint training to improve transcriptions tasks as ASR and Text-to-Speech (TTS).
None of these prior work focus on SpeechLMs and its modeling and generation capabilities.

6 Conclusion

In this work, we studied the effect of textual pretraining on speech-based language models. We
empirically demonstrated how such simple model initialization can improve modeling performance
considering both automatic and human-generated measures. We conducted extensive evaluation of
different speech tokenizers, model and dataset sizes, model architecture, and modality pretraining.
Our analysis sheds light on the impact of specific modeling design choices on the overall performance
of the system. Equipped with these findings, we presented the largest SpeechLMs to date (7B and
13B parameters). Finally, we generated two spoken versions of the StoryCloze textual benchmark
to measure contextual understanding abilities of SpeechLMs. We hope such empirical findings and
benchmark releases will be found useful for future research in the field.

7 Limitations and Broader Impact

Limitations. The biggest limitation of SpeechLMs at large is the lack of semantic understanding,
which might lead to ungrammatical, off-topic, or even inaccurate responses. Although we provided a
better initialization point for optimizing SpeechLM, we did not observe major semantic knowledge
transfer following the TWIST approach. This limitation is a general critique of SpeechLMs, which
should be better studied and addressed in future research. Another limitation of the proposed approach
is the granularity of the speech tokenizer, such small input resolution (50Hz / 25Hz) yields a relatively
long sequence (750 / 500 tokens) for relatively short speech segments (∼30 seconds). This translates
into long inference time and harder optimization.

Broader impact. SpeechLMs share the same potential benefits for society as text-based LMs as they
give access, in the audio modality, to the same downstream applications (search, language generation,
summarization, translation, chatbots, etc.). Thereby increasing their reach to more use cases and
more languages, including ’unwritten’ (or sparsely written) languages [Lakhotia et al., 2021]. As
a result, they also share the same potential risks regarding intentionally harmful applications (e.g.
fake news, spamming, election manipulation) or unintentionally harmful ones (e.g., unfair or biased
results, toxic, regurgitated or untrustful generations).
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Castagné, Alexandra Sasha Luccioni, François Yvon, Matthias Gallé, et al. BLOOM: A 176b-
parameter open-access multilingual language model. arXiv preprint arXiv:2211.05100, 2022.

Stella Biderman, Hailey Schoelkopf, Quentin Anthony, Herbie Bradley, Kyle O’Brien, Eric Hal-
lahan, Mohammad Aflah Khan, Shivanshu Purohit, USVSN Sai Prashanth, Edward Raff, et al.
Pythia: A suite for analyzing large language models across training and scaling. arXiv preprint
arXiv:2304.01373, 2023.

Eugene Kharitonov, Jade Copet, Kushal Lakhotia, Tu Anh Nguyen, Paden Tomasello, Ann Lee, Ali
Elkahky, Wei-Ning Hsu, Abdelrahman Mohamed, Emmanuel Dupoux, et al. textless-lib: a library
for textless spoken language processing. arXiv preprint arXiv:2202.07359, 2022.

Yu-An Chung, Yu Zhang, Wei Han, Chung-Cheng Chiu, James Qin, Ruoming Pang, and Yonghui
Wu. W2v-bert: Combining contrastive learning and masked language modeling for self-supervised
speech pre-training. In 2021 IEEE Automatic Speech Recognition and Understanding Workshop
(ASRU), pages 244–250. IEEE, 2021.

Vineel Pratap, Qiantong Xu, Anuroop Sriram, Gabriel Synnaeve, and Ronan Collobert. Mls: A
large-scale multilingual dataset for speech research. arXiv preprint arXiv:2012.03411, 2020.

Rosana Ardila, Megan Branson, Kelly Davis, Michael Henretty, Michael Kohler, Josh Meyer, Reuben
Morais, Lindsay Saunders, Francis M Tyers, and Gregor Weber. Common voice: A massively-
multilingual speech corpus. arXiv preprint arXiv:1912.06670, 2019.

13



Christopher Cieri, David Graff, Owen Kimball, Dave Miller, and Kevin Walker. Fisher english
training speech part 1 transcripts. Philadelphia: Linguistic Data Consortium, 2004.

Tu Anh Nguyen, Maureen de Seyssel, Patricia Rozé, Morgane Rivière, Evgeny Kharitonov, Alexei
Baevski, Ewan Dunbar, and Emmanuel Dupoux. The zero resource speech benchmark 2021:
Metrics and baselines for unsupervised spoken language modeling. In NeurIPS – Self-Supervised
Learning for Speech and Audio Processing Workshop, 2020.

Flávio Ribeiro, Dinei Florêncio, Cha Zhang, and Michael Seltzer. Crowdmos: An approach for
crowdsourcing mean opinion score studies. In 2011 IEEE international conference on acoustics,
speech and signal processing (ICASSP), pages 2416–2419. IEEE, 2011.

Changhan Wang, Wei-Ning Hsu, Yossi Adi, Adam Polyak, Ann Lee, Peng-Jen Chen, Jiatao Gu, and
Juan Pino. fairseq s^2: A scalable and integrable speech synthesis toolkit. In Proceedings of the
2021 Conference on Empirical Methods in Natural Language Processing: System Demonstrations,
pages 143–152, 2021b.

Yi Ren, Chenxu Hu, Xu Tan, Tao Qin, Sheng Zhao, Zhou Zhao, and Tie-Yan Liu. Fastspeech 2: Fast
and high-quality end-to-end text to speech. arXiv preprint arXiv:2006.04558, 2020.

Matthew E. Peters, Mark Neumann, Mohit Iyyer, Matt Gardner, Christopher Clark, Kenton Lee, and
Luke Zettlemoyer. Deep contextualized word representations. In Proceedings of the 2018 Confer-
ence of the North American Chapter of the Association for Computational Linguistics: Human
Language Technologies, Volume 1 (Long Papers), pages 2227–2237, New Orleans, Louisiana,
June 2018. Association for Computational Linguistics. doi: 10.18653/v1/N18-1202. URL
https://aclanthology.org/N18-1202.

Mark Chen, Alec Radford, Rewon Child, Jeffrey Wu, Heewoo Jun, David Luan, and Ilya Sutskever.
Generative pretraining from pixels. In International conference on machine learning, pages
1691–1703. PMLR, 2020.

Benjamin van Niekerk, Leanne Nortje, Matthew Baas, and Herman Kamper. Analyzing speaker
information in self-supervised models to improve zero-resource speech processing. arXiv preprint
arXiv:2108.00917, 2021.

Lalit R Bahl, Frederick Jelinek, and Robert L Mercer. A maximum likelihood approach to continuous
speech recognition. IEEE transactions on pattern analysis and machine intelligence, (2):179–190,
1983.

Cheng-Han Chiang, Yung-Sung Chuang, and Hung-Yi Lee. Recent advances in pre-trained language
models: Why do they work and how do they work. In Proceedings of the 2nd Conference of the
Asia-Pacific Chapter of the Association for Computational Linguistics and the 12th International
Joint Conference on Natural Language Processing: Tutorial Abstracts, pages 8–15, 2022.

Thorsten Brants, Ashok Popat, Peng Xu, Franz Josef Och, and Jeffrey Dean. Large language models
in machine translation. In Proceedings of the 2007 Joint Conference on Empirical Methods in
Natural Language Processing and Computational Natural Language Learning (EMNLP-CoNLL),
pages 858–867, 2007.

Mohammad Shoeybi, Mostofa Patwary, Raul Puri, Patrick LeGresley, Jared Casper, and Bryan Catan-
zaro. Megatron-lm: Training multi-billion parameter language models using model parallelism.
arXiv preprint arXiv:1909.08053, 2019.

Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, Ilya Sutskever, et al. Language
models are unsupervised multitask learners. OpenAI blog, 1(8):9, 2019.

Opher Lieber, Or Sharir, Barak Lenz, and Yoav Shoham. Jurassic-1: Technical details and evaluation.
White Paper. AI21 Labs, 1, 2021.

Jordan Hoffmann, Sebastian Borgeaud, Arthur Mensch, Elena Buchatskaya, Trevor Cai, Eliza
Rutherford, Diego de Las Casas, Lisa Anne Hendricks, Johannes Welbl, Aidan Clark, et al.
Training compute-optimal large language models. arXiv preprint arXiv:2203.15556, 2022.

14

https://aclanthology.org/N18-1202


Jiahui Yu, Yuanzhong Xu, Jing Yu Koh, Thang Luong, Gunjan Baid, Zirui Wang, Vijay Vasudevan,
Alexander Ku, Yinfei Yang, Burcu Karagol Ayan, et al. Scaling autoregressive models for content-
rich text-to-image generation. arXiv preprint arXiv:2206.10789, 2022.

Aditya Ramesh, Mikhail Pavlov, Gabriel Goh, Scott Gray, Chelsea Voss, Alec Radford, Mark Chen,
and Ilya Sutskever. Zero-shot text-to-image generation. In International Conference on Machine
Learning, pages 8821–8831. PMLR, 2021.

Huiwen Chang, Han Zhang, Jarred Barber, AJ Maschinot, Jose Lezama, Lu Jiang, Ming-Hsuan Yang,
Kevin Murphy, William T Freeman, Michael Rubinstein, et al. Muse: Text-to-image generation
via masked generative transformers. arXiv preprint arXiv:2301.00704, 2023.

Felix Kreuk, Adam Polyak, Jade Copet, Eugene Kharitonov, Tu-Anh Nguyen, Morgane Rivière, Wei-
Ning Hsu, Abdelrahman Mohamed, Emmanuel Dupoux, and Yossi Adi. Textless speech emotion
conversion using decomposed and discrete representations. arXiv preprint arXiv:2111.07402,
2021.

Gallil Maimon and Yossi Adi. Speaking style conversion with discrete self-supervised units. arXiv
preprint arXiv:2212.09730, 2022.

Amitay Sicherman and Yossi Adi. Analysing discrete self supervised speech representation for
spoken language modeling. arXiv preprint arXiv:2301.00591, 2023.

Neil Zeghidour, Alejandro Luebs, Ahmed Omran, Jan Skoglund, and Marco Tagliasacchi. Sound-
stream: An end-to-end neural audio codec. IEEE/ACM Transactions on Audio, Speech, and
Language Processing, 30:495–507, 2021.

Alexandre Défossez, Jade Copet, Gabriel Synnaeve, and Yossi Adi. High fidelity neural audio
compression. arXiv preprint arXiv:2210.13438, 2022.

Felix Kreuk, Gabriel Synnaeve, Adam Polyak, Uriel Singer, Alexandre Défossez, Jade Copet, Devi
Parikh, Yaniv Taigman, and Yossi Adi. Audiogen: Textually guided audio generation. arXiv
preprint arXiv:2209.15352, 2022.

Andrea Agostinelli, Timo I Denk, Zalán Borsos, Jesse Engel, Mauro Verzetti, Antoine Caillon,
Qingqing Huang, Aren Jansen, Adam Roberts, Marco Tagliasacchi, et al. Musiclm: Generating
music from text. arXiv preprint arXiv:2301.11325, 2023.

Chris Donahue, Antoine Caillon, Adam Roberts, Ethan Manilow, Philippe Esling, Andrea Agostinelli,
Mauro Verzetti, Ian Simon, Olivier Pietquin, Neil Zeghidour, et al. Singsong: Generating musical
accompaniments from singing. arXiv preprint arXiv:2301.12662, 2023.

Ann Lee, Hongyu Gong, Paul-Ambroise Duquenne, Holger Schwenk, Peng-Jen Chen, Changhan
Wang, Sravya Popuri, Yossi Adi, Juan Pino, Jiatao Gu, and Wei-Ning Hsu. Textless speech-to-
speech translation on real data. In NAACL, 2022.

Sravya Popuri, Peng-Jen Chen, Changhan Wang, Juan Pino, Yossi Adi, Jiatao Gu, Wei-Ning Hsu,
and Ann Lee. Enhanced direct speech-to-speech translation using self-supervised pre-training and
data augmentation. arXiv preprint arXiv:2204.02967, 2022.

Wei-Ning Hsu, Tal Remez, Bowen Shi, Jacob Donley, and Yossi Adi. Revise: Self-supervised speech
resynthesis with visual input for universal and generalized speech enhancement. arXiv preprint
arXiv:2212.11377, 2022.

Alec Radford, Jong Wook Kim, Tao Xu, Greg Brockman, Christine McLeavey, and Ilya Sutskever.
Robust speech recognition via large-scale weak supervision. arXiv preprint arXiv:2212.04356,
2022.

15



A Supplemental materials

A.1 Model & hyperparameters

All LM models are trained with a batch size of 64, where each sample is bounded for 25 seconds and
704 tokens. The models are trained for 400k steps (∼1.2 epochs), using an inverse-sqrt scheduler,
100 warmup steps and wADAM as the optimization algorithm. We also tune the learning rate per
scenario, i.e: using/not-using pretrained LM, we end up with a maximal learning rate of 4e-4/8e-5 and
final learning rate of 8e-5/2.5e-5, respectively. As for the LLaMA-7B/13B model, we use the same
configuration except the following: cosine learning rate schedule, 500 warmup steps, a maximum
learning rate of 1e-4, a final rate of 1e-5, batch size of 1024 over 32 GPUs for 75k steps (∼4 epochs).

The new the frequency HuBERT speech tokenizer (now available in textless-lib Kharitonov et al.
[2022]), is trained for 3 iterations with the default 50Hz features rate. For the 4-th iteration, we add
an additional convolutional layer at the CNN Encoder with the strides 2/3/4, resulting in features of
25Hz/16.6Hz/12.5Hz, respectively. Our early ablations show that 25Hz features with 500 tokens give
the best results in terms of language modeling, we thus train our models on these new tokens and
compare them with the rest of the tokens.

A.2 Automatic evaluation of speech generation

As stated, PPL scores over the transcribed speech generations (text-PPL) are sensitive to modification
in the sampling parameter, vocoder quality and ASR errors [Lakhotia et al., 2021]. Furthermore,
text-PPL tells only one side of the story, we also need to count for diversity in the generation, as
suggested by Lakhotia et al. [2021]. For instance, repeated speech gets good text-PPL score, at the
cost of bad diversity measures.

To mitigate that, when computing the automatic metrics for generated speech, we threshold the
temperature parameter using the ASR model confidence. Next, as there can be trade-offs in terms of
sentence coherence and diversity, we calibrated the temperature so that the generated speech matches
the transcription of the original utterance (as much as possible) in terms of generation diversity
(auto-BLEU from Lakhotia et al. [2021]).

For speech prompts, we randomly sample a collection of 1024 examples from the test sets of three
different datasets: LS-clean, LS-other and LL. Each speech prompt is ∼3 seconds long, while
the continuation is ∼10 seconds. For the calibration procedure, we used randomly selected 128
examples from the corresponding validation datasets. Text transcriptions extracted using Whisper
“small” [Radford et al., 2022], while text-PPL measures were computed using a LLaMA-7B (text
model) [Touvron et al., 2023]. Table 5 reports both text-PPL and auto-BLEU results for the original
continuations, and the generations that produced by our main family of models (OPT architecture
coupled with the 25Hz tokenizer).

Table 5: text-PPL and auto-BLEU results, with and without TWIST.
TWIST # PARAM. TEXT-PPL↓ AUTO-BLEU↓

— Original Cont. 36.35 0.23

✗ 125M 88.17 0.305
✓ 74.95 0.29
✗ 350M 117.17 0.27
✓ 92.69 0.25
✗ 1.3B 67.68 0.29
✓ 47.8 0.29

As can be seen, while the diversity metric is comparable across models (due to calibration), TWIST
models outperform the COLD-INIT ones in terms of text-PPL. These measures further support our
claims: TWIST models outperform COLD-INIT ones, and models generally improve with scale.
Notice, the text-PPL for the 350M models are worse than the 125M models. However, as stated, the
diversity of the generations (as computed using auto-BLEU) is better for the 350M models.
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Figure 5: PPL as a function of training set and model size, for models trained with the 200 tokens at
50Hz tokenizer.

A.3 Speech resynthesis results

Resynthesis can be considered as an upper bound for our language modeling setup. It does not involve
SpeechLMs, and measures our ability to fully recover the speech content after tokenization [Polyak
et al., 2021]. As we additionally evaluate several speech tokenizers, we provide resynthesis metrics
in the form of Word Error Rate (WER). We use Whisper “small” [Radford et al., 2022] as our ASR
model.

In Table 6, we evaluate the effect of the tokenizer on the resynthesis performance, and can better
evaluate the impact of the tokenization process on the generated audio. As can be seen, all tokenizers
incur a loss in WER. Using 500 tokens at 25Hz provides the best performance.

Table 6: Speech Resynthesis. Results are reported for different number of tokens and downsampling
factors (Frequency).

# TOKENS FREQUENCY WER↓
100 50Hz 0.23
200 50Hz 0.18
500 50Hz 0.17
500 25Hz 0.16

A.4 Model and data scaling results

The full set of results, i.e., PPL, sWUGGY and sBLIMP from Section 4 for model and dataset scaling
is presented in Table 7. The equivalent of Fig. 2a using 200 tokens at 50Hz tokenizer can be found in
Fig. 5.

A.5 The effect of LM architecture

To further validate our findings holds for other LM architectures other than OPT. In Table 8, we
provide results for the BLOOM [Scao et al., 2022] and Pythia [Biderman et al., 2023] of similar size
to OPT-350M, with both 25Hz and 50Hz tokenizers. In Table 9 we provide results for BLOOM and
Pythia of similar size to OPT-1.3B with the 25Hz tokenizer.

As before, we observe similar patterns in terms of using a pretrained text LM. SpeechLMs initialize
from text reach better performance across all metrics.

A.6 The effect of different modality pretraining

Although having completely different granularity, results suggest training SpeechLMs with model
initialization from a text based LMs brings a consistent performance improvement. As a result, a
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Table 7: Model and Data Scaling. Results are reported for different models on various size using
different magnitude of data, with and without TWIST. We report PPL/ sWUGGY / sBLIMP.

TWIST # PARAM. # TOKENS FREQ. 1% OF DATA 10% OF DATA 100% OF DATA

✗ 125M 200 50Hz 6.08 / 66.90 / 52.45 5.79 / 68.16 / 52.71 5.79 / 68.26 / 53.02
✓ 5.94 / 69.48 / 52.87 5.51 / 70.67 / 54.34 5.49 / 70.75 / 53.92
✗ 350M 200 50Hz 6.14 / 66.49 / 51.97 5.71 / 68.85 / 53.13 5.61 / 68.95 / 53.48
✓ 5.93 / 68.49 / 53.13 5.37 / 72.64 / 55.63 5.29 / 72.92 / 55.91
✗ 1.3B 200 50Hz 6.29 / 64.91 / 52.18 5.51 / 71.39 / 54.58 5.32 / 72.83 / 55.12
✓ 6.05 / 67.89 / 52.83 5.37 / 72.45 / 55.65 5.23 / 73.39 / 55.91
✗ 125M 500 25Hz 7.22 / 77.58 / 53.74 6.82 / 78.12 / 54.00 6.81 / 77.74 / 54.27
✓ 7.06 / 78.99 / 54.12 6.52 / 80.08 / 55.45 6.50 / 80.57 / 55.43
✗ 350M 500 25Hz 7.37 / 76.96 / 53.07 6.79 / 77.93 / 54.71 6.65 / 79.44 / 54.84
✓ 7.26 / 78.67 / 53.95 6.41 / 81.23 / 56.08 6.26 / 79.44 / 56.20
✗ 1.3B 500 25Hz 7.49 / 75.44 / 52.96 6.40 / 80.80 / 55.95 6.20 / 81.94 / 56.52
✓ 7.19 / 78.00 / 53.90 6.19 / 82.28 / 56.81 5.93 / 82.49 / 57.05

Table 8: LM Model Architecture. Results are reported for both Bloom and Pythia model architectures
(∼350M parameters), with and without TWIST. We report PPL, sWUGGY and sBLIMP.

TWIST ARCH. # TOKENS FREQ. PPL↓ SWUGGY↑ SBLIMP↑
✗ BLOOM 200 50Hz 5.63 69.38 53.03
✓ 5.21 72.48 55.79
✗ BLOOM 500 25Hz 6.45 79.46 55.60
✓ 6.06 82.01 57.22
✗ Pythia 200 50Hz 5.62 70.00 53.07
✓ 5.23 72.20 56.00
✗ Pythia 500 25Hz 6.45 79.82 55.45
✓ 6.12 81.41 56.70

Table 9: LM Model Architecture. Results are reported for both Bloom and Pythia model architectures
(∼1.3B parameters), with and without TWIST. We report PPL, sWUGGY and sBLIMP.

TWIST ARCH. PPL↓ SWUGGY↑ SBLIMP↑
✗ BLOOM 6.09 80.47 56.02
✓ 5.80 82.63 57.43
✗ Pythia 6.05 81.33 56.34
✓ 5.81 81.77 57.02

natural question would be do speech and text tokens have special connection or LMs are just general
next token prediction mechanisms?

To evaluate such a hypothesis, we consider a language model trained on a different modality. Specifi-
cally, we train ImageGPT [Chen et al., 2020] (“medium” size) models, one from scratch and another
one pretrained using next pixel prediction using a transformer language model. For the pretrained
model we use the official pre-trained model.10 Table 10 summarizes the results.

Interestingly, ImageGPT pre-trained models perform much worse than models pretrained on text. For
a reference, models trained from scratch achieve comparable performance to previously reported
models.

10https://huggingface.co/docs/transformers/model_doc/imagegpt
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Table 10: Results for the ImageGPT model (image pretraining), with and without TWIST. We report
PPL, sWUGGY and sBLIMP. Unlike textual pretraining, image pretraining not only does not benefit
SpeechLMs, but substantially hurts their performance.

TWIST # TOKENS FREQ. PPL↓ SWUGGY↑ SBLIMP↑
✗ 200 50Hz 5.22 72.22 55.70
✓ 8.21 54.26 51.90

✗ 500 25Hz 6.20 81.85 56.39
✓ 7.85 72.50 51.84

A.7 Full human evaluation (MMOS) results

We include the full Human evaluation (MMOS) results, corresponds to Fig. 3 in Table 11.

Table 11: Full human evaluation (MMOS) results. We report MMOS score as: mean (95% confidence-
interval).

METHOD LS-CLEAN LS-OTHER LL-OTHER

Original 4.11(±0.04) 4.23(±0.04) 4.05(±0.05)
Resynthesis 3.95(±0.07) 3.87(±0.06) 3.96(±0.06)

COLD-INIT-1.3B 3.34(±0.08) 3.37(±0.06) 3.31(±0.07)
TWIST-1.3B 3.51(±0.07) 3.67(±0.07) 3.65(±0.06)
TWIST-7B 3.79(±0.06) 3.85(±0.07) 3.81(±0.06)
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