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ABSTRACT

Adaptive gradient methods, such as AdaGrad, are among the most successful opti-
mization algorithms for neural network training. While these methods are known
to achieve better dimensional dependence than stochastic gradient descent (SGD)
under favorable geometry for stochastic convex optimization, the theoretical justi-
fication for their success in stochastic non-convex optimization remains elusive. In
fact, under standard assumptions of Lipschitz gradients and bounded noise vari-
ance, it is known that SGD is worst-case optimal (up to absolute constants) in
terms of finding a near-stationary point with respect to the ℓ2-norm, making fur-
ther improvements impossible. Motivated by this limitation, we introduce refined
assumptions on the smoothness structure of the objective and the gradient noise
variance, which better suit the coordinate-wise nature of adaptive gradient meth-
ods. Moreover, we adopt the ℓ1-norm of the gradient as the stationarity measure,
as opposed to the standard ℓ2-norm, to align with the coordinate-wise analysis
and obtain tighter convergence guarantees for AdaGrad. Under these new as-
sumptions and the ℓ1-norm stationarity measure, we establish an upper bound on
the convergence rate of AdaGrad and a corresponding lower bound for SGD. In
particular, for certain configurations of problem parameters, we show that the it-
eration complexity of AdaGrad outperforms SGD by a factor of d. To the best of
our knowledge, this is the first result to demonstrate a provable gain of adaptive
gradient methods over SGD in a non-convex setting. We also present supporting
lower bounds, including one specific to AdaGrad and one applicable to general
deterministic first-order methods, showing that our upper bound for AdaGrad is
tight and unimprovable up to a logarithmic factor under certain conditions.

1 INTRODUCTION

Adaptive gradient methods, including variants like AdaGrad (McMahan & Streeter, 2010; Duchi
et al., 2011) and Adam (Kingma & Ba, 2015), have become essential for training large-scale
neural networks and language models. Their popularity over classic stochastic gradient descent
(SGD) (Robbins & Monro, 1951) stems from two key features: (i) adaptive step sizes based on past
gradients, eliminating the need for problem-specific parameters like the gradient’s Lipschitz con-
stant or stochastic gradient variance, and (ii) the use of coordinate-wise step sizes, allowing better
exploitation of the objective’s geometry compared to SGD’s uniform step size.

Their empirical success has motivated exploring theoretical guarantees that show a provable gain
for this class of methods over the traditional SGD method. To pursue this goal, adaptive gradient
methods were initially examined in the context of online convex optimization. In particular, it was
shown by Duchi et al. (2011) that depending on the geometry of the feasible set and the sparsity
of the gradients, AdaGrad’s regret bound could be either better or worse than that of SGD by a
factor of

√
d, where d represents the problem’s dimension. For further details, we refer readers

to (Hazan, 2016; Orabona, 2019). Moreover, using the classical online-to-batch conversion (Cesa-
Bianchi et al., 2004; Shalev-Shwartz, 2012), these regret bounds directly translate into convergence
rate guarantees in stochastic convex optimization.

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

In the non-convex setting, although significant work has been done to characterize the convergence
of adaptive methods under various assumptions (more details in the related work section), no prov-
able gain has been established for adaptive methods over SGD, and demonstrating such a gain for
AdaGrad in the non-convex setting remains an open problem, see (Chen & Hazan, 2024).

Note that when the objective function is smooth and the stochastic gradients are unbiased with
bounded variance, SGD can, after T iterations, find a point where the expected gradient ℓ2-norm is
bounded by O( 1

T 1/4
) (Ghadimi & Lan, 2013; Bottou et al., 2018). This convergence rate is known to

be optimal for any method relying on first-order oracles under the discussed assumptions (Arjevani
et al., 2023). Consequently, to demonstrate a provable gain for adaptive methods over SGD in the
non-convex setting, we must move beyond the classic setup. In particular, as we will discuss in
detail, we argue that modifying both the assumptions and the measure of stationarity is necessary to
better account for the coordinate-wise nature of adaptive methods.

Contributions. Motivated by the coordinate-wise structure of AdaGrad, we present refined as-
sumptions on the smoothness and the noise variance by associating each coordinate with a Lipschitz
constant Li and a gradient noise variance σ2

i for i = 1, 2, . . . , d (see Assumptions 2.3b and 2.4b).
However, even under these refined assumptions, we show that SGD is still worst-case optimal in the
noiseless setting when the ℓ2-norm is the measure of stationarity (Theorem 2.1). Thus, we change
the measure of stationarity to the ℓ1-norm and demonstrate that, with these new assumptions and the
revised stationarity measure, it is possible to prove that AdaGrad achieves an upper bound complex-
ity that outperforms the lower bound complexity for SGD. Our main contributions are summarized
below:

• Upper bound for AdaGrad: Let L = [L1, . . . , Ld] ∈ Rd and σ = [σ1, . . . , σd] ∈ Rd de-
note the Lipschitz constant vector and the noise variance vector, respectively. We establish

that AdaGrad achieves a rate of O
(√

∥L∥1 log h(T )
T +(

∥σ∥2
1∥L∥1 log h(T )

T )1/4+
∥σ∥1

√
log h(T )

T 1/4

)
in terms of the ℓ1-norm, where h(T ) is a polynomial function of T and d (Theorem 3.1).
Notably, this rate depends on d only implicitly through L and σ.

• Lower bound for SGD: Under the same assumptions and using the ℓ1-norm as the sta-
tionarity measure, we show that the convergence rate of SGD with a constant step size is

lower bounded by Ω
(√

d∥L∥∞
T +

d1/4(
∑d

i=1 σi

√
Li)

1/2

T 1/4

)
when the number of iterations T

is sufficiently large (Theorem 4.1).

• Provable gain for AdaGrad over SGD: By comparing AdaGrad’s upper bound with
SGD’s lower bound, we show that when the parameters L and σ are both sparse and aligned
in a certain way, AdaGrad’s complexity can be d times better than the one for SGD.

• Lower bounds for AdaGrad: We establish a complexity lower bound for AdaGrad,
matching the first term in our upper bound up to absolute constants (including the log T
factor), as well as the second term under certain conditions on L and σ (Theorem 2.1). We

also provide a lower bound of Ω
(√

∥L∥1

T

)
for all deterministic first-order methods in the

noiseless case, showing the first term is unimprovable up to log factors (Theorem 3.3).

1.1 RELATED WORK

AdaGrad-Norm. Several prior works have established that AdaGrad-Norm achieves a convergence
rate similar to that of SGD, but under stronger assumptions, such as bounded gradients (Ward et al.,
2020; Kavis et al., 2022; Gadat & Gavra, 2022), the step-size being (conditionally) independent of
the stochastic gradient (Li & Orabona, 2019; 2020), or sub-Gaussian noise (Li & Orabona, 2020;
Kavis et al., 2022). Faw et al. (2022) addressed this issue and showed that under standard assump-
tions—Lipschitz gradients and bounded variance—AdaGrad-Norm achieves the same complexity
as SGD in terms of gradient’s ℓ2-norm (up to a logarithmic factor). They further explored the set-
ting where the stochastic gradient has affine variance. In addition, several works (Attia & Koren,
2023; Liu et al., 2023) provided high-probability convergence guarantees for AdaGrad-Norm under
sub-Gaussian noise assumptions. The extension to the generalized smoothness setting (Zhang et al.,
2020) was developed in Faw et al. (2023); Wang et al. (2023). However, as mentioned earlier, these
results do not demonstrate any improvement over SGD in terms of convergence rate.
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AdaGrad and its variants. Most works on AdaGrad and its variants, such as RMSProp (Tieleman
& Hinton, 2012), Adam (Kingma & Ba, 2015) and AMSGrad (Reddi et al., 2018), employed the
gradient ℓ2-norm as the stationarity measure. Under the assumption of bounded gradients, Chen
et al. (2019); Alacaoglu et al. (2020); Défossez et al. (2022) established a rate of O( 1

T 1/4
), but with

an explicit dimension dependence of at least Ω(d1/4). Thus, these convergence results could be
worse than the dimensional-free rate of SGD. Recently, several papers have studied the convergence
of adaptive methods with respect to the gradient’s ℓ1-norm, closely related to our work. Under the
assumption of coordinate-wise subgaussian noise, Liu et al. (2023) provided a high-probability rate
for AdaGrad of Õ

(
d√
T
+ d

T 1/4

)
, which is worse than our worst-case rate by a factor of

√
d. Li

& Lin (2024) analyzed RMSProp under the standard smoothness assumption and a coordinate-wise
bounded noise variance assumption and showed a convergence rate of Õ(

√
d√
T
+

√
d

T 1/4 ), which matches
our worst-case bound. However, their convergence result only showed the possibility of matching
the convergence rate of SGD instead of surpassing it, and thus it did not fully explain the advantage
of adaptive gradient methods. Along a different line of research, Crawshaw et al. (2022) proposed a
generalized SignSGD algorithm and analyzed its rate in terms of the gradient’s ℓ1-norm, under their
proposed coordinate-wise generalized smoothness and subgaussian noise assumptions. However,
their results are not directly comparable to ours due to the different assumptions and algorithms.
Lower bounds. Several works have studied the complexity of finding an ϵ-stationary point of a
smooth non-convex optimization with exact or noisy gradient oracles. However, to the best of our
knowledge, they all use the ℓ2-norm of the gradient as the stationarity measure. In the noiseless set-
ting, Carmon et al. (2020) showed that all first-order methods require at least Ω( 1

ϵ2 ) gradient queries
for finding a point x with ∥∇f(x)∥2 ≤ ϵ. Building on similar techniques, Arjevani et al. (2023)
extended it to non-convex stochastic optimization and showed a lower bound of Ω( 1

ϵ4 ) for finding a
point x with E[∥∇f(x)∥2] ≤ ϵ. In addition to the use of ℓ2-norm, these works focus on establishing
dimensional-free lower bounds and the constructed worst-case instance has a dimension that grows
with 1/ϵ. As a result, their techniques are unfit for studying lower bounds in a given dimension,
which is our focus here. Along a different line of work, people have studied the complexity of find-
ing ϵ-stationary points of a function in a small dimension (Vavasis, 1993; Cartis et al., 2010; Chewi
et al., 2023). In particular, Chewi et al. (2023) showed that any deterministic first-order method
would require Ω( 1

ϵ2 ) to find the ϵ-stationary point of a one-dimensional smooth non-convex func-
tion. To the best of our knowledge, our result is the first to establish a lower bound in terms of the
ℓ1-norm and highlight the dimensional dependence in the convergence rate.
Concurrent work. The concurrent work by Liu et al. (2024), which appeared online two weeks
after our initial paper, also examined AdaGrad’s convergence under anisotropic smoothness and
noise assumptions, similar to our refined Assumptions 2.3b and 2.4b. They proved an upper bound
on AdaGrad’s convergence rate in terms of the gradient’s ℓ1-norm, comparable to our result in
Theorem 3.1, and compared it with the classical upper bound for SGD in terms of the ℓ2-norm.
In contrast, our approach focuses on establishing a lower bound for SGD, allowing us to directly
compare AdaGrad’s upper bound with SGD’s lower bound to demonstrate a clear advantage for
AdaGrad. Moreover, we further validate the tightness of our AdaGrad upper bound through two
lower bounds, one specific to AdaGrad and another for deterministic first-order methods.

2 PRELIMINARIES

Notation. We use boldface letters for vectors and normal font letters for scalars. The Euclidean
or ℓ2-norm of a vector w is denoted by ∥w∥2 and its ℓ1 norm is indicated by ∥w∥1. For a vector
w ∈ Rd, we denote its i-th coordinate by wi. We use [n] to denote the set {1, 2, . . . , n}. Further, Ft

denotes the σ-algebra generated after time index t. In our case, Ft contains all iterates w0, . . . ,wt+1

and all stochastic gradients g0, . . . , gt. Finally, the notation Õ suppresses logarithmic dependencies.

In this paper, our objective is to identify an approximate stationary point of a smooth, non-convex
function F : Rd → R over the unbounded domain Rd. The most commonly analyzed AdaGrad-
type method in the literature is AdaGrad-Norm, which was first considered in McMahan & Streeter
(2010). Specifically, AdaGrad-Norm updates the iterates wt according to the following update rule:

wt+1 = wt −
η

bt + δ
gt, where bt =

√√√√ t∑
s=1

∥gs∥2, (AdaGrad-Norm)
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where gt is the stochastic gradient of F at wt, the scalar η is a scaling parameter, δ > 0 is a small
constant to ensure numerical stability. However, as mentioned in the introduction, most prior works
demonstrated convergence similar to the guarantees obtained by SGD. In this paper, we focus on the
coordinate-wise variant of AdaGrad, whose updates are given by

wt+1,i = wt,i − η
gt,i

bt,i + δ
, where bt,i =

√√√√ t∑
s=1

g2s,i ∀i ∈ [d], (AdaGrad)

where constant δ is introduced to ensure numerical stability. Some literature refers to this algorithm
as “diagonal AdaGrad” or “coordinate-wise AdaGrad”, while reserving the name AdaGrad for the
variant involving full matrix inversion. In this work, we refer to the diagonal version as AdaGrad,
as it is the most widely used in practice.

2.1 ASSUMPTIONS AND MEASURE OF STATIONARITY

In this section, we outline the assumptions required to characterize the complexity of AdaGrad.
To provide motivation, we first revisit the standard assumptions on the objective function F and
its stochastic gradient, which are commonly used in the analysis of stochastic first-order meth-
ods (Ghadimi & Lan, 2013; Bottou et al., 2018).
Assumption 2.1. The function F (·) is bounded from below, i.e., infw∈Rd F (w) = F ∗ > −∞.
Assumption 2.2. The stochastic gradient gt is unbiased, i.e., E[gt | Ft−1] = ∇F (wt).
Assumption 2.3a. The stochastic gradient gt has a bounded variance, i.e., E[∥gt −∇F (wt)∥2] ≤
σ2 for some non-negative constant σ.
Assumption 2.4a. The function F (·) is smooth, i.e., for any vectors x,y ∈ Rd, we have |F (x) −
F (y)−⟨∇F (x),x−y⟩| ≤ L

2 ∥x−y∥2, where L ≥ 0 is the Lipschitz constant of the gradient of F .

Under Assumptions 2.1-2.4a, it is known that SGD, with an appropriately chosen step size, can
find a point ŵ such that E

[
∥∇F (ŵ)∥22

]
≤ ϵ2 after at most O

(
L(F (w1)−F∗)σ2

ϵ4 + (F (w1)−F∗)L
ϵ2

)
iterations (Ghadimi & Lan, 2013; Bottou et al., 2018). Moreover, this complexity matches the lower
bound for any first-order method up to an absolute constant, as shown by Arjevani et al. (2023).

According to this classical convergence theory, SGD is the optimal first-order method in this set-
ting in the worst-case sense, leaving no room for further improvement. However, coordinate-wise
adaptive methods, such as AdaGrad, are often observed to converge significantly faster than SGD
in practice. Intuitively, the main advantage of AdaGrad over SGD is that each coordinate employs a
different step size that adapts to the gradients of each respective coordinate. In contrast, SGD uses
the same step size across all coordinates, and thus its step size is constrained by the most “difficult”
coordinate, impeding progress in other coordinates that could allow a larger step size. Consequently,
we expect AdaGrad to outperform SGD when the coordinates exhibit imbalance. To better capture
how coordinate-wise AdaGrad exploits structural features, we propose replacing Assumptions 2.3a
and 2.4a with their coordinate-wise refined counterparts, inspired by Bernstein et al. (2018).
Assumption 2.3b. The stochastic gradient gt with elements [gt,1, . . . , gt,d] has a coordinate-wise
bounded variance. That is, for all i ∈ [d], we have E[|gt,i − ∇iF (wt)|2 | Ft−1] ≤ σ2

i , where σi

is a non-negative constant and ∇iF (wt) represents the i-th coordinate of the gradient ∇F (wt).
Moreover, we define the vector σ as σ = [σ1, σ2, .., σd] ∈ Rd.

The above condition on the variance of the stochastic gradient is a more fine-grained assumption
compared to the standard assumption. Indeed, our considered assumption implies Assumption 2.3a
when we consider σ2 =

∑d
i=1 σ

2
i . As discussed earlier, since we aim to study an algorithm with a

coordinate-specific update, the above assumption better captures its convergence behavior.
Assumption 2.4b. The function F (·) is coordinate-wise smooth, i.e., ∀x,y ∈ Rd, |F (y)−F (x)−
⟨∇F (x),y − x⟩| ≤

∑d
i=1

Li

2 |xi − yi|2, where the constant Li > 0 is the Lipschitz constant
associated with the i-th coordinate. Moreover, we define the vector L as L = [L1, L2, .., Ld] ∈ Rd.

Assumption 2.4b is similar to the fine-grained assumptions made in the literature for coordinate-wise
analysis of algorithms Richtárik & Takáč (2011); Bernstein et al. (2018). We recover the standard
smoothness in Assumption 2.4a by considering the Lipschitz constant as L := maxi Li = ∥L∥∞.
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Besides the assumptions, the choice of stationarity measure is crucial in characterizing an algo-
rithm’s complexity. In non-convex optimization, the standard choice is the Euclidean ℓ2-norm of the
gradient. However, this choice may be inadequate to demonstrate the advantage of AdaGrad over
SGD. To illustrate this, consider the noiseless setting where σi = 0 for all i ∈ [d] and thus SGD
reduces to gradient descent. Under Assumption 2.4b, the gradient of F is ∥L∥∞-Lipschitz, and stan-
dard analysis shows that gradient descent with step size η = 1/∥L∥∞ can find a point ŵ such that
∥∇F (ŵ)∥2 ≤ ϵ after at most 2∥L∥∞(F (w1)−F∗)

ϵ2 iterations. The following theorem shows that if the
ℓ2-norm of the gradient is used as the stationarity measure, no deterministic first-order method can
outperform gradient descent by more than a factor of two, even under the refined Assumption 2.4b.

Theorem 2.1. Consider any deterministic algorithm A with only access to the first-order oracle
with an initial point x1 ∈ Rd. For any positive vector L = [L1, . . . , Ld] and any ∆f > 0, there
exists a function f : Rd → R such that: (i) f satisfies Assumption 2.4b and f(x1) − inf f ≤ ∆f ;
(ii) Algorithm A requires more than ∥L∥∞∆f

ϵ2 gradient queries to find a point x̂ with ∥∇f(x̂)∥2 < ϵ.

Proof sketch. Inspired by similar arguments in Chewi et al. (2023), we employ the concept of a “re-
sisting oracle” (Nemirovski & Yudin, 1983; Nesterov, 2018) in our proof. Specifically, consider any
deterministic method A that has access only to a first-order oracle, and let T be an integer satisfying
T ≤ ∥L∥∞∆f

ϵ2 . We will adversarially construct a function f that satisfies the stated requirements and
ensures that ∇f(xt) = [ϵ, 0, 0, . . . , 0] ∈ Rd for any t ∈ [T ], where {xt}Tt=1 are the queries made by
A. Crucially, the function f is not fixed in advance but is built based on the points x1,x2, . . . ,xT

queried by A. This is possible due to the deterministic nature of A, which allows us to “simulate”
the algorithm using the known responses from the first-order oracle. Hence, we only need to show
that there exists a function f that satisfies the stated properties and is consistent with the output
provided by the resisting oracle.

Without loss of generality, assume L1 = ∥L∥∞. We construct the adversarial function in the form
of f(x) = ∆fp(

√
L1/∆fx(1)), where x(1) is the first coordinate of x and p : R → R is a function

of one dimension to be determined. Let {x(1)
t }Tt=1 be the first coordinate of the queries {xt}Tt=1.

Since T ≤ ∥L∥∞∆f

ϵ2 , by invoking Lemma C.1 in Appendix C.1, we show the existence of a function

p satisfying the following conditions: (i) its gradient p′ is 1-Lipschitz; (ii) p(
√

L1

∆f
x
(1)
1 )− inf p ≤ 1;

(iii) p′(
√

L1

∆f
x
(1)
t ) = ϵ√

L1∆f

for any t ∈ [T ]. It is easy to verify that f meets all the required

assumptions, and ∀t ∈ [T ], ∥∇f(xt)∥2 = |
√
L1∆fp

′(
√

L1

∆f
x
(1)
t )| = ϵ. The proof is complete.

The lower bound in Theorem 2.1 matches the upper bound of SGD (up to a constant factor of 2),
which certifies the optimality of SGD with respect to the gradient ℓ2-norm. To provide some intuition
for this result, note that in the proof of Theorem 2.1, the worst-case function for any deterministic
first-order method can be realized by a function f that is effectively one-dimensional. As such, the
complexity bound does not reflect the imbalance between different coordinates. This observation
motivates the use of an alternative stationarity measure. As we will demonstrate in the next section,
the convergence analysis suggests that the gradient ℓ1-norm is a more suitable choice for AdaGrad.

3 ℓ1-NORM CONVERGENCE OF ADAGRAD: UPPER AND LOWER BOUNDS

In this section, we present our main convergence results for AdaGrad. In Section 3.1, we derive an
upper bound on the number of iterations required to find a near-stationary point in terms of the ℓ1-
norm, instead of the conventional ℓ2-norm. As discussed earlier, this stationarity measure is more
suitable given the coordinate-specific structure of AdaGrad and better highlights the advantages
compared to SGD and AdaGrad-Norm, as we will demonstrate. Then in Section 3.2, we provide
supporting lower bounds to demonstrate that our upper bounds are tight under specific settings.

3.1 UPPER BOUND

In this section, we first state our main convergence result for AdaGrad in terms of the expected
average ℓ1-norm of the gradient. Due to space limitations, we provide a proof sketch below and the
complete proof can be found in Appendix B.

5
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Theorem 3.1. Let {wt}Tt=1 be the iterates generated by AdaGrad with δ < 1
d and suppose that

Assumptions 2.1, 2.2, 2.3b, and 2.4b hold. Then E
[
1
T

∑T
t=1 ∥∇F (wt)∥1

]
is upper bounded by

O
(

∆F

η
√
T
+
η∥L∥1 log h(T )√

T
+

√
∥σ∥1∆F
√
ηT

1
4

+

√
η∥σ∥1∥L∥1 log h(T )

T
1
4

+
∥σ∥1

√
log h(T )

T
1
4

)
, (1)

where ∆F = F (w1)− F ∗ and h(T ) = O
(

T∥σ∥2
∞+T∥∇F (w1)∥2

∞+η2∥L∥∞∥L∥1T
3

δ2

)
.

Proof Sketch. Our proof consists of the following steps.

Step 1: Define ηt,i = η
bt,i+δ and rewrite AdaGrad as wt+1,i = wt,i − ηt,igt,i. By apply-

ing Assumption 2.4b to two consecutive iterates wt and wt+1, we obtain the descent inequality
F (wt+1) ≤ F (wt) −

∑d
i=1 ηt,igt,i∇iF (wt) +

∑d
i=1

Li

2 η2t,ig
2
t,i. Note that ηt,i and gt,i are corre-

lated and thus E [ηt,igt,i | Ft−1] ̸= ηt,iE [gt,i | Ft−1], which is one of the main challenges of ana-
lyzing adaptive gradient methods. To address this, following (Ward et al., 2020; Faw et al., 2022),
we introduce a “decorrelated step size” as:

η̂t,i =
η√

b2t−1,i + σ2
i +∇iF (wt)2 + δ

. (2)

Compared to the definition ηt,i = η√
b2t−1,i+g2

t,i+δ
, the stochastic gradient g2t,i is replaced with

∇iF (wt)
2 + σ2

i in (2) and as a result η̂t,i and gt,i are independent conditioned on Ft−1. Using
the decorrelated step size, we obtain the following key inequality (see Corollary B.3):

E

[
T∑

t=1

d∑
i=1

η̂t,i
2

∇iF (wt)
2

]
≤ F (w1)− F ∗ +

(
2η∥σ∥1 +

η2∥L∥1
2

)
log h(T ), (3)

where h(T ) = 1 +
T∥σ∥2

∞
δ2 +

T (∥∇F (w1)∥∞+η
√

∥L∥∞∥L∥1T )2

δ2 .

Step 2: In light of (3), it remains to establish lower bounds on the step sizes η̂t,i. Since each
coordinate is updated independently, we study each coordinate and construct a uniform lower bound
on η̂t,i for t ∈ [T ]. Specifically, for each i ∈ [d], we define a new auxiliary step size η̃T,i as

η̃T,i =
η√∑T−1

i=1 g2t,i +
∑T

t=1 ∇iF (wt)2 + σ2
i + δ

. (4)

From (2) and bt−1,i =
∑t−1

s=1 g
2
s,i in AdaGrad, it can be shown that η̂t,i ≥ η̃T,i for all t ∈ [T ].

Moreover, we separate the step sizes from the gradients as follows:

E

[
T∑

t=1

η̂t,i
2

∇iF (wt)
2

]
≥ E

[
η̃T,i

2

T∑
t=1

∇iF (wt)
2

]
≥ E


√√√√ T∑

t=1

∇iF (wt)2

2

× 1

E
[

2
η̃T,i

] , (5)

where we used that E
[
X2

Y

]
≥ E[X]2

E[Y ] for any two positive random variables X and Y . Hence, we

proceed to establish an upper bound on E
[

1
η̃T,i

]
(see Lemma B.4):

E
[

1

η̃T,i

]
≤ σi

√
2T + δ

η
+

√
3E
[√∑T

t=1 ∇iF (wt)2
]

η
. (6)

Step 3: Note that the upper bound in (6) depends on the sum E
[√∑T

t=1 ∇iF (wt)2
]
, which also

appears on the right hand side of (5). By combining (3), (5) and (6), we arrive at (see Lemma B.5):

E

 d∑
i=1

√√√√ T∑
t=1

∇iF (wt)2

 ≤ 2
√
3

η
Q+

√
2dδQ

η
+ 2

√
∥σ∥1Q

η
T

1
4 , (7)
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where Q denotes the right-hand side of (3). The last step is to relate the left-hand side of the
inequality in (7) to the ℓ1-norm of the gradients. Specifically, we can write:

1

T

T∑
t=1

∥∇F (wt)∥1=
1

T

T∑
t=1

d∑
i=1

|∇iF (wt)|=
1

T

d∑
i=1

T∑
t=1

|∇iF (wt)|≤
1√
T

d∑
i=1

√√√√ T∑
t=1

|∇iF (wt)|2,

where we switched the order of the two summations in the second equality and used the Cauchy-
Schwarz inequality in the last inequality. This leads to our main theorem.

Remark 3.1. We observe that the ℓ1-norm of the gradient naturally emerges as the convergence
measure, as it provides the tightest bound derivable from the inequality in Lemma B.5. Indeed,
the ℓ1-norm is always an upper bound on the ℓ2-norm, and thus the above bound also immedi-
ately implies an upper bound on 1

T

∑T
t=1 ∥∇F (wt)∥2. However, this relaxation will undermine the

advantage of AdaGrad when compared to SGD or AdaGrad-Norm.

A few remarks on Theorem 3.1 are in order. First, a key feature of the upper bound in (1) is
that, apart from the logarithmic term log h(T ), it does not explicitly depend on the dimension d.
Instead, the dependence is implicit via the variance vector σ and the Lipschitz vector L defined in
Assumptions 2.3b and 2.4b. In contrast, as shown later in Section 4, SGD unavoidably will incur an
explicit dependence on the dimension d in its convergence bound. Moreover, if we select the scaling
parameter η in AdaGrad to achieve the best convergence bound, then (1) will become

O
(√

∥L∥1∆F log h(T )

T
+

(
∥σ∥21∥L∥1∆F log h(T )

T

)1/4

+
∥σ∥1

√
log h(T )

T 1/4

)
. (8)

This bound is adaptive to the noise level: when the noise level in the stochastic gradient is relatively

small, i.e., ∥σ∥21 ≪ ∥L∥1∆F

T , then AdaGrad will achieve a faster rate of O(
√

∥L∥1∆F log h(T )
T ). As

shown in the next section, this rate matches our lower bound in the noiseless case, up to a log factor.

To aid our discussions and comparisons with existing results, we rewrite our bound in terms of the
gradient’s Lipschitz constants and the gradient noise variance as in Assumptions 2.3a and 2.4a, com-
monly used in the literature. Specifically, Assumption 2.3b implies that E

[
∥gt −∇F (wt)∥22

]
≤∑d

i=1 σ
2
i = ∥σ∥22 and Assumption 2.4b implies that the function F is ∥L∥∞-Lipschitz. Thus, when

we translate our bounds to the standard assumptions that are not tailored for coordinate-wise analy-
sis, the ratios of ∥L∥1

∥L∥∞
and ∥σ∥1

∥σ∥2
appear in the upper bound. Given the behavior of these ratios, the

dependence of our final bound on d could change, as described in the following cases:

• Worst case: In this case, we have ∥L∥1

∥L∥∞
= Θ(d) and ∥σ∥1

∥σ∥2
= Θ(

√
d). Then the bound

in (8) reduces to Õ
(√

d∥L∥∞∆F

T +
√
d
(

∥σ∥2
2∥L∥∞∆F

T

)1/4

+
√
d∥σ∥2

T 1/4

)
. Focusing on the

dependence on the dimension d, we obtain the rate of Õ(
√
d√
T
+

√
d

T 1/4
).

• Well-structured case: In this case, we have ∥L∥1

∥L∥∞
= O(1) and ∥σ∥1

∥σ∥2
= O(1).This indi-

cates that the curvature and gradient noise are heterogeneous and primarily influenced by a
few dominant coordinates. Under such circumstances, our convergence rate in (8) becomes
a dimensional-independent rate of Õ( 1√

T
+ 1

T 1/4
).

We also present a detailed comparison with the existing results for AdaGrad in Appendix A.

3.2 LOWER BOUNDS

After establishing an upper bound for AdaGrad, we move on to show a lower bound under the same
conditions. For simplicity, we set δ = 0 in AdaGrad, but generalizing to δ > 0 is straightforward.
Theorem 3.2. Consider running AdaGrad with δ = 0 and the scaling parameter η. Let L =
[L1, L2, . . . , Ld], σ = [σ1, σ2, . . . , σd] and ∆f > 0 be given parameters. Then there exists a
function f : Rd → R such that: (i) f satisfies Assumption 2.4b and f(x1) − inf f ≤ ∆f ; (ii) The
stochastic gradient gt satisfies Assumptions 2.2 and 2.3b; (iii) We have E [min1≤t≤T ∥∇f(xt)∥1] =

Ω
(
max

{√
∥L∥1∆f log T

T ,
(

(
∑d

i=1 σ
2/3
i Li

1/3)3∆f log T

T

) 1
4
})

.
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Proof Sketch. We construct the function f in the form of f(x) =
∑d

i=1 pi(x
(i)), where x(i) denotes

the i-th coordinate of the vector x ∈ Rd and pi : R → R is a one-dimensional function to be
specified. Since each coordinate is updated independently in AdaGrad, this is equivalent to running
AdaGrad on each of the one-dimensional functions pi in parallel. Thus, this requires us to understand
the convergence lower bound for AdaGrad in the one-dimensional setting.

In one dimension, AdaGrad follows the update rule xt+1 = xt− η√∑t
s=1 |gs|2

gt, where gt denotes the

stochastic gradient at time step t. In Corollary C.4, we will show that there exists a one-dimensional
function p∆,L,σ,T (·) and a stochastic gradient oracle such that: (i) Its gradient is L-Lipschitz and
its initial function value gap is bounded by ∆; (ii) The stochastic gradient oracle in unbiased with
bounded variance σ2; (iii) The iterates of AdaGrad after T iterations satisfy E [min1≤t≤T |p′(xt)|] =
Ω(
√

L∆ log T
T + (σ

2L∆ log T
T )1/4). Similar to the proof of Theorem 2.1, our construction is based on

the “resisting oracle” argument, which we briefly sketch below. Without loss of generality, assume

that AdaGrad is initialized with x1 = 0. For some ϵ = Ω(
√

L∆ log T
T + (σ

2L∆ log T
T )1/4), we aim

to construct a function p∆,L,σ,T such that p′∆,L,σ,T (xt) = −ϵ for all t ∈ [T ] with the stochastic
gradient oracle chosen as

Pr(gt = 0 | xt) =
σ2

σ2 + ϵ2
and Pr

(
gt = −σ2 + ϵ2

ϵ
| xt

)
=

ϵ2

σ2 + ϵ2
. (9)

One can verify that E[gt | xt] = −ϵ = p′(xt) and E[|gt − p′(xt)|2 | xt] = σ2. Our key observation
is that, under the stochastic gradient oracle in (9), the dynamic of AdaGrad can be modeled as a
random walk in one direction and its query points can be determined in advance. Specifically, let
Mt denote the number of times the stochastic gradient is non-zero by time t. Since the non-zero
stochastic gradients all take the same value, it follows from the update rule of AdaGrad that{

Mt = Mt−1 + 1, xt+1 = xt +
η√
Mt

if gt ̸= 0 (with probability ϵ2

σ2+ϵ2 );

Mt = Mt−1, xt+1 = xt otherwise (with probability σ2

σ2+ϵ2 ).
(10)

In particular, the points visited by AdaGrad belong to the set {
∑t

s=1
η√
s
: t ≥ 1}, which allows us

to construct the function p∆,L,σ,T .

Having defined the function p∆,L,σ,T , we then set f to be f(x) =
∑d

i=1 pi(x
(i)), where pi(·) =

p∆i,Li,σi,T (·) and
∑d

i=1 ∆i = ∆. Thus, it follows that

E
[

min
1≤t≤T+1

∥∇f(xt)∥1
]
= Ω

( d∑
i=1

√
Li∆i log T

T
+

d∑
i=1

(σ2
iLi∆i log T

T

) 1
4
)
. (11)

Finally, choosing ∆i (for i ∈ [d]) properly to maximize the right-hand side of (11), we obtain the
lower bound in Theorem 3.2.

Now let us compare our lower bound in Theorem 3.2 with the upper bound in (8), where we recall
that h(T ) is a polynomial function of T and problem parameters. We observe that the first noiseless
term in our upper bound matches the corresponding term in our lower bound, up to an absolute
constant. Notably, our lower bound shows that the additional logarithmic term in the upper bound
is necessary, rather than being an artifact of the analysis. For the second noise-dependent term,
the upper bound and the lower bound differ only in their dependence on L and σ. Moreover,
applying Hölder’s inequality yields (

∑d
i=1 σ

2/3
i Li

1/3)3 ≤ ∥σ∥21∥L∥1, and the equality holds when
the noise variances and the Lipschitz parameters are aligned in a particular way. Hence, under
certain conditions on L and σ, the second terms also match up to an absolute constant. Finally, our

upper bound contains an additional third term ∥σ∥1

√
log h(T )

T
1
4

, which is absent from our lower bound.
It is an interesting open question whether this term can be improved.

The lower bound in Theorem 3.2 is specific to AdaGrad. In what follows, we present another lower
bound that applies to all deterministic algorithms with access only to the first-order oracle, but only
in the noiseless setting (where σi = 0 for all i ∈ [d]). This result is in the same spirit as Theorem 2.1,
but here we use the ℓ1-norm of the gradient as the stationarity measure, as opposed to the ℓ2-norm.
Since the proof technique is similar to the one in Theorem 2.1, we defer the proof to Appendix C.3.
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Theorem 3.3. Consider any deterministic algorithm A that only has access to the first-order oracle
with an initial point x1 ∈ Rd. For any positive vector L = [L1, L2, . . . , Ld] and ∆f > 0, there
exists a function f : Rd → R such that: (i) f satisfies Assumption 2.4b and f(x1) − inf f ≤ ∆f ;
(ii) Algorithm A requires more than ∥L∥1∆f

ϵ2 gradient queries to find a point x̂ with ∥∇f(x̂)∥1 < ϵ.

Note that in the noiseless setting, our upper bound in (8) simplifies to O
(√

∥L∥1∆F log h(T )
T

)
, which

is equivalent to Õ(∥L∥1∆F

ϵ2 ) and matches the lower bound in Theorem 3.3, up to logarithmic terms.

4 ℓ1-NORM CONVERGENCE OF SGD: A LOWER BOUND

Having established the convergence of AdaGrad in terms of the gradient ℓ1-norm in the previous
section, we now seek to compare it with the convergence rate of SGD. However, the existing con-
vergence bounds for SGD use the ℓ2-norm of the gradient as the stationarity measure, making they
are not directly comparable to our result in Theorem 3.1. To facilitate a rigorous comparison, our
goal in this section is to provide a lower complexity bound for SGD with respect to the ℓ1-norm,
which is shown in the following theorem.
Theorem 4.1. Consider running SGD with update rule xt+1 = xt − ηgt on a smooth function f
with a constant step size η. For any given positive vector L = [L1, L2, . . . , Ld], non-negative vector
σ = [σ1, σ2, . . . , σd] and ∆f > 0, there exists a function f : Rd → R such that: (i) f satisfies
Assumption 2.4b and f(x1)− inf f ≤ ∆f ; (ii) The stochastic gradient gt satisfies Assumptions 2.2

and 2.3b; (iii) We have E [min1≤t≤T ∥∇f(xt)∥1] = Ω
(√

d∥L∥∞∆f

T +
d1/4∆

1/4
f (

∑d
i=1 σi

√
Li)

1/2

T 1/4

)
when T is sufficiently large.

Proof Sketch. We follow a similar approach as in Theorem 3.2. The function f is constructed in
the form of f(x) =

∑d
i=1 pi(x

(i)), where x(i) denotes the i-th coordinate of the vector x ∈ Rd

and pi : R → R is a one-dimensional function to be determined. Similar to AdaGrad, our key
observation is that running SGD on f is equivalent to running SGD with the same step size η for each
of the one-dimensional function pi in parallel, and thus it is sufficient to characterize the complexity
lower bound in the one-dimensional setting.

Extending the construction in (Abbaszadehpeivasti et al., 2022, Proposition 4) to the stochas-
tic setting, we show that there exists a one-dimensional function p∆,L,σ,η,T (·) and an associated
stochastic oracle such that: (i) Its gradient is L-Lipschitz and the initial function value gap is
bounded by ∆; (ii) The stochastic gradient oracle is unbiased with bounded variance σ2; (iii)
The iterates of SGD with step size η satisfy E [min1≤t≤T |p′(xt)|] ≥

√
2L∆ if η ≥ 2

L , and

E [min1≤t≤T |p′(xt)|] ≥ max
{

1
2

√
∆

2ηT+ 1
2L

,min
{
σ
√

Lη
2 ,

√
2L∆

}}
otherwise. Given this result,

we then set f(x) =
∑d

i=1 p∆
d ,Li,σi,T,η(x

(i)), where x(i) denotes the i-th coordinate of x. By con-
sidering different choices of the step size η and establishing a lower bound in each case, we arrive
at the final result.

From Theorem 4.1, we observe that the convergence rate of SGD exhibits a similar dependence on
the number of iterations T as AdaGrad. However, a key distinction lies in the explicit dependence
on the dimension d. In the next section, we provide a detailed comparison between the lower bound
of SGD with the upper bound of AdaGrad.

5 COMPARISON BETWEEN ADAGRAD AND SGD

In this section, we compare the rate obtained in Theorem 3.1 for AdaGrad with the convergence
lower bound of SGD in Theorem 4.1. Inspired by the analysis in Bernstein et al. (2018), we introduce
two density functions for this comparison. We define the density functions ϕ : Rd → [0, 1] as
follows:

ϕ(v) :=
∥v∥21
d ∥v∥22

∈
[
1

d
, 1

]
and ϕ̃(v) :=

∥v∥1
d∥v∥∞

∈
[
1

d
, 1

]
. (12)
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Specifically, a larger value of ϕ(v) or ϕ̃(v) indicates that the vector v is denser. Using this notation,
we can write ∥σ2∥22 =

∥σ∥2
1

dϕ(σ) and ∥L∥∞ = ∥L∥1

dϕ̃(L)
, and the lower bound in Theorem 4.1 for SGD

becomes

min
t=1,...,T

E [∥∇F (wt)∥1] =Ω

(√
∥L∥1∆F

ϕ̃(L)T
+

(
R2∥σ∥21∥L∥1∆F

ϕ(σ)T

) 1
4

)
, (13)

where

R =

∑d
i=1 σi

√
Li

∥σ∥2
√
∥L∥1

∈ [0, 1] (14)

is the cosine similarity between the two vectors [σ1, . . . , σd] ∈ Rd and [
√
L1, . . . ,

√
Ld] ∈ Rd. To

facilitate the comparison, we first translate the convergence rates of AdaGrad in (8) and SGD in (13)
into equivalent iteration complexity bounds. Specifically, to find an ϵ-stationary point in terms of
the ℓ1-norm, we observe that the required number of iterations is

Õ
(
∥L∥1∆F

ϵ2
+

∥σ∥21∥L∥1∆F

ϵ4
+

∥σ∥41
ϵ4

)
for AdaGrad, (15)

and Ω

(
∥L∥1∆F

ϕ̃(L)ϵ2
+

R2∥σ∥21∥L∥1∆F

ϕ(σ)ϵ4

)
for SGD. (16)

Except for the additional term ∥σ∥4
1

ϵ4 in (15), we observe that the two bounds in (15) and (16) are
similar. If we assume that the noise is relatively small, i.e., ∥σ∥1 ≪

√
∥L∥1∆F , the first two terms

dominate. We can make the following observations:

• Since ϕ̃(L) ∈ [ 1d , 1], for the first noiseless term in (15) and (16), AdaGrad is never worse
than SGD and outperforms SGD by a factor of ϕ̃(L). In particular, in the extreme case
where ϕ̃(L) = 1

d , i.e., the vector L is sparse, AdaGrad reduces the bound of SGD by a
factor of d.

• Since R ∈ [0, 1] and ϕ(σ) ∈ [ 1d , 1], the second noise-dependent term in AdaGrad can
be either improve or worsen compared to SGD. In the extreme case where R = 1 and
ϕ(σ) = 1

d , i.e., the two vectors [σ1, . . . , σd] and [
√
L1, . . . ,

√
Ld] are aligned and the

vector σ is sparse, then AdaGrad similarly reduces the bound of SGD by a factor of d.

To our knowledge, our results provide the first problem setting where AdaGrad provably achieves
a better dimensional dependence than SGD in the non-convex setting. We note that our discus-
sions here mirror the comparison between AdaGrad and Online Gradient Descent in (McMahan &
Streeter, 2010; Duchi et al., 2011) regarding online convex optimization problems. Similarly, de-
pending on the geometry of the feasible set and the density of the gradient vectors, it is shown that
the rate of AdaGrad can be better or worse by a factor of

√
d. In this sense, our result complements

this classical result and demonstrates that a similar phenomenon also occurs in the non-convex set-
ting.

6 CONCLUSION

In this paper, we provided a theoretical justification for the advantage of AdaGrad over SGD in
stochastic non-convex optimization. We first discussed the impossibility of showing any con-
vergence rate improvement over SGD under the standard assumptions of Lipschitz gradients and
bounded variance, as well as using the gradient’s ℓ2-norm as the stationarity measure. Motivated
by this observation, we introduced two refined assumptions on the Lipschitz constants and gradient
noise of the objective (Assumptions 2.3b and 2.4b) and proposed using the gradient ℓ1-norm as the
stationarity measure, which better suit the coordinate-wise nature of adaptive gradient methods. Un-
der these refined assumptions, We established a convergence rate for AdaGrad (Theorem 3.1) and
a complexity lower bound for SGD (Theorem 4.1) in terms of the gradient’s ℓ1-norm. Notably, by
comparing AdaGrad’s upper bound with SGD’s lower bound, we demonstrated that the complexity
of AdaGrad can be better than that of SGD by a factor of d. To our knowledge, this is the first result
showing a provable advantage of adaptive gradient methods over SGD in non-convex optimization.
In addition, by presenting two lower bounds, we established that the noiseless term in our upper
bound for AdaGrad is unimprovable up to a logarithmic factor (Theorems 3.2 and 3.3).
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APPENDIX

A COMPARISON WITH EXISTING RESULTS ON ADAGRAD

Most of the existing works use the ℓ2-norm as a measure of convergence (Shen et al., 2023; Défossez
et al., 2022; Wang et al., 2023; Hong & Lin, 2024; Zhou et al., 2024). The state-of-the-art result
is Zhou et al. (2024): with a fine-tuned step size, the authors show that, with high probability,
AdaGrad satisfies 1

T

∑T
t=1 ∥∇F (wt)∥22 = O

(
d
T + d1/2

T 1/2

)
. If we use this result to show a bound for

the ℓ1-norm, since ∥∇F (wt)∥1 = Θ(
√
d∥∇F (wt)∥2) in the worst case, the upper bound becomes

mint=1,...,T ∥∇F (wt)∥1 = O
(

d√
T
+ d3/4

T 1/4

)
, which is worse than our bound by at least a factor of

d1/4.

Also, in Liu et al. (2023), the authors considered the case that that the function is L-smooth and the
noise of gradient is coordinate-wise subgaussian, i.e., E

[
exp(λ2(gt,i −∇iF (wt))

2)
]
≤ exp(λ2σ2

i )

for all λ such that |λ| < 1
σi

. Note that the subgaussian noise assumption is stronger than the
bounded variance assumption in Assumption 2.3b. Under these assumptions, they characterized the
convergence rate of AdaGrad in terms of the averaged ℓ1-norm of the gradient and their result is no

better than Õ
(

∆1√
T
+ dL√

T
+

√
∆F ∥σ∥1

T 1/4 +
√
d∥σ∥1

T 1/4 +

√
dL∥σ∥1

T 1/4

)
. Compared to our bounds in (8),

we observe that their term
√
d∥σ∥1

T 1/4 is worse than the corresponding term in ours by a factor of
√
d.

Moreover, in the worst case where ∥L∥1

∥L∥∞
= Θ(d) and ∥σ∥1

∥σ∥2
= Θ(

√
d), their overall bound is worse

than ours by a factor of
√
d.

B PROOF OF THEOREM 3.1

In this section, we prove Theorem 3.1. Recall that we define ηt,i =
η

bt,i+δ and thus AdaGrad can be
rewritten as wt+1,i = wt,i − ηt,igt,i for i ∈ [d]. Our starting point is applying Assumption 2.4b to
wt and wt+1, yielding:

F (wt+1) ≤ F (wt) + ⟨∇F (wt),wt+1 −wt⟩+
d∑

i=1

Li

2
|wt+1,i − wt,i|2

= F (wt)−
d∑

i=1

ηt,i∇iF (wt)gt,i +

d∑
i=1

Li

2
η2t,ig

2
t,i.

(17)

If the step size ηt,i were conditionally independent of the stochastic gradient gt,i, then by taking the
conditional expectation with respect to Ft−1, the second term in the right-hand side of (17) would re-
sult in −ηt,i∇iF (wt)E [gt,i | Ft−1] = −ηt,i∇iF (wt)

2 by Assumption 2.2. However, as mentioned
in the proof sketch, the difficulty is that the step size ηt,i is computed using the stochastic gradient
at the current iterate wt, and consequently E [ηt,igt,i | Ft−1] ̸= ηt,iE [gt,i | Ft−1] in general.

Following Ward et al. (2020); Faw et al. (2022), we tackle this challenge by introducing the decor-
related step size η̂t,i in (2), which serves as a “proxy” of the step size that is decorrelated from gt.
Specifically, note that η̂t,i belongs to the filtration Ft−1 and thus E [η̂t,i∇iF (wt)gt,i | Ft−1] =
η̂t,i∇iF (wt)

2, leading to the desired squared gradient that we aim to bound. Equipped with the
decorrelated step size, in the following lemma we prove an upper bound on a (weighted) gradient
square norm at the current iterate wt.
Lemma B.1. Suppose Assumptions 2.2 and 2.4b hold. Consider the update rule in AdaGrad and
recall the decorrelated step sizes defined in (2). Then we have

d∑
i=1

η̂t,i∇iF (wt)
2 ≤ F (wt)− E [F (wt+1) | Ft−1] +

d∑
i=1

E [(η̂t,i − ηt,i)∇iF (wt)gt,i | Ft−1]

+

d∑
i=1

Li

2
E
[
η2t,ig

2
t,i | Ft−1

]
. (18)
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Proof. Taking the expectation with respect to Ft−1 in (17), we obtain:

E [F (wt+1) | Ft−1]−F (wt) = −
d∑

i=1

(
E [ηt,i∇iF (wt)gt,i | Ft−1]+

Li

2
E
[
η2t,ig

2
t,i | Ft−1

])
. (19)

Since η̂t,i is independent from gt,i conditioned on Ft−1, it follows from Assumption 2.2 that
E [η̂t,i∇iF (wt)gt,i | Ft−1] = η̂t,i∇iF (wt)E [gt,i | Ft−1] = η̂t,i∇iF (wt)

2. Hence, we get
E [ηt,i∇iF (wt)gt,i | Ft−1] = E [η̂t,i∇iF (wt)gt,i | Ft−1] + E [(ηt,i − η̂t,i)∇iF (wt)gt,i | Ft−1]

= η̂t,i∇iF (wt)
2 + E [(ηt,i − η̂t,i)∇iF (wt)gt,i | Ft−1] .

Combining this with (19), this further implies that

E [F (wt+1) | Ft−1]− F (wt) ≤
d∑

i=1

(
−η̂t,i∇iF (wt)

2 − E [(ηt,i − η̂t,i)∇iF (wt)gt,i | Ft−1]

+
Li

2
E
[
η2t,ig

2
t,i | Ft−1

])
.

Rearranging the above inequality leads to (18).

In Lemma B.1, the left-hand side is a weighted version of the squared gradient norm at wt, where
the weights for each coordinate are given by the decorrelated step sizes η̂t,i. Note that this is the key
difference compared to the analysis of AdaGrad-Norm in Faw et al. (2022). Indeed, for AdaGrad-
Norm, the left-hand side will become η̂t∥∇F (wt)∥2, and thus the squared ℓ2-norm of the gradient
naturally arises from the analysis. On the other hand, as we shall see later, in our case ℓ2-norm is
not the best choice of the norm and instead we will relate the left-hand side in (18) to the ℓ1-norm
of the gradient.

In light of Lemma B.1, we need to manage the bias term
∑d

i=1 E [(η̂t,i − ηt,i)∇iF (wt)gt,i | Ft−1],
which is due to the difference between the step size ηt,i and its decorrelated version η̂t,i, and a
quadratic term

∑d
i=1 E[η2t,ig2t,i], which comes from Assumption 2.4b. The following lemma ad-

dresses these two terms and the proofs for these two results are presented in Appendix B.1.
Lemma B.2. Consider the update rule in AdaGrad. For any t ∈ [T ] and i ∈ [d], we have

E [(η̂t,i − ηt,i)∇iF (wt)gt,i | Ft−1] ≤
η̂t,i
2

∇iF (wt)
2 +

2σi

η
E
[
η2t,ig

2
t,i | Ft−1

]
. (20)

Moreover, we have

E
[ T∑

t=1

η2t,ig
2
t,i

]
≤ η2 log h(T ), (21)

where h(T ) = 1 +
T∥σ∥2

∞
δ2 +

T (∥∇F (w1)∥∞+η
√

∥L∥∞∥L∥1T )2

δ2 .

The first result in Lemma B.2 shows that for each coordinate i ∈ [d], we can upper bound the
bias term in terms of the squared gradient η̂t,i

2 ∇iF (wt)
2 and the quadratic term E

[
η2t,ig

2
t,i

]
. The

second result in the above lemma shows that the accumulation of the quadratic terms η2t,ig
2
t,i over

T iterations can be bounded in expectation by O(η2 log(T/δ)). By combining Lemma B.2 with
Lemma B.1, we obtain the following key corollary.
Corollary B.3. Recall the definition of h(T ) in Lemma B.2. For AdaGrad, we have

E

[
T∑

t=1

d∑
i=1

η̂t,i
2

∇iF (wt)
2

]
≤ F (w1)− F ∗ +

(
2η∥σ∥1 +

η2∥L∥1
2

)
log h(T ). (22)

Proof. By applying (20) to (18) in Lemma B.1, we obtain that
d∑

i=1

η̂t,i∇iF (wt)
2 ≤ F (wt)− E [F (wt+1) | Ft−1] +

d∑
i=1

η̂t,i
2

∇iF (wt)
2

+

d∑
i=1

(
Li

2
+

2σi

η

)
E
[
η2t,ig

2
t,i | Ft−1

]
.
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By merging terms and taking the expectation of both sides of the inequality, we further have

E

[
d∑

i=1

η̂t,i
2

∇iF (wt)
2

]
≤ E [F (wt)− F (wt+1)] +

d∑
i=1

(
η2Li

2
+ 2ησi

)
E
[
η2t,ig

2
t,i

]
.

Now we sum the above the inequality over t = 1, . . . , T to get

E

[
T∑

t=1

d∑
i=1

η̂t,i
2

∇iF (wt)
2

]
≤ F (w1)− E [F (wT+1)] +

d∑
i=1

(
2ησi +

Liη
2

2

)
E

[
T∑

t=1

η2t,ig
2
t,i

]

≤ F (w1)− F ∗ +

d∑
i=1

(
2ησi +

Liη
2

2

)
log h(T )

= F (w1)− F ∗ +

(
2η∥σ∥1 +

∥L∥1η2

2

)
log h(T ),

where we used Assumption 2.1 and (21) in the second inequality. This completes the proof.

To simplify the notation, let us denote the right-hand side of (22) by Q. This implies that, if we
ignore the logarithmic term, we have Q = Õ

(
F (w1)− F ∗ + η∥σ∥1 + η2∥L∥1

)
. Corollary B.3

shows that the sum of weighted squared gradient norms is bounded by a constant depending on
problem parameters, up to log factors. Hence, the remaining task is to establish lower bounds on
the step sizes η̂t,i. For instance, if we were able to show that all the step sizes η̂t,i are uniformly
lower bounded by Ω̃( 1√

T
), then Corollary B.3 would immediately imply a rate of Õ( 1

T 1/4 ) in terms
of the gradient ℓ2-norm ∥∇F (wt)∥2. However, there are several challenges: (i) The step sizes η̂t,i
are determined by the observed stochastic gradient rather than specified by the user. (ii) To further
complicate the issue, due to correlation between the step size η̂t,i and the iterate wt, this implies that
E
[
η̂t,i∇iF (wt)

2
]
̸= E [η̂t,i]E

[
∇iF (wt)

2
]

and hence a lower bound on E [η̂t,i] would not suffice.
(iii) Finally, since the step sizes for each coordinate are updated independently, it is unclear how to
construct a uniform lower bound across all the coordinates.

As mentioned in the proof sketch, to address the last challenge, we study each coordinate and con-
struct a uniform lower bound on η̂t,i for t ∈ [T ]. Specifically, for each coordinate i ∈ [d], we define
a new auxiliary step size η̃T,i as in (4). From (2) and bt−1,i =

∑t−1
s=1 g

2
s,i in (AdaGrad), we have

η̂t,i ≥ η̃T,i for all t ∈ [T ]. To address the second issue, we separate the step sizes from the gradients
as follows:

E

[
T∑

t=1

η̂t,i
2

∇iF (wt)
2

]
≥ E

[
η̃T,i

2

T∑
t=1

∇iF (wt)
2

]
≥

E
[√∑T

t=1 ∇iF (wt)2
]2

E
[

2
η̃T,i

] , (23)

where we used the elementary inequality that E
[
X2

Y

]
≥ E[X]2

E[Y ] for any two positive random variables

X and Y . Hence, in the following lemma, we will establish an upper bound on E
[

1
η̃T,i

]
, instead of

directly lower bounding E [η̃T,i].

Lemma B.4. Consider the step size η̃T,i defined in (4). For any i ∈ [d], we have

E
[

1

η̃T,i

]
≤ σi

√
2T + δ

η
+

√
3

η
E


√√√√ T∑

t=1

∇iF (wt)2

 .

Proof. From the definition of η̃T,i and using b2t−1,i =
∑t−1

s=1 g
2
s,i ≤

∑T−1
t=1 g2t,i, we have

E
[

η

η̃T,i

]
≤ E


√√√√ T∑

t=1

g2t,i + σ2
i +

T∑
t=1

∇iF (wt)2 + δ

 .
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We then can use the upper bound of g2t,i ≤ 2((gt,i −∇iF (wt))
2 +∇iF (wt)

2):

E
[

η

η̃T,i

]
≤ E


√√√√ T∑

t=1

2((gt,i −∇iF (wt))2 +∇iF (wt)2) + σ2
i +

T∑
t=1

∇iF (wt)2 + δ


= E


√√√√2

T−1∑
t=1

(gt,i −∇iF (wt))2 + 3

T∑
t=1

∇iF (wt)2 + σ2
i + δ


≤ E


√√√√2

T−1∑
t=1

(gt,i −∇iF (wt))2 + σ2
i

+ E


√√√√3

T∑
t=1

∇iF (wt)2

+ δ.

Applying Jensen’s inequality and the bounded variance from Assumption 2.3b, we get

E
[

η

η̃T,i

]
≤

√√√√2

T−1∑
t=1

E [(gt,i −∇iF (wt))2] + σ2
i + E


√√√√3

T∑
t=1

∇iF (wt)2

+ δ

≤
√

2Tσ2
i +

√
3E


√√√√ T∑

t=1

∇iF (wt)2

+ δ

Rearranging the terms immediately leads to the stated lemma.

Lemma B.4 establishes an upper bound on E
[

1
η̃T,i

]
in terms of the sum E

[√∑T
t=1 ∇iF (wt)2

]
,

which also appears on the right hand side of (5). By combining Corollary B.3, (5) and Lemma B.4,
we arrive at the following lemma.

Lemma B.5. Consider the update in AdaGrad and recall that Q denotes the right-hand side in (3).
It holds that

E

 d∑
i=1

√√√√ T∑
t=1

∇iF (wt)2

 ≤ 2
√
3

η
Q+

√
2dδQ

η
+ 2

√
∥σ∥1Q

η
T

1
4 . (24)

Proof. It follows from (23) that

E


√√√√ T∑

t=1

∇iF (wt)2

2

≤ E

[
T∑

t=1

η̂t,i
2

∇iF (wt)
2

]
E
[

2

η̃T,i

]
.

Using the result from Lemma B.4, we get a quadratic inequality as follows:

E


√√√√ T∑

t=1

∇iF (wt)2

 ≤

√√√√E

[
T∑

t=1

η̂t,i
2

∇iF (wt)2

]√
E
[

2

η̃T,i

]

≤
√

2

η

√√√√E

[
T∑

t=1

η̂t,i
2

∇iF (wt)2

]√√√√√(σi

√
2T + δ) +

√
3E


√√√√ T∑

t=1

∇iF (wt)2


Solving the quadratic we have he following bound,

E


√√√√ T∑

t=1

∇iF (wt)2

 ≤ 2
√
3

η
E

[
T∑

t=1

η̂t,i
2

∇iF (wt)
2

]
+

√
2

η

√
(σi

√
2T + δ)

√√√√E

[
T∑

t=1

η̂t,i
2

∇iF (wt)2

]
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Combining the bounds from all the coordinates and using the Cauchy-Schwartz inequality for the
second term:

E

 d∑
i=1

√√√√ T∑
t=1

∇iF (wt)2

 ≤ 2
√
3

η
E

[
d∑

i=1

T∑
t=1

η̂t,i
2

∇iF (wt)
2

]

+

√
2

η

√√√√ d∑
i=1

σi

√
2T + dδ

√√√√E

[
d∑

i=1

T∑
t=1

η̂t,i
2

∇iF (wt)2

]
(25)

We can further bound the term using the result from Corollary B.3,

E

 d∑
i=1

√√√√ T∑
t=1

∇iF (wt)2

 ≤ 2
√
3

η

(
F (w1)− F ∗ +

(
2η∥σ∥1 +

η2∥L∥1
2

)
log h(T )

)

+

√
2

ηT

√
(∥σ∥1

√
2T + dδ)

√
F (w1)− F ∗ +

(
2η∥σ∥1 +

η2∥L∥1
2

)
log h(T )

where h(T ) is defined in Lemma B.2. This completes the proof.

Finally, we relate the left-hand side of (24) to the ℓ1-norm of the gradients. Specifically, we can
write:

1

T

T∑
t=1

∥∇F (wt)∥1=
1

T

T∑
t=1

d∑
i=1

|∇iF (wt)|=
1

T

d∑
i=1

T∑
t=1

|∇iF (wt)|≤
1√
T

d∑
i=1

√√√√ T∑
t=1

|∇iF (wt)|2,

which implies that

1

T

T∑
t=1

E [∥∇F (wt)∥1] ≤
2
√
3Q

η
√
T

+

√
2dδQ

ηT
+ 2

√
∥σ∥1Q

η

1

T 1/4
.

Since Q = O
(
F (w1)− F ∗ + (η∥σ∥1 + η2∥L∥1) log h(T )

)
and δ < 1

d , we obtain the result in
Theorem 3.1.

B.1 PROOF OF LEMMA B.2

Before we prove Lemma B.2, we first present two helper lemmas.

Lemma B.6. Let {as}∞s=1 be any sequence such that as ≥ 0 for all s. Moreover, define At =
At−1 + at, where A0 = 0. Then we have

T∑
t=1

at
At + δ2

≤ log

(
1 +

AT

δ2

)
(26)

Proof. The proof is similar to (Faw et al., 2022, Lemma 15) and we repeat here for completeness.
Note that for any t ≥ 1, we have

at
At + δ2

= 1− At−1 + δ2

At + δ2
≤ log

(
At + δ2

At−1 + δ2

)
.

The last step follows from x ≤ − log(1− x). Summing the above inequalities from t = 1 to t = T ,
we obtain that

T∑
t=1

at
At + δ2

≤ log

(
AT + δ2

A0 + δ2

)
= log

(
1 +

AT

δ2

)
.

This completes the proof.
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Lemma B.7. Suppose that Assumption 2.4b holds and consider the update rule in AdaGrad. Then
for any coordinate i ∈ [d] and iteration t ≥ 0, we have

|∇iF (wt+1)−∇iF (wt)| ≤ η
√

Li∥L∥1. (27)

As a corollary, this implies that

|∇iF (wt)| ≤ |∇iF (w1)|+ η
√

Li∥L∥1t ≤ ∥∇F (w1)∥∞ + η
√
∥L∥∞∥L∥1t. (28)

Proof. To begin with, we prove that if Assumption 2.4b holds, then for any vectors x,y ∈ Rd,

d∑
i=1

1

Li
|∇iF (x)−∇iF (y)|2 ≤

d∑
i=1

Li|xi − yi|2. (29)

To see this, define the weighted Euclidean norm ∥ · ∥L as ∥x∥L :=
√∑d

i=1 Lix2
i and correspond-

ingly its dual norm is given by ∥x∥L,∗ :=
√∑d

i=1
1
Li
x2
i . Thus, we can rewrite Assumption 2.4b as

|F (y) − F (x) − ⟨∇F (x),y − x⟩| ≤ 1
2∥y − x∥2L. This is equivalent to the fact that the gradient

∇F (x) is 1-Lipschitz with respect to the norm ∥ · ∥L, i.e., ∥∇F (x) − ∇F (y)∥L,∗ ≤ ∥x − y∥L.
Squaring both sides of the inequality leads to (29).

Applying (29) to the two consecutive iterates wt+1 and wt, we obtain that
∑d

i=1
1
Li
|∇iF (wt+1)−

∇iF (wt)|2 ≤
∑d

i=1 Li|wt+1,i − wt,i|2. Moreover, note that from the update rule of AdaGrad, it
holds that

|wt+1,i − wt,i| = η
∣∣∣ gt,i
bt,i + δ

∣∣∣ ≤ η
∣∣∣ gt,i√

b2t−1,i + g2t,i + δ

∣∣∣ ≤ η.

Hence, we further have
∑d

i=1
1
Li
|∇iF (wt+1) − ∇iF (wt)|2 ≤ η

∑d
i=1 Li = η∥L∥1, which im-

plies (27).

Applying the triangle inequality, we have:

|∇iF (wt)| ≤ |∇iF (w1)|+
t−1∑
s=1

|∇iF (ws+1)−∇iF (ws)| ≤ |∇iF (w1)|+ η
√

Li∥L∥1t.

Since |∇iF (w1)| ≤ ∥∇F (w1)∥∞ and Li ≤ ∥L∥∞ for any i ∈ [d], we obtain (28).

Now we are ready to prove Lemma B.2. Recall from the definition of AdaGrad that

ηt,i =
η√

b2t−1,i + g2t,i + δ
and η̂t,i =

η√
b2t−1,i +∇iF (wt)2 + σ2

i + δ
. (30)

Let a = b2t−1,i + g2t,i and b = b2t−1,i +∇iF (wt)
2 + σ2

i . Then

|ηt,i − η̂t,i| = η

∣∣∣∣ 1√
a+ δ

− 1√
b+ δ

∣∣∣∣ = η

∣∣∣∣ b− a

(
√
a+ δ)(

√
b+ δ)(

√
a+

√
b)

∣∣∣∣
= η

∣∣∣∣∣ ∇iF (wt)
2 + σ2

i − g2t,i

(
√
a+ δ)(

√
b+ δ)(

√
a+

√
b)

∣∣∣∣∣
≤

η|∇iF (wt)
2 − g2t,i|+ ησ2

i

(
√
a+ δ)(

√
b+ δ)(

√
a+

√
b)
.

Since
√
a ≥ |gt,i|,

√
b ≥ max{|∇iF (wt)|, σi}, we have |∇iF (wt)

2 − g2t,i| ≤ |∇iF (wt) −
gt,i|(|∇iF (wt)|+ |gt,i|) ≤ |∇iF (wt)− gt,i|(

√
a+

√
b) and σ2

i ≤ σi(
√
a+

√
b). Therefore,

|ηt,i − η̂t,i| ≤
η|∇iF (wt)− gt,i|+ ησi

(
√
a+ δ)(

√
b+ δ)

=
1

η
(|∇iF (wt)− gt,i|+ σi) ηt,iη̂t,i,
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where we used ηt,i =
η√
a+δ

and η̂t,i =
η√
b+δ

in the last inequality. Hence we have,

|(ηt,i − η̂t,i)∇iF (wt)gt,i| ≤
1

η
ηt,iη̂t,i(|∇iF (wt)− gt,i|+ σi)|∇iF (wt)gt,i|

=
ηt,iη̂t,i

η
|∇iF (wt)− gt,i| · |∇iF (wt)gt,i|+

σiηt,iη̂t,i
η

|∇iF (wt)gt,i|.

Using the Cauchy-Schwartz inequality, we further have

E [ηt,iη̂t,i|∇iF (wt)− gt,i| · |∇iF (wt)gt,i| | Ft−1]

≤ η̂t,i|∇iF (wt)|
√
E [|∇iF (wt)− gt,i|2 | Ft−1]E

[
η2t,ig

2
t,i | Ft−1

]
≤ σiη̂t,i|∇iF (wt)|

√
E
[
η2t,ig

2
t,i | Ft−1

]
where the last step follows from the bounded variance in Assumption 2.3b. We proceed to bound
the second term in a similar manner:

E [σiηt,iη̂t,i|∇iF (wt)gt,i| | Ft−1] ≤ σiη̂t,i|∇iF (wt)|
√

E
[
η2t,ig

2
t,i | Ft−1

]
.

Combining the results, the term E [|(ηt,i − η̂t,i)∇iF (wt)gt,i| | Ft−1] is bounded as follows:

E [|(ηt,i − η̂t,i)∇iF (wt)gt,i| | Ft−1] ≤
2σiη̂t,i|∇iF (wt)|

η

√
E
[
η2t,ig

2
t,i | Ft−1

]
≤ 1

2
η̂t,i∥∇iF (wt)∥2 +

2η̂t,iσ
2
i

η2
E
[
η2t,ig

2
t,i | Ft−1

]
(31)

where we used Young’s inequality in (31) in the last inequality. Finally, since η̂t,i ≤ η
σi

, we further

have η̂t,iσ
2
i

η2 ≤ σi

η and this proves the inequality in (20).

Next, we prove (21) in Lemma B.2. From the definition of the step size in (30), we have:

E

[
T∑

t=1

η2t,ig
2
t,i

]
= η2E

 T∑
t=1

g2t,i

(
√

b2t−1,i + g2t,i + δ)2

 ≤ η2E

[
T∑

t=1

g2t,i
b2t−1,i + g2t,i + δ2

]
.

Using Lemma B.6, we can bound the summation with a log term as follows,

η2E

[
T∑

t=1

g2t,i
b2t−1,i + g2t,i + δ2

]
≤ η2E

[
log

(
1 +

b2T,i

δ2

)]
≤ η2 log

(
1 +

E
[
b2T,i

]
δ2

)
,

where we apply Jensen’s Inequality to the concave log function in the last inequality. Moreover,
since b2T,i =

∑T
t=1 g

2
t,i, by using Assumptions 2.2 and 2.3b we have

E
[
b2T,i

]
=

T∑
t=1

E
[
g2t,i
]
≤

T∑
t=1

(
σ2
i + E

[
∇iF (wt)

2
])

≤ T∥σ∥2∞ +

T∑
t=1

E
[
∇iF (wt)

2
]
,

where we used the fact that σi ≤ ∥σ∥∞ for any i ∈ [d]. Using the result from Lemma B.7, for any
t ∈ [T ], we further have

∇iF (wt)
2 ≤

(
∥∇F (w1)∥∞ + η

√
∥L∥∞∥L∥1t

)2
≤
(
∥∇F (w1)∥∞ + η

√
∥L∥∞∥L∥1T

)2
.

Combining all the inequalities above, we obtain that

η2E

[
T∑

t=1

g2t,i
b2t−1,i + g2t,i + δ2

]
≤ η2 log

(
1 +

T∥σ∥2∞
δ2

+
T (∥∇F (w1)∥∞ + η

√
∥L∥∞∥L∥1T )2

δ2

)
Hence, we have proved the bound in (21) of Lemma B.2. This completes the proof of the results in
Lemma B.2.
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C LOWER BOUND RESULTS

C.1 PROOF OF THEOREM 2.1

To finish the proof of Theorem 2.1, it remains to show that the function p can be constructed satis-
fying those three conditions. This is achieved by applying the following lemma.

Lemma C.1. For any given ϵ ∈ (0,
√
2], let N be an positive integer such that N ≤ 1

ϵ2 + 1
2 . Then

for any N points {xt}Nt=1 in R, there exists a function p : R → R of one dimension such that: (i) its
gradient is 1-Lipschitz; (ii) p(x1)− inf p ≤ 1; (iii) p′(xt) = −ϵ for any t ∈ [N ].

Specifically, since T ≤ ∥L∥∞∆f

ϵ2 = 1
ϵ̃2 with ϵ̃ = ϵ√

∥L∥∞∆f

, the existence of p follows from applying

Lemma C.1 to the T points {
√

L1/∆fx
(1)
t }Tt=1.

Proof of Lemma C.1. We divide the proof into two cases.

Case I: The point x1 is the largest among the N points {xt}Nt=1, i.e., xt ≤ x1 for any t ∈ [N ]. In
this case, we define the function p : R → R as follows;

p(x) =

{
−ϵ(x− x1), x ∈ (−∞, x1];
1
2 (x− x1)

2 − ϵ(x− x1), x ∈ (x1,+∞).

By direct calculation, we have p′(x) = −ϵ when x ∈ (−∞, x1] and p′(x) = x − x1 − ϵ when
x ∈ (x1,+∞). Hence, it is straightforward to verify that p′ is 1-Lipschitz. Moreover, the minimum
of p is achieved at x = x1 + ϵ, with inf p = − 1

2ϵ
2. Thus, we have p(x1) − inf p = 1

2ϵ
2 ≤ 1 since

ϵ ≤
√
2. Finally, since p′(x) = −ϵ for all x ≤ x1, we conclude that p′(xt) = −ϵ for all t ∈ [N ].

Hence, the function p satisfies all the three conditions in Lemma C.1.

Case II: There are k points to the right of x1 among the N points {xt}Nt=1, where 1 ≤ k ≤ N − 1.
Since the statement in Lemma C.1 is independent of the ordering of {x2, . . . , xN}, without loss of
generality, we may assume that these k points are x2, . . . , xk+1.

We begin by defining an auxiliary function ϕa,b,ϵ(x) over a given interval [a, b], which is contin-
uous, piecewise quadratic and will serve as the basic building block of our worst-case function.
Specifically,

ϕa,b,ϵ(x) =

{
1
2 (x− a)2 − ϵ(x− a), x ∈ [a, a+b

2 ];

− 1
2 (x− b)2 − ϵ(x− b) + (b−a)2

4 − (b− a)ϵ, x ∈ (a+b
2 , b].

(32)

Direct computation shows that ϕ′
a,b,ϵ(x) = x− a− ϵ for a ≤ x ≤ a+b

2 and ϕ′
a,b,ϵ(x) = −x+ b− ϵ

for a+b
2 < x ≤ b. Therefore, it is straightforward to verify that:

• ϕa,b,ϵ(a) = 0 and ϕa,b,ϵ(b) =
(b−a)2

4 − (b− a)ϵ;

• ϕ′
a,b,ϵ is 1-Lipschitz and ϕ′

a,b,ϵ(a) = ϕ′
a,b,ϵ(b) = −ϵ;

• infx∈[a,b] ϕa,b,ϵ(x) = min{− 1
2ϵ

2, ϕa,b,ϵ(b)}.

Having defined the function ϕa,b,ϵ, we now construct the function p : R → R as follows:

p(x) =


−ϵ(x− x1), x ∈ (−∞, x1];

ϕxt,xt+1,ϵ(x) + pt, x ∈ (xt, xt+1] (1 ≤ t ≤ k);
1
2 (x− xk+1)

2 − ϵ(x− xk+1) + pk+1, x ∈ (xk+1,+∞).

(33)

Note that p(xt) = pt and the values {pt}k+1
t=1 are chosen such that the function p is continuous.

Specifically, this requires that ϕxt,xt+1,ϵ(xt+1) + pt = pt+1, By induction, this condition leads to

p1 = 0, pt =

t−1∑
i=1

(
1

4
(xi+1 − xi)

2 − (xi+1 − xi)ϵ

)
. (34)
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Now we verify that p satisfies all the three conditions in Lemma C.1. First, since p′ is 1-Lipschitz
on each interval and p′ is continuous, it follows that p′ is 1-Lipschitz over the entire real line R.
Moreover, by construction, it is straightforward to verify that p′(xt) = −ϵ for all t ∈ [k + 1],
and p′(x) = −ϵ for all x ≤ x1. Combining these two facts, we obtain that the third condition in
Lemma C.1 is also satisfied. To verify the second condition, note that p(x1) = 0. Moreover, from
the definition of p in (33) and the properties of ϕa,b,ϵ, we have

p(x) ≥


0, x ∈ (−∞, x1];

min{pt − 1
2ϵ

2, pt+1}, x ∈ (xt, xt+1] (1 ≤ t ≤ k);

pk+1 − 1
2ϵ

2, x ∈ (xk+1,+∞).

Hence, this shows that

inf p ≥ min
t∈[k+1]

{
pt −

1

2
ϵ2
}

= min
t∈[k+1]

pt −
1

2
ϵ2. (35)

Next, we provide a lower bound for pt. By using Jensen’s inequality, we have

pt =

t−1∑
i=1

(
1

4
(xi+1 − xi)

2 − (xi+1 − xi)ϵ

)
=

1

4

t−1∑
i=1

(xi+1 − xi)
2 − ϵ(xt − x1)

≥ 1

4(t− 1)

(
t−1∑
i=1

xi+1 − xi

)2

− ϵ(xt − x1)

=
1

4(t− 1)
(xt − x1)

2 − ϵ(xt − x1)

≥ −(t− 1)ϵ2.

Since t ≤ k + 1 ≤ N , it further follows from (35) that inf p ≥ −(N − 1)ϵ2 − 1
2ϵ

2 = (−N + 1
2 )ϵ

2.
Finally, given that N ≤ 1

ϵ2 + 1
2 by assumption, we have p(x1)− inf p ≤ (N − 1

2 )ϵ
2 ≤ 1. Thus, we

conclude that the function p satisfies all the conditions in Lemma C.1.

C.2 PROOF OF THEOREM 3.2

We first present the following lemma, which will be used to construct the worst-case function.
Lemma C.2. For any positive integer N , suppose that ϵ satisfies

ϵ ≤ min

{
η logN

8
√
N

+
1

4η
√
N

, 1

}
. (36)

Let x1 = 0 and xt = η
∑t−1

s=1
1√
s

for any 2 ≤ t ≤ N . Then there exists a function p : R → R of one
dimension such that: (i) its gradient is 1-Lipschitz; (ii) p(x1)− inf p ≤ 1; (iii) p′(xt) = −ϵ for any
t ∈ [N ].

Proof. We follow a similar approach as in the proof of Lemma C.1. Specifically, we construct the
function p in a similar form as (33) based on the auxiliary function ϕa,b,ϵ(x) defined in (32):

p(x) =


−ϵ(x− x1), x ∈ (−∞, x1];

ϕxt,xt+1,ϵ(x) + pt, x ∈ (xt, xt+1] (1 ≤ t ≤ N − 1);
1
2 (x− xN )2 − ϵ(x− xN ) + pN , x ∈ (xN ,+∞),

where the values {pt}Nt=1 are chosen to ensure that the function p is continuous. Hence, as in (34),
we have p1 = 0 and

pt =

t−1∑
s=1

(
1

4
(xs+1 − xs)

2 − (xs+1 − xs)ϵ

)
=

t−1∑
s=1

(
η2

4s
− ηϵ√

s

)
, ∀t ≥ 2.

Using the same arguments as in Lemma C.1, we can verify that p has 1-Lipschitz gradient and
p′(xt) = −ϵ for all t ∈ [N ]. Hence, it remains to show that p(x1)− inf p ≤ 1.
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To begin with, recall from (35) that inf p ≥ mint∈[N ] pt − 1
2ϵ

2, and hence our goal is to lower

bound pt. Moreover, note that pt+1 − pt = η2

4t − ηϵ√
t
, which implies that pt is monotonically

increasing when t ≤ η2

16ϵ2 and monotonically decreasing when t > η2

16ϵ2 . It follows from this
observation that mint∈[N ] pt = min{p1, pN}. To lower bound pN , we use the elementary inequality
that

∑N−1
s=1

1
s ≥ logN and

∑N−1
s=1

1√
s
≤ 2

√
N − 1− 1 ≤ 2

√
N . This leads to

pN =
η2

4

N−1∑
s=1

1

s
− ηϵ

N−1∑
s=1

1√
s
≥ η2

4
logN − 2ηϵ

√
N.

Since p1 = 0, this implies that inf p ≥ min{0, η2

4 logN − 2ηϵ
√
N} − 1

2ϵ
2 and consequently

p(x1)− inf p ≤ max

{
1

2
ϵ2, 2ηϵ

√
N − η2

4
logN +

1

2
ϵ2
}
.

Using the condition in (36), we have 1
2ϵ

2 ≤ 1
2 ≤ 1 and

2ηϵ
√
N − η2

4
logN +

1

2
ϵ2 ≤ 2ηϵ

√
N − η2

4
logN +

1

2

≤ 2η
√
N

(
η logN

8
√
N

+
1

4η
√
N

)
− η2

4
logN +

1

2
= 1.

Hence, we conclude that p(x1)− inf p ≤ 1.

Built on Lemma C.2, we proceed to prove a complexity lower bound for AdaGrad in one dimension.
Lemma C.3. Consider running AdaGrad on a one-dimensional smooth function p with the scaling
parameter η. For any L > 0 and ∆ > 0, there exists a function p : R → R and a corresponding
stochastic gradient oracle such that: (i) p has L-Lipschitz gradients and p(x1) − inf p ≤ ∆; (ii)
the stochastic gradient gt is unbiased and has a bounded variance of σ2; (iii) Given ϵ such that
ϵ <

√
L∆

16
√
2

, if T ≤ L∆
256ϵ2

(
1 + σ2

4ϵ2

)
log L∆

128ϵ2 , then we have E [min1≤t≤T |p′(xt)|] ≥ ϵ.

Proof. We set x1 = 0. To begin with, we can assume without loss of generality that L = 1 and
∆ = 1. This follows from Lemma 1 in Chewi et al. (2023), which demonstrates that if a function
p : R → R has a 1-Lipschitz gradient and satisfies p(0) − inf p ≤ 1, then the rescaled function

p̃(x) = ∆p
(√

L
∆x
)

has an L-Lipschitz gradient and satisfies p̃(0) − inf p̃ ≤ ∆. Furthermore,
finding a point x̂ such that |p̃′(x̂)| ≤ ϵ is equivalent to finding a point x̂ such that |p′(x̂)| ≤ ϵ√

L∆
.

Now define N = 1
128ϵ2 log

1
128ϵ2 and we first verify that the condition in (36) is satisfied with 2ϵ.

Specifically, we will prove that 2ϵ ≤
√

logN
32N , which immediately implies (36) as η logN

8
√
N

+ 1
4η

√
N

≥√
logN
32N . By direct computation, we have√

logN

32N
= 2ϵ

√
logN

log 1
128ϵ2

= 2ϵ

√
log 1

128ϵ2 + log log 1
128ϵ2

log 1
128ϵ2

> ϵ,

where we used the fact that ϵ < 1
16

√
2
⇔ 1

128ϵ2 > 4 ⇒ log log 1
128ϵ2 > 1. Define q1 = 0 and

qt = η
∑t−1

s=1
1√
s

for any 2 ≤ t ≤ N . According to Lemma C.2, there exists a function p : R → R
such that (i) its gradient is 1-Lipschitz; (ii) p(x1)− inf p ≤ 1; (iii) p′(xt) = −2ϵ for any t ∈ [N ].

Now consider running AdaGrad on the one-dimensional function p(x) with the stochastic gradient
oracle given by

Pr(gt = 0 | xt) =
σ2

σ2 + 4ϵ2
and Pr

(
gt =

(
1 +

σ2

4ϵ2
)
p′(xt) | xt

)
=

4ϵ2

σ2 + 4ϵ2
. (37)

It is straightforward to verify that E[gt | xt] = p′(xt), i.e., the stochastic gradient gt is unbiased. Our
goal is to show that, if T ≤ 1

256ϵ2

(
1 + σ2

4ϵ2

)
log 1

128ϵ2 = 1
2 (1 +

σ2

4ϵ2 )N , then we have |p′(xt)| = 2ϵ
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for all t ∈ [T ] with probability at least 1
2 . If this is the case, we can also verify that the stochastic

gradient gt has variance bounded by σ2, and thus our construction satisfies all the required condi-
tions.

As mentioned in the proof sketch, our key observation is the characterization of the dynamic of Ada-
Grad in (10). Specifically, recall that Mt denote the number of times the stochastic gradient is
non-zero by time t and M0 = 0. By definition, we have E [MT ] = T · 4ϵ2

δ2+4ϵ2 , and thus it
follows from Markov’s inequality that Pr(MT > 2E[MT ]) ≤ 1

2 . This implies that, with prob-
ability at least 1

2 , we have MT ≤ 2T · 4ϵ2

δ2+4ϵ2 ≤ N . Moreover, conditioned on the event that

MT ≤ N , we can use induction to prove that xt = η
∑Mt−1

s=1
1√
s

and p′(xt) = −2ϵ using the
property of the constructed function p. Indeed, this holds for t = 1 and now suppose this holds for
t = s. By the definition in (37), we have either gs = 0 or gs = −2ϵ(1 + σ2

4ϵ2 ) = −2ϵ − σ2

2ϵ .
In the former case, Ms = Ms−1 and xs+1 = xs. In the latter case, Ms = Ms−1 + 1 and
xs+1 = xs + η

Ms
=
∑Ms−1

j=1
η√
j
+ η

Ms
=
∑Ms

j=1
η√
j
. Moreover, since Ms ≤ MT ≤ N , we

have p′(xs+1) = −2ϵ. Hence, in both cases, the statement holds for t = s + 1. Finally, using the
law of total probability, we can lower bound

E
[
min

1≤t≤T
|p′(xt)|

]
≥ 1

2
E
[
min

1≤t≤T
|p′(xt)| |MT ≤ N

]
=

1

2
· 2ϵ.

This completes the proof.

Lemma C.3 states the complexity lower bound for AdaGrad for a one-dimensional function. This
can be equivalently converted into a lower bound on the convergence rate, as stated in the following
corollary.

Corollary C.4. Consider running AdaGrad on a one-dimensional smooth function p with a scaling
parameter η. Then there exists a function p∆,L,σ,T : R → R such that p has L-Lipschitz gradient,
p(x1)− inf p ≤ ∆, the stochastic gradient gt is unbiased and has a bounded variance of σ2, and

E
[
min

1≤t≤T
|p′∆,L,σ,T (xt)|

]
≥ max

{
1

32

√
L∆ log(2T + 1)

T
,
1

16

(
σ2L∆

T
log

(
1 +

TL∆

8σ2

))1/4
}
.

(38)

Proof. For a given number of iterations T , we would like to find the largest ϵ that satisfies the
condition in Lemma C.3, which serves as a valid lower bound. We will rely on the following helper
lemma.

Lemma C.5. Suppose x ≥ 0. Then for y ≥ 2x
log(x+1) , we have x ≤ y log y.

A sufficient condition for the condition on T in Lemma C.3 to satisfy is

2T ≤ L∆

128ϵ2
log

L∆

128ϵ2
⇐ L∆

128ϵ2
≥ 4T

log(2T + 1)
⇔ ϵ ≤

√
L∆ log(2T + 1)

512T
.

Moreover, since
√

L∆ log(2T+1)
1024T ≤

√
2L∆T
1024T ≤

√
L∆
512 , by choosing ϵ =

√
L∆ log(2T+1)

1024T =

1
32

√
L∆ log(2T+1)

T , both conditions in Lemma C.3 are satisfied. Similarly, another sufficient con-
dition is

T ≤ σ2L∆

1024ϵ4
log

L∆

128ϵ2
⇔ TL∆

8σ2
≤ L2∆2

214ϵ4
log

L2∆2

214ϵ4

⇐ L2∆2

214ϵ4
≥ TL∆

4σ2

(
log

(
1 +

TL∆

8σ2

))−1

⇔ ϵ ≤
(
σ2L∆

214T
log

(
1 +

TL∆

8σ2

))1/4

.
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Similarly, we can choose ϵ = 1
16

(
σ2L∆

T log
(
1 + TL∆

8σ2

))1/4

to satisfy both conditions. Hence, we
conclude that the lower bound in the corollary is satisfied.

Now we are ready to prove Theorem 3.2. As mentioned in the proof sketch, we choose the function
f : Rd → R of the form

∑d
i=1 p∆i,Li,σi,T (x

(i)), where x(i) denotes the i-th coordinate of x and
∆i ≥ 0 with

∑d
i=1 ∆i = ∆f . By our construction, it is straightforward to verify that the function

f satisfies both conditions in (i) and (ii). Thus, by applying Corollary C.4 to each coordinate, we
derive that

E
[
min

1≤t≤T
∥∇f(xt)∥1

]
≥

T∑
t=1

E
[
min

1≤t≤T
|p′∆i,Li,σi,T (x

(i))|
]

≥
d∑

i=1

Cmax
{√Li∆i log T

T
,

(
σ2
iLi∆i

T
log

(
1 +

TLi∆i

σ2
i

))1/4}
,

where C is an absolute constant. First, consider choosing ∆i =
Li∆f

∥L∥1
for all i ∈ [d]. It follows that

E
[
min

1≤t≤T
∥∇f(xt)∥1

]
≥

d∑
i=1

CLi

√
∆f log T

∥L∥1T
= C

√
∥L∥1∆f log T

T
.

Second, consider choosing ∆i =
σ
2/3
i L

1/3
i∑d

i=1 σ
2/3
i L

1/3
i

∆f for i ∈ [d]. Then we have

E
[
min

1≤t≤T
∥∇f(xt)∥1

]
≥

d∑
i=1

C

(
∆fσ

8/3
i L

4/3
i∑d

i=1 σ
2/3
i L

1/3
i T

log

(
1 +

TL
4/3
i ∆f

σ
4/3
i

∑d
i=1 σ

2/3
i L

1/3
i

))1/4

= C
( (∑d

i=1 σ
2/3
i Li

1/3)3∆f

T
log
(
1 + ρT

)) 1
4

,

where ρ =
L

4/3
min∆f

∥σ∥
4/3
∞

∑d
i=1 σ

2/3
i L

1/3
i

. This completes the proof.

C.3 PROOF OF THEOREM 3.3

We follow a similar proof strategy as in Theorem 2.1 and use the resisting oracle argument. Consider
any deterministic method A that has access only to a first-order oracle and let T be an integer such
that T ≤ ∥L∥1∆f

ϵ2 . We adversarially construct a function f that satisfies the stated conditions and
ensures that ∇f(xt) = 1

∥L∥1
[L1ϵ, L2ϵ, . . . , Ldϵ] ∈ Rd for any t ∈ [T ], where {xt}Tt=1 are the

queries made by A. Note that ∥∇f(xt)∥1 = ϵ by this construction. As shown in the proof of
Theorem 2.1, thanks to the deterministic nature of A, we can simulate the algorithm using the known
first-order oracle responses above and construct our function f based on the queries {xt}Tt=1.

Specifically, we construct the adversarial function f of the form

f(x) =

d∑
i=1

Li∆f

∥L∥1
pi

(√
∥L∥1
∆f

x(i)

)
,

where x(i) denotes the i-th coordinate of x and the one-dimensional functions pi : R → R for
i ∈ [d] will be determined as follows. Fix a coordinate i ∈ [d], let {x(i)

t }Tt=1 be the i-th coordinate
of the queries {xt}Tt=1. Since T ≤ ∥L∥1∆f

ϵ2 = 1
ϵ̃2 with ϵ̃ = ϵ√

∥L∥1∆f

, by invoking Lemma C.1,

there exists a function pi satisfying the following conditions: (i) its gradient p′i is 1-Lipschitz; (ii)

pi(
√

∥L∥1

∆f
x
(i)
1 ) − inf pi ≤ 1; (iii) p′i(

√
∥L∥1

∆f
x
(i)
t ) = ϵ̃ = ϵ√

∥L∥1∆f

for any t ∈ [T ]. By direct

computation, we can verify that f satisfies Assumption 2.4b and f(x1)−inf f ≤
∑d

i=1
Li∆f

∥L∥1
= ∆f .

Moreover, the i-th coordinate of ∇f(xt) is given by

Li∆f

∥L∥1

√
∥L∥1
∆f

p′i

(√
∥L∥1
∆f

x(i)

)
= Li

√
∆f

∥L∥1
ϵ√

∥L∥1∆f

=
Liϵ

∥L∥1
.
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Therefore, the constructed function f is indeed consistent with our resisting oracle. In particular, this
implies that after ∥L∥1∆f

ϵ2 gradient queries, Algorithm A fails to find a point x̂ with ∥∇f(x̂)∥1 < ϵ.
This completes the proof.

C.4 PROOF OF THEOREM 4.1

We first present a lower bound result for SGD in the one-dimensional setting. Our proof is partially
inspired by (Abbaszadehpeivasti et al., 2022, Proposition 4), which studies the convergence rate of
gradient descent in the noiseless setting.
Lemma C.6. Consider running SGD xt+1 = xt − ηgt on a one-dimensional smooth function
p with a constant step size η. For any L > 0 and ∆ > 0, there exists a function p : R →
R and a corresponding stochastic gradient oracle such that (i) p has L-Lipschitz gradients and
p(x1) − inf p ≤ ∆; (ii) the stochastic gradient gt is unbiased and has a bounded variance of σ2;
(iii) it holds that

E
[
min

1≤t≤T
|p′(xt)|

]
≥


√
2L∆, if η ≥ 2

L ;

max

{
1
2

√
∆

2ηT+ 1
2L

,min

{
σ
√

Lη
2 ,

√
2L∆

}}
, otherwise.

(39)

Proof. We first consider the simple case where η ≥ 2
L . Let

p(x) =


L
2 x

2, |x| ≤
√

2∆
L ;

√
2L∆|x| −∆, |x| >

√
2∆
L ,

and set the stochastic gradient oracle as the exact gradient oracle. Moreover, we initialize SGD with

x1 = −
√

2∆
L . It is easy to verify that both conditions (i) and (ii) are satisfied. Moreover, we can

prove by induction that the iterates xt alternate between x1 = −
√

2∆
L and x2 = −

√
2∆
L +η

√
2L∆.

Indeed, following the update rule, we have x2 = x1 − ηp′(x1) = −
√

2∆
L + η

√
2L∆. Since

η ≥ 2
L , it holds that |x2| ≥ 2

L

√
2L∆ −

√
2∆
L =

√
2∆
L and hence p′(x2) =

√
2L∆. Therefore,

x3 = x2 − ηp′(x2) = x1 and the repetition continues. This shows that |p′(xt)| =
√
2L∆ for all

t ≥ 1.

For the case where η < 2
L , we prove the lower bound by considering the following two constructions.

(i) Construction I: Set ϵ = min{σ
√

Lη
2 ,

√
2L∆} and without loss of generality, we initialize

SGD with x1 = ϵ
L . Consider the function

p(x) =

{
L
2 x

2, |x| ≤ ϵ
L ;

ϵ|x| − 1
2Lϵ

2, |x| > ϵ
L ,

(40)

with the stochastic gradient oracle g(x) given by

Pr(g(x) = 0) =
σ2

σ2 + ϵ2
and Pr

(
g(x) =

(
1 +

σ2

ϵ2

)
p′(x)

)
=

ϵ2

σ2 + ϵ2
. (41)

It is straightforward to verify that p(x) has L-Lipschitz gradients and p(x1)−inf p ≤ ϵ2

2L ≤
∆. Moreover, we can compute that

E [g(x)] =
ϵ2

σ2 + ϵ2

(
1 +

σ2

ϵ2

)
p′(x) = p′(x),

E
[
(g(x)− p′(x))

2
]
=

ϵ2

σ2 + ϵ2

(
1 +

σ2

ϵ2

)2

p′(x)2 − p′(x)2 =
σ2

ϵ2
p′(x)2.

Since |p′(x)| ≤ ϵ for any x ∈ R, this further implies that E
[
(g(x)− p′(x))

2
]
≤ σ2. Thus,

the first two conditions in Lemma C.6 are satisfied. Finally, we will prove by induction

26



1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457

Under review as a conference paper at ICLR 2025

that the iterates {xt}Tt=1 alternate between the two points ϵ
L and ϵ

L − η
(
ϵ+ σ2

ϵ

)
and the

gradient norm at both points is ϵ. This is clearly true for t = 1. Now suppose this holds for
t = s. We consider the following scenarios:

• Assume that xs = ϵ
L , then p′(xs) = ϵ and by the construction in (41) we have either

gs = 0 or gs = (1 + σ2

ϵ2 )ϵ = ϵ + σ2

ϵ . In the former case, we have xs+1 = xs = ϵ
L ,

while in the latter case we have xs+1 = xs − η
(
ϵ+ σ2

ϵ

)
= ϵ

L − η
(
ϵ+ σ2

ϵ

)
. Hence,

the statement holds for t = s+ 1.

• Otherwise, assume that xs = ϵ
L − η

(
ϵ+ σ2

ϵ

)
. Since ϵ ≤ σ

√
Lη
2 , this implies that

σ2 ≥ 2ϵ2

Lη and thus ϵ
L − η

(
ϵ+ σ2

ϵ

)
≤ ϵ

L − ησ2

ϵ ≤ − ϵ
L . According to (40), we have

p′(xs) = −ϵ and thus gs = 0 or gs = −ϵ − σ2

ϵ . Similarly, we can show that the
statement continues to hold in both cases.

(ii) Construction II: Set ϵ = 1
2

√
∆

2ηT+ 1
2L

and we initialize SGD with x1 = 0. Similar to the

proof of Theorem 2.1, we will construct our function based on ϕa,b,ϵ(x) defined in (32).
Specifically, let N = 2T · 4ϵ2

σ2+4ϵ2 = ∆−2ϵ2/L
η(4ϵ2+σ2) and define the N points as and qt =

(t− 1)η
(
2ϵ+ σ2

2ϵ

)
for t ∈ [N ]. Then consider the function

p(x) =


−2ϵx, x ∈ (−∞, 0];

Lϕqt,qt+1,2ϵ/L(x) + pt, x ∈ (qt, qt+1] (1 ≤ t ≤ N − 1);
L
2 (x− qN )2 − 2ϵ(x− qN ) + pN , x ∈ (qN ,+∞),

where the values {pt}Nt=1 are determined to ensure that the function p is continuous. Specif-
ically, this requires p1 = 0 and pt+1 = pt +Lϕqt,qt+1,2ϵ/L(qt+1) = pt +

L
4 (qt+1 − qt)

2 −
2ϵ(qt+1 − qt), which leads to

pt+1 = t
(Lη2

4

(
2ϵ+

σ2

2ϵ

)2

− η(4ϵ2 + σ2)
)
≥ −ηt(4ϵ2 + σ2).

Moreover, we set the stochastic gradient oracle as

Pr(g(x) = 0) =
σ2

σ2 + 4ϵ2
and Pr

(
g(x) =

(
1 +

σ2

4ϵ2

)
p′(x)

)
=

4ϵ2

σ2 + 4ϵ2
. (42)

Again, it is straightforward to verify that p′ is L-Lipschitz, and due to the definition of ϕ in
(32), it holds that p′(qt) = −2ϵ for all t ∈ [N ]. Now we will show that p(x1)− inf p ≤ ∆.
To see this, note that similar to the arguments in Lemma C.1, one can show that

inf p = min
t∈[N ]

pt −
2

L
ϵ2 ≥ −η(N − 1)(4ϵ2 + σ2)− 2

L
ϵ2 ≥ −∆.

As a result, we obtain p(x1)− inf p ≤ ∆.

Finally, we will show that E [min1≤t≤T+1 |p′(xt)|] ≥ ϵ. Our strategy is similar to the proof
of Lemma C.3. Let Mt denote the number of times the stochastic gradient is non-zero by
time t and set M0 = 0. Then from the definition of the stochastic gradient oracle in (41),
we have E[MT ] =

4ϵ2

σ2+4ϵ2T . By Markov’s inequality, we have Pr(MT > 2E[MT ]) ≤ 1
2 .

This implies that, with probability at least 1
2 , we have MT ≤ 2T 4ϵ2

σ2+4ϵ2 = N . Conditioned

on the event that MT ≤ N , we can use induction to prove that xt = Mt−1η
(
2ϵ+ σ2

2ϵ

)
and p′(xt) = −2ϵ for all t ∈ [T ]. This is true for t = 1 and suppose that this holds for
t = s. By the definition in (42), we have either gs = 0 or gs = −2ϵ − σ2

2ϵ . In the former

case, Ms = Ms−1 and xs+1 = xs = Msη
(
2ϵ+ σ2

2ϵ

)
. In the latter case, Ms = Ms−1 + 1

and xs+1 = xs − ηgs = (Ms−1 + 1)η
(
2ϵ+ σ2

2ϵ

)
= Msη

(
2ϵ+ σ2

2ϵ

)
. Moreover, Since
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Ms ≤ N , we also have p′(xs+1) = −2ϵ. Hence, in both cases, the statement continues to
hold for t = s+ 1. Using the law of total probability, we can lower bound

E
[
min

1≤t≤T
|p′(xt)|

]
≥ 1

2
E
[
min

1≤t≤T
|p′(xt)| |MT ≤ N

]
=

1

2
· 2ϵ = ϵ.

This completes the proof.

Since both constructions provide a valid lower bound, we can take the maximum of the two as the
final lower bound. This leads to Lemma C.6.

Now we are ready to prove Theorem 4.1. Denote by p∆,L,σ,η,T (·) the function in Lemma C.6 that
achieves the lower bound. Consider the function

f(x) =

d∑
i=1

p∆/d,Li,σi,η,T (x
(i)),

where x(i) denotes the i-th coordinate of the vector x. If η ≥ 2
∥L∥∞

, then it follows from the first
lower bound in Lemma C.6 that

E
[
min

1≤t≤T
∥∇f(xt)∥1

]
≥
√

2∥L∥∞∆

d
.

If η < 2
∥L∥∞

≤ 1
Li

for all i ∈ [d], it follows from the second lower bound in Lemma C.6 that :

E
[
min

1≤t≤T
∥∇f(xt)∥1

]
≥

d∑
i=1

E
[
min

1≤t≤T
|p′∆/d,Li,σi,η,T

(x
(i)
t )|

]

≥
d∑

i=1

max

{
1

2

√
∆/d

2ηT + 1
2Li

,min

{
σi

√
Liη

2
,

√
2Li

∆

d

}}

≥
d∑

i=1

1

4

√
∆/d

2ηT + 1
2Li

+

d∑
i=1

1

2
min

{
σi

√
Liη

2
,

√
2Li

∆

d

}
(43)

≥ 1

4

√
d∆

2ηT + 1
2Lmin

+

d∑
i=1

1

2
min

{
σi

√
Liη

2
,

√
2Li

∆

d

}
. (44)

Now we would like to establish a lower bound that is independent of the step size η. Let Lmin =
mini∈[d] Li. We consider the following cases.

(i) If 2ηT ≤ 1
2Lmin

, then the lower bound in (44) is at least 1
4

√
d∆

2ηT+ 1
2Lmin

≥ 1
4

√
Lmind∆.

(ii) If 2ηT ≥ 1
2Lmin

but σi

√
Liη
2 ≥

√
2Li

∆
d for some i ∈ [d], then the lower bound in (44) is

at least 1
2

√
2Li∆

d ≥ 1
2

√
2Lmin∆

d .

(iii) Finally, If 2ηT ≥ 1
2Lmin

and σi

√
Liη
2 <

√
2Li

∆
d for all i ∈ [d], then the lower bound in

(44) becomes

1

4

√
d∆

2ηT + 1
2Lmin

+

d∑
i=1

1

2
σi

√
Liη

2
≥ 1

8

√
d∆

ηT
+

1

2
√
2

d∑
i=1

σi

√
Li

√
η.

Since η < 2
∥L∥∞

, we can further lower bound the above inequality by 1
8

√
d∆
ηT ≥

1
8

√
d∥L∥∞∆

2T . Moreover, by using the elementary inequality a+b ≥ 2
√
ab for any a, b ≥ 0,

we also obtain that

1

8

√
d∆

ηT
+

1

2
√
2

d∑
i=1

σi

√
Li

√
η ≥

d1/4∆
1/4
f (

∑d
i=1 σi

√
Li)

1/2

4 · 21/4T 1/4
.
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Hence, in this case we have

E
[
min

1≤t≤T
∥∇f(xt)∥1

]
≥ max

{
1

8

√
d∥L∥∞∆

2T
,
d1/4∆

1/4
f (

∑d
i=1 σi

√
Li)

1/2

4 · 21/4T 1/4

}

≥ 1

16

√
d∥L∥∞∆

2T
+

d1/4∆
1/4
f (

∑d
i=1 σi

√
Li)

1/2

8 · 21/4T 1/4

By taking the minimum of all three cases, we conclude that

E
[
min

1≤t≤T
∥∇f(xt)∥1

]
≥ min

{
1

16

√
d∥L∥∞∆

2T
+

d1/4∆
1/4
f (

∑d
i=1 σi

√
Li)

1/2

8 · 21/4T 1/4
,
1

4

√
Lmin∆

d

}
.

Note that the second term in our lower bound is a constant independent of T . Thus, when T is
sufficiently large, we obtain the result in Theorem 4.1.
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