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Abstract

Production-grade LLM systems require robust adherence to dozens or even hun-1

dreds of instructions simultaneously. However, the instruction-following capa-2

bilities of LLMs at high instruction densities have not yet been characterized,3

as existing benchmarks only evaluate models on tasks with a single or few in-4

structions. We introduce IFScale, a simple benchmark of 500 keyword-inclusion5

instructions for a business report writing task to measure how instruction-following6

performance degrades as instruction density increases. We evaluate 20 state-of-7

the-art models across seven major providers and find that even the best frontier8

models only achieve 68% accuracy at the max density of 500 instructions. Our9

analysis reveals model size and reasoning capability to correlate with 3 distinct10

performance degradation patterns, bias towards earlier instructions, and distinct11

categories of instruction-following errors. Our insights can help inform design12

of instruction-dense prompts in real-world applications and highlight important13

performance-latency tradeoffs. We open-source the benchmark and all results for14

further analysis.15

Figure 1: Model instruction-following accuracy across increasing densities, averaged over 5 runs.
Three distinct degradation patterns emerge: (1) threshold decay—near-perfect performance un-
til a critical density, then rising variance and decreased adherence (reasoning models like o3,
gemini-2.5-pro), (2) linear decay (gpt-4.1, claude-sonnet-4), and (3) exponential decay
(gpt-4o, llama-4-scout).
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1 Introduction16

As large language models (LLMs) are increasingly deployed in production systems requiring precise17

specification adherence, understanding their limitations is essential for reliable operation (Ouyang18

et al., 2022; Sanh et al., 2022; Wei et al., 2022; Song et al., 2025). From content generation systems19

that must adhere to style guidelines and factual requirements, to automated workflows that integrate20

dozens of business rules and compliance standards, to agentic systems requiring robust memory21

layers and tool usage, modern applications demand models that can execute complex tasks while22

satisfying multiple simultaneous instructions (de Langis et al., 2024; Kulkarni, 2025; Xu et al., 2025).23

In addition, recent advances have dramatically expanded what we can feasibly ask models to handle.24

Context windows have grown from thousands to millions of tokens (Team, 2024), and reasoning capa-25

bilities on extended contexts have improved (OpenAI, 2024; DeepSeek-AI, 2025). This theoretically26

enables single-call requests with many simultaneous instructions, rather than the standard paradigm27

requiring careful decomposition or retrieval (Chung et al., 2025; Chan et al., 2025; Maamari et al.,28

2024). To confidently move towards increased instruction density, we must first answer: how many29

instructions can models actually handle before performance meaningfully degrades?30

Existing instruction-following benchmarks provide limited insight, as they assess model performance31

on small numbers of instructions of varying complexity and realism (Jiang et al., 2024; Madaan et al.,32

2023; He et al., 2024; Qin et al., 2024; Zeng et al., 2024; Jing et al., 2023). This leaves a gap in33

understanding around performance degradation under the high instruction densities that expanded34

model capabilities now theoretically support. To address this gap, we introduce IFScale, a benchmark35

designed to characterize how models handle increases in cognitive load.36

The main contributions of this work include: (1) IFScale: a benchmark for evaluating instruction-37

following performance as instruction density increases; (2) Comprehensive evaluation: an evaluation38

revealing performance hierarchies and degradation patterns across state-of-the-art models and a39

detailed exploration of instruction ordering effects, error types, and task performance under high40

cognitive load.41

2 Related Work42

Several recent benchmarks have advanced the complexity and realism of LLM instruction-following43

evaluation by exploring scenarios involving multiple tasks or instructions. ComplexBench and44

FollowBench evaluate LLM performance on complex instructions with multiple constraints (Wen45

et al., 2024; Jiang et al., 2024), while DC-Instruct addresses interdependent or multi-intent tasks46

(Xing et al., 2024). DIM-Bench demonstrated that LLMs are vulnerable to negative or distractor47

requirements (Hwang et al., 2025) and a few recent works have shown order effects with earlier48

instructions receiving more attention (Zeng et al., 2025; Liu et al., 2025; Wen et al., 2024).49

However, these benchmarks generally fail to explore how model performance degrades in many50

instruction scenarios. Our benchmark addresses these limitations by evaluating performance at51

increased instruction densities, providing insight into performance cliffs and degradation patterns not52

observable in single- or few-instruction evaluations.53

3 IFScale54

We propose IFScale, a benchmark designed to investigate how model performance degrades as55

instruction density increases. The task is to generate a professional business report while including a56

set of keywords in the output. Each instruction is a constraint to include a specific keyword in the57

generated report. This allows us to easily scale instruction density from 10 to 500 instructions with a58

step size of 10 and automatically grade performance by keyword inclusion. The keyword set consists59

of business-relevant one-word instructions drawn from U.S. SEC 10-K filings (Appendix E).60

3.1 Implementation Details61

For each experiment, we evaluate a grid of instruction densities N ∈ {10, 20, . . . , 500} under62

five random seeds. After sampling N keywords from the pruned vocabulary and creating a list63

of instructions of the form: "Include the exact word {keyword}", we instruct the model to build64
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a multi-section professional business report while obeying the list of instructions (Appendix D).65

We retry prompts when we detect invalid responses like lists of constraints (≥10 comma-separated66

words), response refusals (<20 words), or incoherent reports (via a secondary o4-mini coherence67

check). We then evaluate each report’s adherence via wildcard-enabled regex matching on the text.68

4 Experiments69

4.1 Experimental Setup and Metrics70

We evaluate 20 models across seven providers (see Fig. 2) via the OpenRouter API with default71

parameters. We set reasoning effort to "high" where applicable. For each density level (N ∈72

{10, 20, . . . , 500}) we run five random seeds with stratified sampling to keep difficulty consistent.73

We measure each generated report’s adherence to its instructions deterministically via case- and74

style-insensitive regex search over keywords. Missing keywords are considered omissions, while75

terms matching at least an 80%-length prefix of a keyword are counted as modification errors. We76

compute per-model and per-density omission and modification rates by aggregating across seeds.77

To quantify primacy effects, we partition each instruction list into early, middle, and late thirds and78

measure error rates within each bucket. Standard deviation is computed by taking the sample standard79

deviation of accuracy scores across the five seeds at each density.80

4.2 Performance Analysis81

Figure 2 displays model performance patterns across the instruction density spectrum, while Ap-82

pendix A presents comprehensive metrics across multiple dimensions. Generally, reasoning models83

outperform their general-purpose counterparts, maintaining near-perfect performance through moder-84

ate densities (100-250 instructions) before degradation (see Appendix C for further reasoning model85

analysis). Also, naturally, newer and larger models generally outperform their older-generation and86

smaller counterparts.87

However, several outliers challenge these trends. grok-3 (61.9% at 500 instructions) approaches88

the performance of o3 (62.8%) with significantly less variance, despite not being run in reasoning89

mode. claude-3.7-sonnet outperforms the newer claude-opus-4 and claude-sonnet-4 at90

max density (52.7% vs. 44.6% and 42.9% respectively). deepseek-r1 (30.9%) underperforms as a91

reasoning model, and qwen3 (26.9%) falls short for a large, new-generation model. Finally, gpt-4o92

displays surprisingly weak performance, showing rapid decay more characteristic of small models93

like gpt-4.1-nano.94

4.3 Degradation Pattern Analysis95

Analysis of accuracy degradation curves reveals three distinct patterns as shown in Fig. 1:96

Threshold decay: Performance remains stable until a threshold, then transitions to a steeper degrada-97

tion slope and displays increased variance. The top two models (gemini-2.5-pro, o3) demonstrate98

this clearly, maintaining near-perfect performance through 150 or more instructions before declining.99

Notably, these are both reasoning models, indicating that reasoning can provide robust instruction100

tracking up to critical thresholds, beyond which systematic degradation occurs.101

Linear decay: Characterized by steady, predictable decline in performance. gpt-4.1 and102

claude-3.7-sonnet exemplify this pattern, with approximately linearly decline across densities.103

Exponential decay: Rapid early degradation followed by stabilization at low accuracy floors (e.g.104

claude-3.5-haiku, llama-4-scout). Notably, all exponential decay patterns appear to level off105

around similar accuracy floors (7-15%), suggesting lower bounds on instruction satisfaction.106

4.4 Variance Patterns107

Performance variance across the five runs per instruction density level reveals three distinct behaviors108

(Appendix B.1): Top performing models by accuracy (e.g. gemini-2.5-pro, o3, grok-3-beta)109

display steady increases in variance, indicating reduced reliability as instruction density increases.110
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Mid-tier models (e.g. gemini-2.5-flash, claude-sonnet-4) peak in variance at 150-300 instruc-111

tions, suggesting a critical capacity zone where performance is unstable before the model collapses112

under cognitive load and stabilizes at consistently poor performance. Finally, the worst performers113

immediately decrease in variance suggesting that they are overwhelmed by even a few dozen instruc-114

tions. We can infer that variance decreases as models collapse under cognitive load, and that the top115

performing models do not yet collapse at 500 instructions. We note that llama-4-maverick stands116

out as an extreme outlier, suggesting different instruction-processing mechanisms.117

4.5 Primacy Effects118

Primacy effects refer to the tendency of models to better satisfy instructions appearing earlier in the119

instruction list (Guo & Vosoughi, 2024; Zhou et al., 2024; Horowitz & Plonsky, 2025). We compute120

primacy effects as the ratio of error rates in the final third of instructions to error rates in the first third121

of instructions. A ratio greater than 1.0 indicates that later instructions are more likely to be violated.122

Primacy effects display an interesting pattern across all models: they start low at minimal instruction123

densities indicating almost no bias for earlier instructions, peak around 150-200 instructions, then124

level off or decrease at extreme densities (see Appendix A, B.5). This mid-range peak suggests that125

models exhibit the most bias as they begin to struggle under cognitive load at moderate densities.126

The decrease at extreme densities (300+ instructions), indicates a shift from selective instruction127

satisfaction to more uniform failure patterns when completely overwhelmed, indicating an instruction128

saturation point. Thus, while packing more important instructions towards the beginning of a prompt129

may help, it is less effective once extreme densities are reached.130

4.6 Core Task Performance Analysis131

We investigate whether cognitive resources spent on instruction adherence negatively impact a132

model’s ability to carry out the core task it is attempting. We have o4-mini judge the coherence133

of the generated business report using a coherence rubric (B.5.1) across all attempted generations.134

Most models maintain coherence even as density increases, but o3 and o4-mini stand out as outliers,135

showing show marked declines in coherence and dipping below our threshold coherence score of136

6 that defines a plausible business report (Appendix B.5). While this may indicate the o-series of137

models is susceptible to core task performance degradation, part of the explanation may be the138

o-series’ reluctance to generate a large amount of output tokens. As seen in Appendix B.5.2, o3 and139

o4-mini output significantly less tokens than all top performing models except for grok-3.140

4.7 Additional Analyses141

In real-world settings, there are additional considerations around model latency and the behavior of the142

model when it fails to follow certain instructions. In Appendix B.3, B.4 we examine accuracy-latency143

tradeoffs, and show that models omit rather than modify instructions as density increases.144

5 Discussion & Conclusion145

We introduce IFScale, a benchmark measuring instruction-following degradation as instruction load146

scales from 10 to 500 instructions. Our analysis reveals several patterns: reasoning models dominate147

at extreme densities, three distinct decay curves (threshold, linear, exponential), universal primacy148

effects, and systematic error shifts from modification to omission under cognitive load. We also raise149

questions around whether core task performance degrades as instruction density increases. These150

insights can help inform model selection and instruction ordering decisions in real-world scenarios.151

Our study has several important limitations. We focus exclusively on professional report generation152

with simple keyword-inclusion instructions, which may not generalize to other task types or do-153

mains, or more complex instruction types. Future work should investigate the complete degradation154

mechanisms underlying our observed patterns, explore instruction types beyond simple constraints,155

determine whether these degradation curves generalize across tasks, and further examine the tension156

between instruction following and core task performance, particularly in OpenAI’s o-series. Our157

findings indicate that instruction-following represents a critical dimension of LLM cognitive capacity158

amenable to targeted improvements.159
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A Full Results254

A.1 Full Results Table255

Table 1: Detailed performance breakdown revealing five critical dimensions of instruction-
following behavior: accuracy hierarchies, variance patterns with mid-range struggle zones, omission-
modification error ratios showing systematic shifts to instruction abandonment, primacy effects
demonstrating universal attention degradation patterns, and latency characteristics across all 20
evaluated LLMs.

Model Metric 10 50 100 250 500

claude-3.5-haiku

Accuracy (%) 98.0% 78.0% 43.4% 16.6% 8.5%
Standard Deviation (%) 4.5% 5.1% 6.6% 1.8% 0.8%
Omission:Modification Ratio 0.00 4.83 13.11 22.69 31.69
Primacy Effect Ratio 0.00 2.15 1.74 1.48 1.17
Latency (s) 9.32 10.85 11.77 11.91 10.54

claude-3.7-sonnet

Accuracy (%) 100.0% 99.6% 94.8% 72.9% 52.7%
Standard Deviation (%) 0.0% 0.9% 3.3% 4.9% 8.4%
Omission:Modification Ratio - 0.00 4.16 4.95 6.05
Primacy Effect Ratio - 0.00 2.67 1.77 1.39
Latency (s) 17.22 26.87 36.07 55.89 72.10

claude-opus-4

Accuracy (%) 100.0% 100.0% 94.6% 67.9% 44.6%
Standard Deviation (%) 0.0% 0.0% 4.7% 3.9% 14.0%
Omission:Modification Ratio - - 1.65 4.43 5.79
Primacy Effect Ratio - - 0.28 1.49 1.11
Latency (s) 24.94 43.22 75.45 132.63 146.95

claude-opus-4 (r)

Accuracy (%) 92.0% 99.6% 81.8% 81.5% 52.1%
Standard Deviation (%) 17.9% 0.9% 31.8% 8.2% 7.6%
Omission:Modification Ratio - 0.00 2.10 4.60 4.09
Primacy Effect Ratio 2.00 - 0.68 0.95 1.04
Latency (s) 31.91 47.81 68.87 142.79 175.65

claude-sonnet-4

Accuracy (%) 100.0% 98.0% 94.4% 77.2% 42.9%
Standard Deviation (%) 0.0% 1.4% 3.0% 12.6% 10.2%
Omission:Modification Ratio - 0.60 1.40 2.77 6.05
Primacy Effect Ratio - 0.00 0.51 1.15 1.18
Latency (s) 12.78 18.48 31.09 85.83 49.75

claude-sonnet-4 (r)

Accuracy (%) 100.0% 100.0% 94.8% 80.0% 39.9%
Standard Deviation (%) 0.0% 0.0% 3.6% 5.0% 6.7%
Omission:Modification Ratio - - 1.86 3.48 7.01
Primacy Effect Ratio - - 3.33 0.49 1.12
Latency (s) 18.50 29.05 37.96 95.18 69.92

deepseek-r1-0528

Accuracy (%) 98.0% 94.8% 86.8% 49.1% 30.9%
Standard Deviation (%) 4.5% 2.3% 5.6% 6.5% 3.5%
Omission:Modification Ratio 0.00 0.67 1.52 5.60 9.12
Primacy Effect Ratio 0.00 0.83 1.24 1.55 1.25
Latency (s) 22.30 24.09 28.33 15.89 38.53

gemini-2.5-flash-preview

Accuracy (%) 100.0% 96.0% 82.0% 50.7% 34.2%
Standard Deviation (%) 0.0% 1.4% 4.5% 7.8% 4.2%
Omission:Modification Ratio - 5.00 3.97 6.73 9.65
Primacy Effect Ratio - - 2.65 2.06 1.52
Latency (s) 6.41 7.40 10.68 12.95 13.76

gemini-2.5-pro-preview

Accuracy (%) 100.0% 99.6% 98.4% 84.8% 68.9%
Standard Deviation (%) 0.0% 0.9% 1.3% 7.2% 2.6%
Omission:Modification Ratio - - 2.00 9.94 6.99
Primacy Effect Ratio - 0.00 0.17 1.67 1.78
Latency (s) 24.78 47.10 52.77 74.51 77.69
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Table 1: Detailed performance breakdown revealing five critical dimensions of instruction-following
behavior (continued)

Model Metric 10 50 100 250 500

llama-4-maverick

Accuracy (%) 100.0% 76.4% 50.4% 34.8% 27.7%
Standard Deviation (%) 0.0% 12.7% 27.3% 36.6% 40.4%
Omission:Modification Ratio - 19.81 23.93 16.36 26.02
Primacy Effect Ratio - 1.75 1.07 1.40 1.12
Latency (s) 2.59 8.05 7.62 8.04 7.78

llama-4-scout

Accuracy (%) 100.0% 54.4% 27.2% 9.3% 6.7%
Standard Deviation (%) 0.0% 9.5% 4.0% 1.4% 0.8%
Omission:Modification Ratio - 12.02 23.97 31.42 34.88
Primacy Effect Ratio - 1.78 1.31 1.15 1.05
Latency (s) 8.46 11.15 10.23 6.68 7.71

gpt-4.1

Accuracy (%) 98.0% 98.8% 95.4% 74.0% 48.9%
Standard Deviation (%) 4.5% 1.8% 2.7% 4.3% 5.0%
Omission:Modification Ratio 0.00 1.00 1.86 3.15 5.35
Primacy Effect Ratio - 0.00 0.65 1.67 1.29
Latency (s) 12.07 21.25 20.66 24.79 30.81

gpt-4.1-mini

Accuracy (%) 100.0% 93.2% 80.0% 44.5% 27.2%
Standard Deviation (%) 0.0% 4.1% 4.2% 2.6% 1.7%
Omission:Modification Ratio - 0.40 2.83 5.55 8.00
Primacy Effect Ratio - 1.50 3.37 2.89 1.62
Latency (s) 9.28 13.68 13.72 15.49 14.78

gpt-4.1-nano

Accuracy (%) 94.0% 72.8% 51.6% 25.7% 16.2%
Standard Deviation (%) 5.5% 5.0% 4.5% 4.5% 1.8%
Omission:Modification Ratio 2.00 2.15 6.11 9.67 11.59
Primacy Effect Ratio 0.00 1.44 2.17 1.80 1.34
Latency (s) 5.39 6.80 7.92 7.17 9.91

gpt-4o

Accuracy (%) 94.0% 82.8% 49.0% 22.2% 15.4%
Standard Deviation (%) 8.9% 6.3% 4.8% 2.0% 1.8%
Omission:Modification Ratio 0.00 0.54 4.02 9.14 14.29
Primacy Effect Ratio 1.00 1.67 1.42 1.31 1.14
Latency (s) 9.29 15.45 14.05 12.80 13.20

gpt-4o-mini

Accuracy (%) 94.0% 65.6% 41.8% 18.3% 10.4%
Standard Deviation (%) 8.9% 3.8% 3.6% 1.8% 0.7%
Omission:Modification Ratio 0.00 3.18 4.19 11.58 15.24
Primacy Effect Ratio 0.50 1.55 1.38 1.22 1.07
Latency (s) 11.07 11.66 12.47 13.29 12.60

gpt-4.5-preview

Accuracy (%) 100.0% 93.6% 90.8% 65.0% 43.0%
Standard Deviation (%) 0.0% 1.7% 1.8% 2.7% 2.1%
Omission:Modification Ratio - 0.71 1.23 3.74 6.08
Primacy Effect Ratio - 1.11 1.19 1.60 1.36
Latency (s) 17.25 22.86 33.23 38.06 44.95
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Table 1: Detailed performance breakdown revealing five critical dimensions of instruction-following
behavior (continued)

Model Metric 10 50 100 250 500

o3 (medium)

Accuracy (%) 98.0% 99.2% 98.4% 91.8% 51.6%
Standard Deviation (%) 4.5% 1.1% 1.5% 8.6% 8.0%
Omission:Modification Ratio - 1.00 3.50 1.16 7.47
Primacy Effect Ratio 0.00 - 1.67 2.62 1.68
Latency (s) 13.86 19.99 30.15 66.47 25.79

o3 (high)

Accuracy (%) 100.0% 99.6% 98.2% 97.8% 62.8%
Standard Deviation (%) 0.0% 0.9% 1.5% 1.5% 10.6%
Omission:Modification Ratio - - 3.00 2.82 6.27
Primacy Effect Ratio - - 0.00 2.33 1.69
Latency (s) 26.30 68.08 100.40 219.58 158.28

o4-mini (medium)

Accuracy (%) 100.0% 99.6% 97.8% 86.8% 34.4%
Standard Deviation (%) 0.0% 0.9% 1.8% 9.7% 2.6%
Omission:Modification Ratio - - 0.33 2.25 6.85
Primacy Effect Ratio - - 1.00 2.28 1.56
Latency (s) 12.40 26.23 65.05 436.19 28.73

qwen3-235b-a22b

Accuracy (%) 100.0% 92.8% 77.6% 36.4% 20.9%
Standard Deviation (%) 0.0% 5.2% 6.5% 5.5% 1.4%
Omission:Modification Ratio - 0.59 2.85 7.03 10.45
Primacy Effect Ratio - 0.33 2.03 1.50 1.17
Latency (s) 38.19 58.64 54.95 109.40 84.59

grok-3-beta

Accuracy (%) 100.0% 100.0% 98.8% 86.2% 61.9%
Standard Deviation (%) 0.0% 0.0% 1.1% 4.6% 2.7%
Omission:Modification Ratio - - - 3.02 5.58
Primacy Effect Ratio - - 0.00 1.66 1.21
Latency (s) 9.00 17.57 24.09 33.32 30.99

grok-3-mini-beta

Accuracy (%) 100.0% 99.2% 92.8% 56.6% 36.4%
Standard Deviation (%) 0.0% 1.1% 3.3% 1.9% 3.0%
Omission:Modification Ratio - 0.00 1.69 4.34 6.87
Primacy Effect Ratio - - 2.08 1.68 1.68
Latency (s) 8.32 9.92 11.18 11.62 12.43
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A.2 Full Results Graph256

Figure 2: Model performance degradation as instruction density increases from 10 to 500 instructions,
with line coloring representing generation latency and shading indicating ±1 standard deviation
across five runs. Models are ordered by accuracy at 500 instructions. Larger or newer models and
models with reasoning tend to outperform smaller or earlier generation models that show rapid early
degradation.
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B Analysis Results257

B.1 Variance Results258

Figure 3: Performance variance patterns revealing three distinct behaviors: top performing models
display steady increases (degraded reliability under extreme density), middling models show mid-
range variance peaks (transitional cognitive load zones), and the worst models show steady decreases.
We can infer that variance decreases as models collapse under cognitive load. The extreme variance
exhibited by llama-4-maverick indicates alternative instruction-processing mechanisms compared
to other models. Curves are smoothed by a rolling window of size 3.

B.2 Primacy Effect Results259

Figure 4: Primacy effect ratios showing universal attention degradation patterns regardless of
instruction-following performance. Nearly all models exhibit mid-range peaks around 150-200
instructions where selective attention mechanisms favor earlier instructions, followed by convergence
toward uniform failure patterns at extreme densities. The convergence indicates a fundamental shift
from selective to universal instruction abandonment. Curves are smoothed by a rolling window of
size 3.

B.3 Error Type Analysis260

We evaluate two types of instruction violations:261

Omission errors: Complete failure to include required terms in the generated text. For example,262

when instructed to include "accountability" but the term appears nowhere in the output.263

Modification errors: Inclusion of morphological variants rather than exact required terms. For264

example, including "accountable" or "accounts" when "accountability" was required, or "strategic"265

when "strategy" was required.266

Models overwhelmingly err toward omission errors as instruction density increases. At low densities,267

many models show relatively balanced error types, but this shifts dramatically at high densities. At268

500 instructions, llama-4-scout exhibits an extreme O:M ratio of 34.88, indicating omission errors269

are over 30 times more frequent than modification errors.270
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Reasoning models like o3 and o4-mini maintain lower O:M ratios even at high densities, indicating271

they attempt to satisfy instructions through modifications rather than complete omission when under272

increased load. gemini-2.5-pro stands out as the only model to actually decrease its O:M ratio as273

instruction density increases.274

Figure 5: Omission to modification error ratio patterns across instruction densities. Models grouped
into three figures by accuracy at max density. Models demonstrate systematic shifts from balanced er-
ror types at low densities to overwhelming omission-biased failures at high densities. Some reasoning
models like o3 and o4-mini maintain lower ratios, indicating they attempt instruction satisfaction
through modification rather than complete abandonment under cognitive load. gemini-2.5-pro
stands as an outlier amongst the top performing models with an extremely high ratio. Curves are
smoothed by a rolling window of size 3.

B.4 Efficiency Analysis275

Most production applications have some latency constraints even if they do not demand real-time276

interaction. We analyze generation latency and accuracy tradeoffs as instruction density increases.277

Reasoning models exhibit the most pronounced latency increases under cognitive load: o4-mini278

scales dramatically from 12.40s at 10 instructions to 436.19s at 250 instructions and o3 increases279

from 26.30s to 219.58s at 250 instructions. In contrast, general-purpose models maintain stable280

latency profiles: claude-3.5-haiku ranges from 9.32s to 10.54s, gpt-4o remains between 9.29s281

and 13.20s.282

The accuracy-to-latency efficiency ratio reveals practical deployment insights that pure accuracy283

metrics obscure (Appendix B.4). All models show declining efficiency as instruction density increases,284

however, efficiency hierarchies differ markedly from accuracy hierarchies. Fast, smaller models like285

grok-3-mini, gemini-2.5-flash, and gpt-4.1-nano achieve the highest efficiency ratios, while286

larger reasoning models like o3 and gemini-2.5-pro exhibit lower efficiency ratios than several287

smaller models, suggesting their computational costs may outweigh accuracy benefits for practical288

deployment. Notably, grok-3 maintains a high efficiency ratio and strong accuracy performance.289

Model selection for high-density instruction scenarios must balance accuracy requirements with290

latency constraints, as the highest-performing models may not be efficient enough for large-scale de-291

ployment. For instance, real-time customer service chatbots handling many simultaneous constraints292

require rapid response times that may favor efficient models over maximally accurate ones.293
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Figure 6: Accuracy per unit latency across instruction densities, revealing efficiency trade-offs.
Models with higher accuracy-to-latency ratios maintain better instruction following performance
relative to their computational cost. The visualization demonstrates how reasoning models achieve
superior efficiency despite longer generation times through higher accuracy rates. Curves are
smoothed by a rolling window of size 3.

B.5 Coherence Results294

Figure 7: Coherence of model generated business reports as judged by an LLM. Most models mantain
high coherence or only suffer a minimal dip as instruction density increases, but o3 and o4-mini
show marked decline. Curves are smoothed by a rolling window of size 3.

B.5.1 Coherence Prompt295

296
You are evaluating whether a given professional business report is coherent.297

Use the following rubric in order to evaluate coherence.298
299

### Coherence Rubric300
Use the descriptors below to judge how coherent a business report is purely301

on writing quality and logic , not on whether its facts are backed by302
evidence.303

304
| Score | One -line label | Sentence -level clarity | Logical/causal flow |305

Domain consistency | Typical red -flags |306
| 10 | Pristine | Every sentence is plain -English clear; jargon is absent or307

defined. | Arguments unfold step -by-step; no gaps. | Stays in one domain308
or clearly signals shift. | Minor copy -editing glitches only. |309

| 9 | Fully coherent | 95% or more sentences are clear; buzzwords are easy310
to decode. | Tight narrative with occasional weak connectives. | Domain311
focus maintained; at most one tangent. | Isolated over -statements. |312

| 8 | Very strong | Sentences are readable but some rely on industry313
shorthand. | Flow solid , though transitions feel rushed. | Mostly314
single -domain; brief forays labeled. | A few mild cause -effect leaps. |315

| 7 | Good with blemishes | Majority of sentences clear , some need316
re-reading. | Structure makes sense; paragraphs loosely stitched. | One317
or two domain jumps without warning. | Buzzword stuffing. |318

| 6 | Borderline solid | Clarity and vagueness roughly 60/40. | Core319
argument present but missing steps. | Drifts across domains causing320
confusion. | Repeated filler phrases. |321
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| 5 | Patchy/mixed | Clear and muddled sentences roughly equal. | Reader322
must infer causal links; outline is choppy. | Multiple domain shifts323
within paragraphs. | Undefined jargon , contradictions. |324

| 4 | Weak | Less than 50% sentences easily intelligible. | Sections read325
like bullet lists; flow is erratic. | Finance , biotech , HR collide. |326
Heavy consultant -speak. |327

| 3 | Disjointed | Sentences valid but stuffed with unrelated clauses. |328
Logical through line hard to locate; random. | Constant unexplained329
domain hopping. | Reads like word salad. |330

| 2 | Barely business -like | Syntax intact but meaning opaque; jargon331
dominates. | Almost no causal linkage; ordering arbitrary. | Topic drifts332
wildly; no build -up. | Many non -sequiturs. |333

| 1 | Total gibberish | Grammar broken; unclear it’s a business document. |334
No argument or structure. | Domains irrelevant , noise. | Random text335
without intent. |336

337
### Output338
Respond with a JSON object of the form:339
{340

"coherence_score_reasoning ": "<very concise reason >",341
"coherence_score ": <int >342

}343344

B.5.2 Token Counts345

Figure 8: Average generated tokens for top performing models. o3 o4-mini and grok-3 output
significantly less tokens than Claude models and gemini-pro-2.5. At 500 instructions, a model
must generate a keyword at least every third word if it is only outputting 1500 tokens. This makes
maintaining coherence difficult.

B.5.3 Sample Grok-3 Output at 500 Instructions346
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347
<report >348
# Annual Business Report for TechNova Solutions: Strategic Insights and349
↪→ Future Directions350

351
## Executive Summary352
TechNova Solutions is proud to present its annual report for the fiscal353
↪→ year , detailing our strategic endeavors in the rapidly evolving354
↪→ technology and energy sectors. This comprehensive document outlines our355
↪→ financial performance , operational roadmap , and commitment to innovation356
↪→ across multiple geographies , including key markets in the United States ,357
↪→ Europe , Japan , and China. Our objective is to maintain transparency with358
↪→ stakeholders while confirming our dedication to delivering measurable359
↪→ value through scalable solutions.360

361
## Financial Performance362
In the past quarter , TechNova achieved significant revenue growth , driven by363
↪→ the successful rollout of new product lines and enhanced monetization364
↪→ strategies. Our EBITDA figures exhibit a positive trajectory , supported365
↪→ by disciplined budgeting and optimization of cashflow. We maintained366
↪→ liquidity through a revolving credit arrangement , ensuring solvency amid367
↪→ maturing debt obligations and maturities. The balance sheet remains368
↪→ strong , with a focus on undiscounted liabilities and gross income , while369
↪→ our dividend payout reflects confidence in future earnings. We also370
↪→ navigated currency fluctuations and macroeconomic trends , maintaining our371
↪→ equity position despite market volatility and exposure to derivative372
↪→ instruments.373

374
Our expenditure on capital projects , including a new gigafactory for battery375
↪→ production , was backed by a promissory note and collateral agreements. We376
↪→ managed noncurrent assets and marketable securities with a proportional377
↪→ approach to risk , ensuring covenant compliance pursuant to our indenture378
↪→ agreements filed in Delaware. The financial department continues to379
↪→ leverage actuarial models for accurate projection of ROI and yield , while380
↪→ addressing any impairment in portfolio value through timely remeasurement.381

382
## Operational Highlights383
### Technology and Innovation384
TechNova remains a pioneer in digital transformation , emphasizing artificial385
↪→ intelligence and neural network advancements through our proprietary386
↪→ algorithm for data processing. Our cloud infrastructure supports seamless387
↪→ integration of generative content , enhancing user experience through388
↪→ augmented reality applications. We have invested in quantum computing389
↪→ research to future -proof our technology stack , alongside robotics for390
↪→ industrial automation and a neural cortex interface for biotech391
↪→ applications. Our commitment to cybersecurity is evident in advanced392
↪→ encryption techniques and vulnerability detection systems that protect393
↪→ against sabotage and breaches.394

395
The recent upgrade to our mainframe architecture has reduced latency and396
↪→ downtime , ensuring redundancy and high throughput in data transmission.397
↪→ Our mobile platform continues to spark creativity in app development ,398
↪→ while our endpoint security patch addresses emerging threats with399
↪→ timeliness. The ecosystem of our fintech solutions supports crypto400
↪→ transactions and blockchain -based equity issuance , aligning with the401
↪→ global push for digital currency adoption.402

403
### Energy and Sustainability404
In the energy sector , TechNova ’s focus on sustainability drives our405
↪→ investment in solar , hydroelectric , and geothermal power generation. Our406
↪→ battery technology , supported by a supercharger network and chargers at407
↪→ key stations , enhances electric vehicle penetration in rural and urban408
↪→ markets. We have introduced hydrogen fuel cells and diesel alternatives409
↪→ for our transportation fleet , alongside stainless steel components for410
↪→ durability in powertrain systems. The upstream energy pipeline ensures a411
↪→ steady supply of commodities , while our downstream logistics optimize412
↪→ distribution through a centralized chain.413

414
Our ESG (Environmental , Social , and Governance) initiatives underpin our415
↪→ climate goals , with a retrofit of facilities for greater energy416
↪→ efficiency and a modular design for solar installations. We are also417
↪→ exploring unconventional energy sources , such as floating platforms for418
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↪→ offshore wind , and have committed to reducing carbon emissions through419
↪→ comprehensive carbon netting strategies.420

421
### Healthcare and Wellness422
TechNova ’s healthcare division aligns with HIPAA regulations to ensure423
↪→ patient data integrity and anonymity. Our clinical solutions integrate424
↪→ electromyography for advanced diagnostics , supported by a pharmacy425
↪→ formulary that enhances treatment affordability. We offer capitation and426
↪→ copayment structures to policyholder enrollees , ensuring accessibility to427
↪→ health and wellness programs for households. Our biotech venture focuses428
↪→ on protein synthesis for nutrition advancements , addressing demographic429
↪→ needs with personalized care through intelligent data analytics.430

431
## Strategic Partnerships and Market Expansion432
Our strategic alliance with international partners in Europe and China has433
↪→ facilitated import and export of critical goods , including perishables434
↪→ and consumables , while navigating tariff and sanction challenges. A joint435
↪→ venture in Japan focuses on optical technology for entertainment436
↪→ showrooms , enhancing customer engagement through virtual reality437
↪→ experiences. We have achieved traction in emerging markets through438
↪→ organic growth and merger activities , supported by a robust partnership439
↪→ with local subsidiaries.440

441
The commercial rollout of our ecommerce platform has driven wholesale and442
↪→ direct sales , with a focus on personalization and loyalty programs to443
↪→ reduce churn. Our supercenter model combines convenience with a wide444
↪→ range of amenities , ensuring a distinct customer journey. We continue to445
↪→ modify our offerings based on demographic trends , with localized content446
↪→ and messaging for cultural resonance in different states and447
↪→ neighborhoods.448

449
## Legal and Compliance Framework450
TechNova maintains strict adherence to legal and regulatory mandates across451
↪→ all operations. Our oversight includes compliance with antitrust452
↪→ legislation and intellectual property protection through patent ,453
↪→ trademark , and copyright filings. We have resolved a complaint related to454
↪→ defamation through mediation and arbitration , ensuring a fair settlement455
↪→ without adverse judgment. Our ethics and governance policies address456
↪→ insider trading , whistleblower protection , and conflict resolution , while457
↪→ a proxy voting mechanism ensures shareholder inclusion in key decisions.458

459
We have addressed potential liabilities through subrogation and facultative460
↪→ arrangements with insurers , alongside forensic audits to detect willful461
↪→ or reckless negligence. Our response to a subpoena in a recent proceeding462
↪→ was handled with diligence , ensuring all evidence was presented in line463
↪→ with justice principles. We also navigated a potential foreclosure464
↪→ through mortgage restructuring and secured an injunction to halt465
↪→ competitor sabotage , reinforcing our legal defense.466

467
## Human Resources and Talent Management468
Our recruitment and onboarding processes prioritize talent retention and469
↪→ diversity through active inclusion initiatives. Headcount growth aligns470
↪→ with our staffing needs , supported by competitive salary and compensation471
↪→ packages , including stock options and severance benefits. We foster472
↪→ leadership through succession planning and executive training , with an473
↪→ emphasis on collaboration and stewardship across departments. Employee474
↪→ engagement surveys guide our workplace philosophy , ensuring a positive475
↪→ work environment with hybrid working arrangements and tuition476
↪→ reimbursement for skill enhancement.477

478
## Risk Management and Mitigation479
TechNova employs a robust risk mitigation strategy to address market ,480
↪→ operational , and financial risks. Our actuarial and statistical models481
↪→ assess materiality and exposure , ensuring adequate provision for482
↪→ uninsured losses and adverse events. We manage liquidity risks through a483
↪→ revolving line of credit and surplus capital , while addressing currency484
↪→ mismatch and repatriation challenges in international markets. Our485
↪→ disaster recovery plan includes emergency response protocols to minimize486
↪→ shutdown impact , alongside preventive maintenance to avoid equipment487
↪→ obsolescence.488

489
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We monitor competitor activities to prevent monopoly dominance and antitrust490
↪→ issues , while addressing supply chain shortages and bottleneck491
↪→ constraints through upstream and downstream optimization. Our492
↪→ cybersecurity team works on detection and prevention of data breaches ,493
↪→ ensuring compliance with data protection standards and minimizing494
↪→ reputational hazard through timely remediation.495

496
## Future Outlook497
Looking ahead , TechNova is poised for expansion into new verticals ,498
↪→ including theatrical and episodic content streaming , supported by a499
↪→ robust online platform and website infrastructure. We aim to pivot toward500
↪→ emerging technologies like autopilot for mobility solutions and explore501
↪→ new commercial opportunities in municipal and sovereign projects through502
↪→ multilateral agreements. Our roadmap includes a phased rollout of hybrid503
↪→ energy stations and greater penetration into agricultural and sporting504
↪→ markets through targeted product launches.505

506
We are committed to delivering shareholder value through disciplined capital507
↪→ allocation , debt management , and dividend policies , while maintaining an508
↪→ organic growth narrative. Our ambition is to remain a market leader509
↪→ through continuous innovation , driven by a culture of discovery , insight ,510
↪→ and opportunity. With a strong foundation in governance , ethics , and511
↪→ transparency , we are confident in our ability to deliver on our promises512
↪→ and build a sustainable future for all stakeholders.513

514
## Conclusion515
In summary , TechNova Solutions has completed a transformative year marked by516
↪→ measurable progress across financial , operational , and strategic domains.517
↪→ This report serves as a definitive reference for our achievements and a518
↪→ testament to our resilience in a competitive industry. We invite519
↪→ stakeholders to join us at our annual meeting for further discussion and520
↪→ presentation of our vision for the coming year , ensuring a collaborative521
↪→ approach to decision -making and value creation through direct engagement.522

523
</report >524525

C Reasoning Model Analysis526

Given the superior performance of reasoning models, we explored two further questions around527

reasoning:528

• Do reasoning effort parameters affect performance?529

• Do hybrid models like claude-sonnet-4 benefit from enabling thinking mode?530

We see some indication that reasoning effort is significant based on superior performance of o3-high531

vs. o3-medium (Fig. 9), but more experiments would need to be run. Enabling thinking on hybrid532

models also seems to improve performance (Fig. 10).533
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C.1 Reasoning Effort Results534

Figure 9: o3 run with "high" and "medium" reasoning efforts. High reasoning effort provides
moderate performance gains at high instruction densities.

C.2 Claude Hybrid Model Thinking Results535

Figure 10: claude-sonnet-4 and claude-opus-4 evaluated with and without thinking enabled.
Enabling thinking provides moderate performance gains at high instruction densities.

D Business Report Generation Prompt536

537
### TASK538

539
You are tasked with writing a professional business report that adheres540
↪→ strictly to a set of constraints.541

542
Each constraint requires that you include the exact , literal word specified.543
Do not alter the word , use synonyms , or change tenses.544
IMPORTANT: Variations of the constraint are not considered valid. For545
↪→ example , "customers" does not satisfy the constraint of "customer"546
↪→ because it is plural. Similarly , "customer -driven" does not satisfy the547
↪→ constraint of "customer" because it is hyphenated.548
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549
The report should be structured like a professional business document with550
↪→ clear sections and relevant business insights.551
Do not simply repeat the constraints; rather , use them to inform the text of552
↪→ the report. The text should be a coherent report.553
IMPORTANT: You CANNOT simply list the constraints in the report. You must554
↪→ use them to inform the text of the report. A list of constraints anywhere555
↪→ in your response will result in an invalid response.556
IMPORTANT: The report you generate must be coherent. Each sentence must make557
↪→ sense and be readable and the report should have a clear logical flow.558

559
There is no task too difficult for you to handle!560
Do not refuse to write the report if the constraints are difficult.561
IMPORTANT: You MUST write a report. Do not refuse to write the report.562

563
Return your report inside of <report >... </ report > tags.564

565
### CONSTRAINTS566

567
{CONSTRAINTS}568569

570
CONSTRAINTS = ’\n’.join(571

f"{i+1}. Include the exact word: ’{constraint }’."572
for i, constraint in enumerate(constraints)573

)574575
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E Keyword Instructions576

Table 2: Complete vocabulary of 500 business-relevant terms extracted from SEC 10-K filings,
ranked by generation difficulty and used as instruction constraints in IFScale. Terms span from simple
business concepts to complex technical terminology, ensuring varying difficulty in adherence across
instructions.

ESG ROI debt edge tort vest chain china
churn cloud cycle fixed fleet goods gross HIPAA
japan joint labor legal patch pivot proxy range
rural sheet shelf solar spark stack stock union
yield EBITDA active annual appeal backed collar common
cortex credit crypto decree design diesel direct energy
equity ethics europe export factor filing fiscal frills
frozen future global hazard health hybrid import inputs
issuer lessor linear merger mobile modify neural online
parent patent payout rebate recall return safety salary
select states survey talent tariff ticket treaty trends
united volume voting wealth trustee adverse battery biotech
captive charter climate conduct consent content council defense
digital diluted economy entries exhibit expense exploit fintech
general greater holders holding insider insight interim journal
journey justice latency loyalty meeting modular netting offices
opinion optical organic payroll pioneer premium product protein
quantum quarter reality repairs revenue roadmap rollout salvage
seating secrets startup subsidy summary surplus tiering tuition
upgrade venture virtual website willful working adequacy advisory
affinity alliance argument blackout breaches briefing bundling callable
cashflow chargers clinical conflict covenant currency delaware director
distinct dividend domestic downtime emerging emphasis endpoint enrollee
episodic estimate evidence exposure facility floating forensic hydrogen
indirect industry issuance judgment leverage magazine majority mandates
matching material maturing mismatch mobility monopoly mortgage overhead
pharmacy pipeline platform pursuant reckless research residual response
retrofit robotics sabotage sanction scalable seamless shutdown solvency
spectrum sporting staffing standard stations subpoena taxonomy traction
turnover upstream wellness actuarial adaptable agreement algorithm amendment
amenities anonymity antitrust appraisal attrition augmented autopilot bandwidth
beverages borrowing budgeting complaint completed container copayment copyright
detection discovery downgrade ecommerce ecosystem emergency endeavors executive
expansion expertise extension fiduciary financial formulary franchise frequency
grounding headcount hierarchy incentive inclusion indenture integrity intensive
liquidity logistics mainframe mechanism mediation messaging milestone municipal
narrative nonpublic nutrition objective occupancy oversight paragraph penalties
portfolio proposals provision publisher qualified reference reimburse retention
revolving royalties scorecard severance shortages showrooms signature solutions
sovereign specialty stainless strategic streaming synergies telephone trademark
treatment uninsured wholesale artificial assumption bankruptcy bottleneck capitation
collateral colocation commercial competitor compromise confirming creativity deductible
defamation definitive department derivative discussion durability encryption engagement
escalation experience forfeiture generative geothermal governance healthcare households
impairment impression initiative injunction innovation leadership marketable maturities
measurable mitigation moderation multimodal negligence nomination noncurrent observable
onboarding permitting philosophy powertrain prevention principles proceeding processing
projection promissory properties prospectus protection redemption redundancy remittance
resilience resolution securities settlement strategies subsidiary succession technology
theatrical throughput timeliness vertically washington arbitration arrangement attractions
attribution centralized commodities comparative competition composition computation consumables
convenience convergence correlation deliverable demographic divestiture eligibility enforcement
enhancement equivalents expenditure facultative foreclosure fulfillment geographies gigafactory
information inventories legislation liabilities liquidation maintenance materiality opportunity
origination outstanding partnership penetration perishables recognition recruitment remediation
seasonality sensitivity simulations statistical stewardship subrogation supercenter translation
unqualified utilization withholding agricultural architecture compensation contribution dispositions
distillation facilitation installation intellectual intelligence intercompany localization monetization
multilateral neighborhood obsolescence optimization policyholder presentation productivity proportional
repatriation supercharger transmission transparency undiscounted unobservable affordability collaboration
comprehensive concentration disagreements entertainment hydroelectric international macroeconomic remeasurement
vulnerability whistleblower administrative infrastructure noncontrolling reconciliation sustainability transportation
unconventional personalization electromyography commercialization
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NeurIPS Paper Checklist577

The checklist is designed to encourage best practices for responsible machine learning research,578

addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove579

the checklist: The papers not including the checklist will be desk rejected. The checklist should580

follow the references and follow the (optional) supplemental material. The checklist does NOT count581

towards the page limit.582

Please read the checklist guidelines carefully for information on how to answer these questions. For583

each question in the checklist:584

• You should answer [Yes] , [No] , or [NA] .585

• [NA] means either that the question is Not Applicable for that particular paper or the586

relevant information is Not Available.587

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).588

The checklist answers are an integral part of your paper submission. They are visible to the589

reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it590

(after eventual revisions) with the final version of your paper, and its final version will be published591

with the paper.592

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.593

While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a594

proper justification is given (e.g., "error bars are not reported because it would be too computationally595

expensive" or "we were unable to find the license for the dataset we used"). In general, answering596

"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we597

acknowledge that the true answer is often more nuanced, so please just use your best judgment and598

write a justification to elaborate. All supporting evidence can appear either in the main paper or the599

supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification600

please point to the section(s) where related material for the question can be found.601

IMPORTANT, please:602

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",603

• Keep the checklist subsection headings, questions/answers and guidelines below.604

• Do not modify the questions and only use the provided macros for your answers.605

1. Claims606

Question: Do the main claims made in the abstract and introduction accurately reflect the607

paper’s contributions and scope?608

Answer: [Yes]609

Justification:610

Guidelines:611

• The answer NA means that the abstract and introduction do not include the claims612

made in the paper.613

• The abstract and/or introduction should clearly state the claims made, including the614

contributions made in the paper and important assumptions and limitations. A No or615

NA answer to this question will not be perceived well by the reviewers.616

• The claims made should match theoretical and experimental results, and reflect how617

much the results can be expected to generalize to other settings.618

• It is fine to include aspirational goals as motivation as long as it is clear that these goals619

are not attained by the paper.620

2. Limitations621

Question: Does the paper discuss the limitations of the work performed by the authors?622

Answer: [Yes]623

Justification: See "Discussion and Conclusion" section624
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Guidelines:625

• The answer NA means that the paper has no limitation while the answer No means that626

the paper has limitations, but those are not discussed in the paper.627

• The authors are encouraged to create a separate "Limitations" section in their paper.628

• The paper should point out any strong assumptions and how robust the results are to629

violations of these assumptions (e.g., independence assumptions, noiseless settings,630

model well-specification, asymptotic approximations only holding locally). The authors631

should reflect on how these assumptions might be violated in practice and what the632

implications would be.633

• The authors should reflect on the scope of the claims made, e.g., if the approach was634

only tested on a few datasets or with a few runs. In general, empirical results often635

depend on implicit assumptions, which should be articulated.636

• The authors should reflect on the factors that influence the performance of the approach.637

For example, a facial recognition algorithm may perform poorly when image resolution638

is low or images are taken in low lighting. Or a speech-to-text system might not be639

used reliably to provide closed captions for online lectures because it fails to handle640

technical jargon.641

• The authors should discuss the computational efficiency of the proposed algorithms642

and how they scale with dataset size.643

• If applicable, the authors should discuss possible limitations of their approach to644

address problems of privacy and fairness.645

• While the authors might fear that complete honesty about limitations might be used by646

reviewers as grounds for rejection, a worse outcome might be that reviewers discover647

limitations that aren’t acknowledged in the paper. The authors should use their best648

judgment and recognize that individual actions in favor of transparency play an impor-649

tant role in developing norms that preserve the integrity of the community. Reviewers650

will be specifically instructed to not penalize honesty concerning limitations.651

3. Theory assumptions and proofs652

Question: For each theoretical result, does the paper provide the full set of assumptions and653

a complete (and correct) proof?654

Answer: [NA]655

Justification: No theoretical proofs.656

Guidelines:657

• The answer NA means that the paper does not include theoretical results.658

• All the theorems, formulas, and proofs in the paper should be numbered and cross-659

referenced.660

• All assumptions should be clearly stated or referenced in the statement of any theorems.661

• The proofs can either appear in the main paper or the supplemental material, but if662

they appear in the supplemental material, the authors are encouraged to provide a short663

proof sketch to provide intuition.664

• Inversely, any informal proof provided in the core of the paper should be complemented665

by formal proofs provided in appendix or supplemental material.666

• Theorems and Lemmas that the proof relies upon should be properly referenced.667

4. Experimental result reproducibility668

Question: Does the paper fully disclose all the information needed to reproduce the main ex-669

perimental results of the paper to the extent that it affects the main claims and/or conclusions670

of the paper (regardless of whether the code and data are provided or not)?671

Answer: [Yes]672

Justification:673

Guidelines:674

• The answer NA means that the paper does not include experiments.675

22



• If the paper includes experiments, a No answer to this question will not be perceived676

well by the reviewers: Making the paper reproducible is important, regardless of677

whether the code and data are provided or not.678

• If the contribution is a dataset and/or model, the authors should describe the steps taken679

to make their results reproducible or verifiable.680

• Depending on the contribution, reproducibility can be accomplished in various ways.681

For example, if the contribution is a novel architecture, describing the architecture fully682

might suffice, or if the contribution is a specific model and empirical evaluation, it may683

be necessary to either make it possible for others to replicate the model with the same684

dataset, or provide access to the model. In general. releasing code and data is often685

one good way to accomplish this, but reproducibility can also be provided via detailed686

instructions for how to replicate the results, access to a hosted model (e.g., in the case687

of a large language model), releasing of a model checkpoint, or other means that are688

appropriate to the research performed.689

• While NeurIPS does not require releasing code, the conference does require all submis-690

sions to provide some reasonable avenue for reproducibility, which may depend on the691

nature of the contribution. For example692

(a) If the contribution is primarily a new algorithm, the paper should make it clear how693

to reproduce that algorithm.694

(b) If the contribution is primarily a new model architecture, the paper should describe695

the architecture clearly and fully.696

(c) If the contribution is a new model (e.g., a large language model), then there should697

either be a way to access this model for reproducing the results or a way to reproduce698

the model (e.g., with an open-source dataset or instructions for how to construct699

the dataset).700

(d) We recognize that reproducibility may be tricky in some cases, in which case701

authors are welcome to describe the particular way they provide for reproducibility.702

In the case of closed-source models, it may be that access to the model is limited in703

some way (e.g., to registered users), but it should be possible for other researchers704

to have some path to reproducing or verifying the results.705

5. Open access to data and code706

Question: Does the paper provide open access to the data and code, with sufficient instruc-707

tions to faithfully reproduce the main experimental results, as described in supplemental708

material?709

Answer: [Yes]710

Justification:711

Guidelines:712

• The answer NA means that paper does not include experiments requiring code.713

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/714

public/guides/CodeSubmissionPolicy) for more details.715

• While we encourage the release of code and data, we understand that this might not be716

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not717

including code, unless this is central to the contribution (e.g., for a new open-source718

benchmark).719

• The instructions should contain the exact command and environment needed to run to720

reproduce the results. See the NeurIPS code and data submission guidelines (https:721

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.722

• The authors should provide instructions on data access and preparation, including how723

to access the raw data, preprocessed data, intermediate data, and generated data, etc.724

• The authors should provide scripts to reproduce all experimental results for the new725

proposed method and baselines. If only a subset of experiments are reproducible, they726

should state which ones are omitted from the script and why.727

• At submission time, to preserve anonymity, the authors should release anonymized728

versions (if applicable).729
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• Providing as much information as possible in supplemental material (appended to the730

paper) is recommended, but including URLs to data and code is permitted.731

6. Experimental setting/details732

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-733

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the734

results?735

Answer: [Yes]736

Justification:737

Guidelines:738

• The answer NA means that the paper does not include experiments.739

• The experimental setting should be presented in the core of the paper to a level of detail740

that is necessary to appreciate the results and make sense of them.741

• The full details can be provided either with the code, in appendix, or as supplemental742

material.743

7. Experiment statistical significance744

Question: Does the paper report error bars suitably and correctly defined or other appropriate745

information about the statistical significance of the experiments?746

Answer: [No]747

Justification: We do carry out multiple runs and analyze variance.748

Guidelines:749

• The answer NA means that the paper does not include experiments.750

• The authors should answer "Yes" if the results are accompanied by error bars, confi-751

dence intervals, or statistical significance tests, at least for the experiments that support752

the main claims of the paper.753

• The factors of variability that the error bars are capturing should be clearly stated (for754

example, train/test split, initialization, random drawing of some parameter, or overall755

run with given experimental conditions).756

• The method for calculating the error bars should be explained (closed form formula,757

call to a library function, bootstrap, etc.)758

• The assumptions made should be given (e.g., Normally distributed errors).759

• It should be clear whether the error bar is the standard deviation or the standard error760

of the mean.761

• It is OK to report 1-sigma error bars, but one should state it. The authors should762

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis763

of Normality of errors is not verified.764

• For asymmetric distributions, the authors should be careful not to show in tables or765

figures symmetric error bars that would yield results that are out of range (e.g. negative766

error rates).767

• If error bars are reported in tables or plots, The authors should explain in the text how768

they were calculated and reference the corresponding figures or tables in the text.769

8. Experiments compute resources770

Question: For each experiment, does the paper provide sufficient information on the com-771

puter resources (type of compute workers, memory, time of execution) needed to reproduce772

the experiments?773

Answer: [Yes]774

Justification:775

Guidelines:776

• The answer NA means that the paper does not include experiments.777

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,778

or cloud provider, including relevant memory and storage.779
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• The paper should provide the amount of compute required for each of the individual780

experimental runs as well as estimate the total compute.781

• The paper should disclose whether the full research project required more compute782

than the experiments reported in the paper (e.g., preliminary or failed experiments that783

didn’t make it into the paper).784

9. Code of ethics785

Question: Does the research conducted in the paper conform, in every respect, with the786

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?787

Answer: [Yes]788

Justification:789

Guidelines:790

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.791

• If the authors answer No, they should explain the special circumstances that require a792

deviation from the Code of Ethics.793

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-794

eration due to laws or regulations in their jurisdiction).795

10. Broader impacts796

Question: Does the paper discuss both potential positive societal impacts and negative797

societal impacts of the work performed?798

Answer: [No]799

Justification: We do not have room to discuss outright, but the implication that poor instruc-800

tion following at scale could have negative societal impacts is clear.[TODO]801

Guidelines:802

• The answer NA means that there is no societal impact of the work performed.803

• If the authors answer NA or No, they should explain why their work has no societal804

impact or why the paper does not address societal impact.805

• Examples of negative societal impacts include potential malicious or unintended uses806

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations807

(e.g., deployment of technologies that could make decisions that unfairly impact specific808

groups), privacy considerations, and security considerations.809

• The conference expects that many papers will be foundational research and not tied810

to particular applications, let alone deployments. However, if there is a direct path to811

any negative applications, the authors should point it out. For example, it is legitimate812

to point out that an improvement in the quality of generative models could be used to813

generate deepfakes for disinformation. On the other hand, it is not needed to point out814

that a generic algorithm for optimizing neural networks could enable people to train815

models that generate Deepfakes faster.816

• The authors should consider possible harms that could arise when the technology is817

being used as intended and functioning correctly, harms that could arise when the818

technology is being used as intended but gives incorrect results, and harms following819

from (intentional or unintentional) misuse of the technology.820

• If there are negative societal impacts, the authors could also discuss possible mitigation821

strategies (e.g., gated release of models, providing defenses in addition to attacks,822

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from823

feedback over time, improving the efficiency and accessibility of ML).824

11. Safeguards825

Question: Does the paper describe safeguards that have been put in place for responsible826

release of data or models that have a high risk for misuse (e.g., pretrained language models,827

image generators, or scraped datasets)?828

Answer: [NA]829

Justification:830

Guidelines:831
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• The answer NA means that the paper poses no such risks.832

• Released models that have a high risk for misuse or dual-use should be released with833

necessary safeguards to allow for controlled use of the model, for example by requiring834

that users adhere to usage guidelines or restrictions to access the model or implementing835

safety filters.836

• Datasets that have been scraped from the Internet could pose safety risks. The authors837

should describe how they avoided releasing unsafe images.838

• We recognize that providing effective safeguards is challenging, and many papers do839

not require this, but we encourage authors to take this into account and make a best840

faith effort.841

12. Licenses for existing assets842

Question: Are the creators or original owners of assets (e.g., code, data, models), used in843

the paper, properly credited and are the license and terms of use explicitly mentioned and844

properly respected?845

Answer: [Yes]846

Justification:847

Guidelines:848

• The answer NA means that the paper does not use existing assets.849

• The authors should cite the original paper that produced the code package or dataset.850

• The authors should state which version of the asset is used and, if possible, include a851

URL.852

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.853

• For scraped data from a particular source (e.g., website), the copyright and terms of854

service of that source should be provided.855

• If assets are released, the license, copyright information, and terms of use in the856

package should be provided. For popular datasets, paperswithcode.com/datasets857

has curated licenses for some datasets. Their licensing guide can help determine the858

license of a dataset.859

• For existing datasets that are re-packaged, both the original license and the license of860

the derived asset (if it has changed) should be provided.861

• If this information is not available online, the authors are encouraged to reach out to862

the asset’s creators.863

13. New assets864

Question: Are new assets introduced in the paper well documented and is the documentation865

provided alongside the assets?866

Answer: [Yes]867

Justification: Open source github repo.868

Guidelines:869

• The answer NA means that the paper does not release new assets.870

• Researchers should communicate the details of the dataset/code/model as part of their871

submissions via structured templates. This includes details about training, license,872

limitations, etc.873

• The paper should discuss whether and how consent was obtained from people whose874

asset is used.875

• At submission time, remember to anonymize your assets (if applicable). You can either876

create an anonymized URL or include an anonymized zip file.877

14. Crowdsourcing and research with human subjects878

Question: For crowdsourcing experiments and research with human subjects, does the paper879

include the full text of instructions given to participants and screenshots, if applicable, as880

well as details about compensation (if any)?881

Answer: [NA]882
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Justification:883

Guidelines:884

• The answer NA means that the paper does not involve crowdsourcing nor research with885

human subjects.886

• Including this information in the supplemental material is fine, but if the main contribu-887

tion of the paper involves human subjects, then as much detail as possible should be888

included in the main paper.889

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,890

or other labor should be paid at least the minimum wage in the country of the data891

collector.892

15. Institutional review board (IRB) approvals or equivalent for research with human893

subjects894

Question: Does the paper describe potential risks incurred by study participants, whether895

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)896

approvals (or an equivalent approval/review based on the requirements of your country or897

institution) were obtained?898

Answer: [NA]899

Justification:900

Guidelines:901

• The answer NA means that the paper does not involve crowdsourcing nor research with902

human subjects.903

• Depending on the country in which research is conducted, IRB approval (or equivalent)904

may be required for any human subjects research. If you obtained IRB approval, you905

should clearly state this in the paper.906

• We recognize that the procedures for this may vary significantly between institutions907

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the908

guidelines for their institution.909

• For initial submissions, do not include any information that would break anonymity (if910

applicable), such as the institution conducting the review.911

16. Declaration of LLM usage912

Question: Does the paper describe the usage of LLMs if it is an important, original, or913

non-standard component of the core methods in this research? Note that if the LLM is used914

only for writing, editing, or formatting purposes and does not impact the core methodology,915

scientific rigorousness, or originality of the research, declaration is not required.916

Answer: [Yes]917

Justification:918

Guidelines:919

• The answer NA means that the core method development in this research does not920

involve LLMs as any important, original, or non-standard components.921

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)922

for what should or should not be described.923
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