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Abstract

Generating natural language statements to con-001
vey logical inferences from tabular data (i.e.,002
Logical NLG) is a process with one input and a003
variety of valid outputs. This characteristic un-004
derscores the ability for a method to produce a005
diverse set of valid outputs. We propose a sim-006
ple yet effective diversity enhancing scheme007
that builds upon an inherent property of the008
statements, their logic-types, by using a type-009
controlled table-to-text generation model. We010
demonstrate, through extensive automatic and011
human evaluations over the two publicly avail-012
able Logical NLG datasets, that our method is013
able to surpass the strongest baselines along the014
quality-diversity plane, all while allowing users015
to effectively control the type of the generated016
statement.017

1 Introduction018

Table-to-text (T2T) generation is the task of gen-019

erating natural language statements to convey in-020

formation appearing in tabular data. This task is021

relevant in real-world scenarios including genera-022

tion of weather forecasts (Goldberg et al., 1994),023

sport results (Wiseman et al., 2017), and more.024

A statement generated from tabular data can be025

inferred based on different levels of information.026

These range from a value of a specific cell to the027

result of logical or numerical operations across028

multiple cells, such as the average value of a col-029

umn, or a comparison between rows. LOGICNLG,030

introduced by Chen et al. (2020a), involves the031

automatic application of complex numeric-logic032

operations on the data and the natural language ex-033

pressing of them and their results. The task was034

accompanied by a dataset, LOGICNLG, that con-035

tains a set of (table, statement) pairs, and several036

baselines for statement generation.037

Generally in NLG, a diverse set of generated038

hypotheses given a single input is favorable as it039

offers different perspectives on the data, provides040

Year Market cap

2022 81.2

2021 76.1

2020 63.8

… …

1961 12.1

1960 14.1

Worldwide cheese 
market cap

(a) Diversity Enhancement via Type Control

The cheese market cap has risen by 17.4B USD between 2022 and 2020 

The cheese market cap had passed a value of 60B USD in only 3 years

The average cheese market cap between 1980 to 2000 was 51.3B USD

(b) Diversity Enhancement via Decoding Techniques 

2022 is the year with the highest cheese market cap with 81.2B USD

2022 is the year with the largest cheese market cap at 81.2B USD

In 2022, the largest cheese market cap was 81.2B USD

Figure 1: T2T generation of 3-statement sets for the
table on the left; (a) LT controlled: each statement de-
livers a unique piece of information, yielded by the
control employed: compare, count, and aggregation; (b)
decoding-based diversity: all are focused on one fact,
hence demonstrating a weak diversity.

the user with multiple options to choose from, and 041

facilitates further improvement of output quality 042

via all sorts of post-generation re-ranking algo- 043

rithms (Gimpel et al., 2013). 044

In T2T generation, and specifically in Logical 045

NLG, diversity naturally emerges from the different 046

numeric-logic types (LTs) used to infer the state- 047

ments from the table (see Figure 1(a)). Here, we 048

propose to use these LTs and realize a controlled 049

generation model that enables our method, Diver- 050

sity enhancement via LT Control (DEVTC) to gen- 051

erate a diverse set of statements by conditioning 052

each generation on a different type. In addition, a 053

conditional generation model allows users to fur- 054

ther guide generated statements to a specific LT, 055

out of the many different valid statements corre- 056

sponding to the input table. Existing T2T methods 057

intrinsically can only produce a single output per 058

input and obtain output diversity through common 059

decoding techniques that have been shown to suf- 060

fer from a trade-off between diversity and quality 061

measures such as fluency and adequacy (Ippolito 062

et al., 2019). By this trade-off, high quality hin- 063

ders diversity, as exemplified in Figure 1(b). In 064

contrast, DEVTC readily generates a diverse set 065

of high quality statements, with a variety of LTs, 066

without suffering any degradation in quality. 067

Through extensive experimentation, we show 068
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Figure 2: Framework; (a) Train: the LT-conditional model is trained to generate a reference statement given the
statement LT as it is predicted by our LT classifier; (b) Inference: DEVTC is realized by inputting several different
LTs along with a single table resulting in a diverse set of statements.

that by employing this simple LT-control scheme,069

DEVTC surpasses SOTA methods on the trade-off070

between diversity and quality, measured here in071

factuality which is a paramount quantity in T2T.072

We also show that DEVTC generates statements073

adhering to the LT required by the user and per-074

forms on par with current SOTA on the common075

benchmarks even in the absence of input LT on the076

two relevant datasets1.077

2 Related Work078

Along with the LOGICNLG dataset, Chen079

et al. (2020a) presented two methods based on080

GPT2 (Radford et al., 2019). Both methods081

receive the same input T: a table in conjunc-082

tion with a title, denoted as a natural language083

sequence, but differ in their generation scheme.084

GPT-TABGEN learns to generate a statement Y085

directly: pθ(Y |T); whereas GPT-C2F generates086

a statement-template, Ỹ , and conditions on it087

to create the final statement, effectively learning088

pθ([Ỹ ;Y ]|T). In a subsequent work, Chen et al.089

(2021) proposed DCVED, a scheme based on a090

conditional variational auto-encoder architecture.091

Their scheme can generate multiple statements for092

a single input, but these only undergo a re-ranking,093

and their diversity or quality aspects are not dis-094

cussed. LOGIC2TEXT (Chen et al., 2020b) is a095

small dataset similar to LOGICNLG. In its associ-096

ated task, a model receives an additional logical-097

form input, specifying its full logical description.098

Liu et al. (2021) aims to circumvent the problem099

of data scarcity of LOGIC2TEXT with an approach100

combining data-augmentation, data-weighting and101

semi-supervised learning using LT-controlled gen-102

eration module. In contrast to their work, our103

trained model is robust to missing LTs, and, paired104

1Models and code will be made public upon acceptance.

with a diversity enhancing scheme is shown to im- 105

prove both generation diversity and factuality. 106

3 Method 107

3.1 Statement-LT Classifier 108

To enable controlled generation learning, we had 109

to augment our training datasets with LT-control 110

annotations. Specifically, we automatically anno- 111

tated our training datasets with 7 LTs as proposed 112

by Chen et al. (2020b), namely, c = {count, compar- 113

ative, superlative, unique, ordinal, aggregation, ma- 114

jority} by employing a BERT (Devlin et al., 2018) 115

based classifier pϕ(c|Y ) that was fine-tuned on 116

8.5K (statement, LT) pairs from the LOGIC2TEXT 117

train set. This classifier achieved 97% macro F1 118

on the corresponding test set. The classifier further 119

achieved 90% macro F1 on 200 randomly sampled 120

statements from LOGICNLG annotated by experts. 121

3.2 LT-controlled T2T Generation Model 122

We propose to re-purpose GPT-TABGEN as a LT- 123

controlled generation model, learning pθ(Y |T, c). 124

At training, we predict the LT from the gold state- 125

ment using the dedicated classifier and concatenate 126

it to the table and title (see Figure 2(a)). The model 127

is then trained to minimize the autoregressive cross 128

entropy loss between the generated and reference 129

tokens. During training, we apply a mask over the 130

LT with probability pmask = 0.5, this ratio adds 131

robustness for scenarios where LT is unavailable 132

for the model to condition on, on the one hand and 133

allows the model to learn how to condition on LT 134

on the other. Effects of pmask choices are discussed 135

in Section 5.2. 136

3.3 Diversity Enhancement via LT Control 137

Figure 2(b) presents our inference-time flow in 138

which we utilize the above pθ(Y |T, c) model 139
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Dataset Parent tables Statements Train / Dev / Test
LOGICNLG 7,392 37,015 28,450 / 4,260 / 4,305
LOGIC2TEXT 5,554 10,753 8,566 / 1,095 / 1,092

Table 1: Datasets statistics.

for our Diversity Enhancement via LT Control140

(DEVTC) scheme. Specifically, at inference time,141

given a table, we generate multiple statements, each142

conditioned on a different LT sampled from a uni-143

form LT distribution, ending up with a diverse set144

of statements.145

4 Experiments146

4.1 Datasets147

In our experiments, we use LOGICNLG (Chen148

et al., 2020a) and LOGIC2TEXT (Chen et al.,149

2020b) (Table 1). Each data-point in LOGICNLG150

consists of a parent-table crawled from Wikipedia151

from which 5 tables are derived, each containing152

a subset of the parent-table columns and an as-153

sociated statement generated by crowd-workers.154

LOGIC2TEXT is similar but further provides state-155

ment logical-form (its full logical description) from156

which we extract the LT. In our experiments, we157

will use these LTs to train a statement-LT classi-158

fier (cf. Section 3.1) but will not use these extra-159

annotations in training or evaluating the generation160

model. To the best of our knowledge, these two161

datasets are the only publicly available table-to-text162

datasets that include statement generation captur-163

ing complex logical and numerical operations from164

tables, making them the only datasets relevant for165

our scenario.166

4.2 Metrics167

Following previously proposed evaluation practices168

laid out by (Chen et al., 2020a), we evaluate the169

quality of a generated text, with BLEU to mea-170

sure consistency with the reference text; and the171

SP-ACC and NLI-ACC metrics to estimate its fac-172

tuality, using semantic parsing and a pretrained173

NLI model, respectively. Specifically, we focus on174

NLI-ACC that was found to better agree with hu-175

man preference for factuality evaluation (Honovich176

et al., 2022). For measuring the diversity of the177

generated statements we use the three common n-178

gram based metrics Self-BLEUn (Zhu et al., 2018),179

Ent-n (Zhang et al., 2018) and Dist-n (Li et al.,180

2016).181
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Figure 3: Factuality-diversity trade-off for LogicNLG:
each dot in the orange line represents an average over
5 seeds (error bars are SEMs) of the baseline model
(GPT-TABGEN*) with nucleus sampling parameters
varied between 0 (greedy decoding) and 1. The blue star
is our method (using greedy decoding) that surpasses
the the baselines pareto frontier.

4.3 Hyper-parameters & Compared Models 182

We use the same configurations and settings as in 183

Chen et al. (2020a), apart from the learning rate 184

(LR) for which we tried 6 values between 1e-6 to 185

5e-5 and chose the best LR per method accord- 186

ing to our model selection scheme, that uses the 187

dev. set BLEU3 score. Of the baselines, only GPT- 188

TABGEN benefited from the sweep, and we marked 189

the improved version as GPT-TABGEN*. Further 190

details can be found in Appendix A.1. As for 191

models, we compare DEVTC with the GPT-C2F 192

and GPT-TABGEN* across both small / medium 193

GPT2 model versions. DCVED is considered 194

medium since it uses two GPT2-small and two 195

fully-connected networks, adding up to a larger 196

parameter count than GPT2-medium. 197

5 Results 198

5.1 Factuality-Diversity Trade-off 199

To compare DEVTC and the strongest baseline 200

across the Factuality-Diversity plane, for each 201

method we generated a set of 5 statements per ta- 202

ble in the test-set. Since, as opposed to DEVTC, 203

which natively enables the production of a diverse 204

set of statements via LT-control, the baseline can- 205

not produce a diverse set with greedy decoding, 206

we utilized stochastic decoding, the most common 207

practice to obtain a set of different outputs from a 208

single model. Following Ippolito et al. (2019) we 209

varied the topp decoding parameter of the baseline 210

to explore the factuality-diversity trade-off for the 211

baseline. For DEVTC, since we do not require a 212
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Figure 4: Factuality-diversity trade-off over the Logic-
NLG dataset for different pmask, averaged over 5 seed
(error-bars are SEMs).

stochastic decoding to obtain a diverse set of state-213

ments, we used greedy decoding and generated the214

set by conditioning on 5 LTs sampled uniformly215

from the 7 LTs. To evaluate, we measured the diver-216

sity within each set, along with the average NLI-217

ACC. In Figure 3 we show that DEVTC is better218

positioned on the factuality-diversity plane, sur-219

passing the baselines Pareto front. We attribute this220

gain in generation factuality to the use of more ac-221

curate supervision through the LTs, offloading the222

task of LT prediction from the model, and bypass-223

ing the quality degradation incurred by stochastic224

decoding. We found these results to be consistent225

across other diversity measures such as Ent-2/4226

and Dist-2/4, decoding methods, and datasets (See227

Appendix A.3 for more results).228

5.2 Masking Ratio Effect229

To analyze how the different LT masking ratios230

used in training impact model performance, we231

trained 11 LT-controlled models with pmask vary-232

ing from 0.0 (no masking) to 1.0 (always masked).233

In Figure 4 we compare these models using the234

same evaluation protocol as in Section 5.1. As ex-235

pected, both factuality and diversity obtained by236

DEVTC gain significantly from strengthening the237

control. That is, as expected, a lower masking ratio238

means a more stable training process with better239

LT correspondence, which in turn results in higher240

diversity and better factuality on the test set.241

5.3 Robustness for Missing LTs242

To demonstrate DEVTC performance in a conven-243

tional setup when LT is unavailable as input at test244

time, we compared our LT-controlled model with245

a masked token as control, with SOTA methods,246

on both the LOGICNLG and LOGIC2TEXT test-247

sets, using the standard evaluation protocol. For 248

both datasets, across all metrics and model sizes, 249

DEVTC is leading the benchmark along with GPT- 250

TABGEN*. For detailed results, see Table 3 in 251

Appendix A.2. 252

5.4 Human Evaluation 253

We complement the automatic evaluation results 254

with human evaluation. We sampled 100 tables 255

from the set used in Section 5.1 and distribute 256

them independently to 3 human experts. Each table 257

was presented along with two 5-statement sets – 258

one generated by DEVTC, and the other by GPT- 259

TABGEN* the topp decoding parameter set to 0.5. 260

The experts were asked which of the two sets is 261

more factual, i.e., properly describes the data in 262

the table (ties are also allowed), and which is more 263

diverse – on Likert scale, from −2 (set-1 is much 264

better) to +2 (set-2 is much better). Our results find 265

that on 50% of the samples, DEVTC reported to be 266

more factual vs. 31% for GPT-TABGEN*. 19% of 267

the samples were reported as a tie. DEVTC advan- 268

tage is statistically significant (Pvalue<0.05) using 269

two-sided t-test. For diversity, the average score 270

was 0.14, implying no significant difference, in line 271

with Figure 3. To verify our models proficiency 272

in LT-control we additionally asked the experts to 273

classify the LTs of the above generated statements. 274

Table 2 shows the ratio of examples where control 275

LT resulted in a generated statement classified to 276

the same LT. It shows high LT-consistency for all 277

LTs but ordinal, which is characterized with rela- 278

tively high lexical variance, and for which we had 279

relatively scarce training data. 280

Agg. Comp. Count Maj. Ord. Super. Unique
0.87 0.92 0.90 0.88 0.46 0.96 0.60

Table 2: Human evaluation of controlled-generation LT
consistency.

6 Conclusions and Future Work 281

DEVTC facilitates the generation of a statement 282

of a desired LT, and the option to generate a di- 283

verse set of high quality statements. Both features 284

are unlocked by adding statement LT control to 285

the input. Results show the merit of our approach 286

compared to existing baselines. In future work we 287

plan to study how to further improve factuality, i.e., 288

the faithfulness of the statements generated by our 289

approach, to bring it to practical use. 290
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7 Limitations291

The main limitations of our work are automatic fac-292

tuality evaluation and factual generation. In terms293

of automatic factuality evaluation, current SOTA294

table fact-checking metrics such as NLI-Acc and295

NLI-SP still present medium human agreement296

(See Figure 7). In terms of factual generation as297

determined by human evaluation, as all End-to-end298

T2T methods, GPT-TABGEN, the method we use299

to show the ability of DEVTC to improve diversity300

without sacrificing accuracy, suffers from weak hu-301

man approval in terms of factuality. As we show302

in the main text, DEVTC is able to improve the303

factuality over the baseline but still presents hu-304

man approval factuality that is too low for business305

applications.306
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optimizer (Kingma and Ba, 2014) and an autore-397

gressive cross entropy loss to optimize the models.398

During test time, we use a greedy search to gener-399

ate text and calculate the BLEU-1,2,3 scores with400

the 5 references from all 5 sub-tables as suggested401

by (Chen et al., 2020a). We base our implementa-402

tion on Huggingface’s Transformers (Wolf et al.,403

2019) version 4.16.2 in the (Paszke et al., 2019)404

flavour and use the pre-trained version of GPT-2405

(Radford et al., 2019) small/medium with subword406

unit vocabulary of 30K. All models selection is407

based on the BLEU-3 score on dev set. All our408

models and models marked with a * were found to409

have the best performance with learning rate set to410

1e-5.411

A.2 Automatic Evaluations412

Table 3 demonstrates DEVTCs performance in413

the conventional setup. In the table, our type-414

controlled models (marked as DEVTC) are us-415

ing a mask token as control, the oracle version416

(marked as DEVTC (oracle)) are receiving the type417

as classified by the logic-type generator while the418

baselines are not receiving types. Evaluation was419

done on the LOGICNLG and LOGIC2TEXT test-420

sets. As in (Chen et al., 2021), when evaluating421

on LOGIC2TEXT we follow the Logical NLG task422

formulation and do not use the logical-form anno-423

tations. We further note that, we report the original424

variant of DCVED without an additional generate-425

and-select scheme also reported by them, since mul-426

tiple generation and re-ranking is complementary427

and could potentially be applied to all compared428

methods.429

We see that for both datasets, across all met-430

rics and model sizes, our model with pmask=0.5 is431

leading the benchmark along with GPT-TABGEN*.432

Also, we note that the oracle methods enjoys the433

types perform the best by a great margin in four434

of the five metrics. We attribute the decline in SP-435

ACC to the different type distribution the model436

generates when in oracle mode that impacts the437

SP-ACC since different types are more likely to be438

labeled as accurate by SP-ACC.439

Table 4 is complementary to the automatic eval-440

uation and includes the standard error of the mean441

for our models.442

A.3 Factuality-Diversity Trade-off: Other443

diversity measures444

Figure 6 displays the factuality-diversity trade-off445

discussed in Section 5.1 for the other two diversity446

LOGICNLG
Model Size BLEU 1/2/3 (↑) SP (↑) NLI (↑)
GPT-C2F sm 46.6 / 26.8 / 13.3 42.7 72.2
GPT-TABGEN sm 48.8 / 27.1 / 12.6 42.1 68.7
GPT-TABGEN* sm 49.6 / 28.5 / 14.2 44.8 73.2
DEVTC sm 50.0 / 28.6 / 14.4 43.0 73.4
DEVTC (oracle) sm 51.3 / 30.1 / 15.6 40.5 75.5

DCVED med 49.3 / 28.3 / 14.2 44.3 73.9
GPT-C2F med 49.0 / 28.3 / 14.6 45.3 76.4
GPT-TABGEN med 49.6 / 28.2 / 14.2 44.7 74.6
GPT-TABGEN* med 50.8 / 29.4 / 15.2 46.1 76.1
DEVTC med 50.8 / 29.2 / 15.2 45.6 77.0
DEVTC (oracle) med 52.3 / 31.1 / 16.7 42.7 78.2

Logic2Text
Model Size BLEU 1/2/3 (↑) SP (↑) NLI (↑)
DCVED med 46.4 / 31.2 / 20.1 43.7 71.9
GPT-C2F* med 46.6 / 31.1 / 20.5 40.8 73.4
GPT-TABGEN* med 48.1 / 32.4 / 22.0 41.0 70.3
DEVTC med 47.8 / 32.6 / 22.2 41.9 74.4
DEVTC (oracle) med 48.4 / 33.6 / 23.2 42.6 76.1

Table 3: Quality results on the test split of LOGICNLG
and Logic2Text. Baseline models trained with our learn-
ing rate are marked with a * , all DEVTC and starred
results are the average over 5 different seeds, SEMs
of our models are in Table 4. SP and NLI stands for
SP-Acc and NLI-Acc from (Chen et al., 2020a)

LogicNLG
Model Size BLEU 1/2/3 (↑) SP (↑) NLI (↑)
DEVTC sm 50.0±0.2 / 28.6±0.2 / 14.4±0.2 43.0±0.3 73.4±0.5
DEVTC (oracle) sm 51.3±0.1 / 30.3±0.1 / 15.6±0.1 40.5±0.5 75.4±0.2

DEVTC med 50.8±0.2 / 29.2±0.2 / 15.2±0.2 45.6±0.5 77.0±0.6
DEVTC (oracle) med 52.3±0.2 / 31.1±0.2 / 16.7±0.2 42.7±0.5 78.2±0.2

Logic2Text
Model Size BLEU 1/2/3 (↑) SP (↑) NLI (↑)
DEVTC med 47.8±0.2 / 32.6±0.1 /22.2±0.1 41.9±0.2 74.4±0.7
DEVTC (oracle) med 48.4±0.2 / 33.6±0.2 / 23.2±0.1 42.6±0.7 76.1±0.5

Table 4: Quality results on the test split of LOGICNLG
and Logic2Text, all DEVTC results are the average over
5 different seeds, the ±s represents the standard error of
the mean.

metrics, SelfBLEU4 and Dist2. 447
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Figure 5: An illustration of the quality-diversity trade-off evaluation. NLI-Acc is a fact checking model proposed by
Chen et al. (2020a) that labels the statement as true or false given the table.
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Figure 6: Factuality-Diversity trade-off for Dist-2 and Self-BLEU4: each dot in the orange line represents an average
over 5 seeds (error bars are SEMs) of the baseline model (GPT-TABGEN*) with a different nucleus sampling
decoding parameters (shown in the figure). The blue star is our method that surpasses the trade-off line created by
the baseline and the decoding strategy.

Figure 7: 5 statements generated using DEVTC along with the table that was used for their generation, sentences
marked in red display false type correspondence.
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