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Abstract

While Large Language Models (LLMs) have demonstrated remarkable perfor-
mance in certain dimensions, their ability to express implicit language cues that
human use for effective communication remains unclear. This paper presents
ExpressivityArena, a Python library for measuring the implicit communication
abilities of LLMs. We provide a comprehensive framework to evaluate expressivity
of arbitrary LLMs and explore its practical implications. To this end, we refine
the definition and measurements of “expressivity,” and use our framework in a set
of small experiments. These experiments test LLMs in creative and logical tasks
such as poetry, coding, and emotion-based responses. They are then evaluated by
an automated grader, through ExpressivityArena, which we verify to be the most
pragmatic for testing expressivity. Our findings indicate that LLMs are capable of
generating and understanding expressive content, however, with some limitations.
These insights will inform the future development and deployment of expressive
LLMs.

1 Introduction

Large Language Models (LLMs) [1, 2] are disrupting many domains where human communication
is essential, including education [1], customer support [3], legal services [4], and healthcare [5].
Increasing parameter count in LLMs has resulted in better performance in a multitude of downstream
tasks such as language translation, text summarizing, and question-answering [6, 7]. This performance
is typically measured in terms of the number of errors [1], contextual understanding [7], versatility [8],
problem-solving skills [5], etc. However, these tasks are often only measured as an examination
of explicitly stated concepts in model output. Implicit, expressive communication largely remains
unstudied. Given that much of human communication is implicit [9], expressivity may represent an
important aspect of creating “human-like” output in models, improving output quality and user trust
in many applications [10].

In order for LLMs to generate text to communicate in a natural way, it is critical that they convey
both explicit information and implicit information. In this context, we define expressivity as the
implicit communication of information [11]. For instance, in a conversation about a movie, explicit
information would be “I thought the movie went on far too long” while implicit information may
be expressed as “I kept checking my watch during the movie.” The fact remains the same: the
speaker thought the movie was too long, but the second statement requires a level of interpretation.
Expressivity may come through various metaphors, lexical choices, etc. in daily communication,
and may take the form of a different speech act entirely. Aside from emotions, the speaker may also
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Figure 1: ExpressivityArena tests LLMs on their ability to implicitly express information.

indicate other information about themselves. Word choice, such as slang, may implicitly communicate
one’s regional background, level of education, or other identities [12].

In order to answer these questions, we present ExpressivityArena, a framework to evaluate expressivity
of LLMs. First, we set up a grader to objectively evaluate [13, 14] outputs generated by various
LLMs. We establish the validity of the grader with a human study. We then conducted experiments
for tasks with varying degrees of expressivity—poetry generation and code generation—to analyze
how expressive various LLMs are. We found that LLMs have wildly varying degrees of expressivity,
and that models tended to be less expressive while generating code than while generating poetry,
suggesting that models perform worse in low-expressivity domains. We then tested if models were
able to maintain expressivity throughout the course of a simulated conversation, testing the expression
of emotions and professions.

2 Related Work

Expressivity Defined: Most methods that delve into expressivity of language models typically
focus on emotions, as studied in affective computing devices [15]. This includes recognizing
emotions from language or facial expressions and body language [16] or communicating emotion and
personality [17, 18] in social robotics. However, this limited focus of emotions on expressivity does
not capture other aspects of communication. Our study focuses on diverse aspects of expressivity,
ranging from emotions to computer programming paradigms. We adapt a definition from linguistics,
to term “expressivity” as the state of communicating information implicitly: showing, not telling [19].
To further clarify, Yus offers a framework for distinguishing implicit and explicit communication:
implicit information must be derived by the interlocutor, using contextual or pragmatic information
[20]. This is in contrast to explicit communication, which is represented immediately in the semantics
of text. For instance, the words “cheap” and “affordable” may have the same literal meaning, but
“cheap” may have a more negative connotation. The word “greetings” might communicate a more
formal context than “hello.” However, these meanings must be interpreted by the listener or reader in
context to be understood. Given that LLMs may struggle with contextual understanding, studying
expressivity provides a lens to explore the limitations of language models [21].

Evaluating Large Language Models: Existing benchmarks for LLMs measure their capabilities in
a variety of tasks such as mathematics [22], logical reasoning [23], and education [24]. In general,
benchmarks take one of two forms: 1) automatically evaluated models by having an external LLM
[25] or ensemble of LLMs [26] to act as an evaluator or 2) use human feedback to manually evaluate
the model. A notable example of the latter is Chatbot Arena [27], where public comparisons of
different LLMs form a leaderboard. The former, automated evaluation, is has gained tremendous
popularity due to its speed, depth of knowledge, and scalability [28]. Recently, automated evaluation
- or more accurately AI feedback [29, 30] - has been proposed to solve the scalability issues of
Reinforcement Learning with Human Feedback (RLHF) [31]. To the best of our knowledge, previous
studies on evaluation of LLMs have not focused on expressivity.

3 Expressivity Arena

ExpressivityArena is a Python-based framework that allows for simple, scalable, and flexible testing
of LLM expressivity. To measure whether a piece of information was correctly conveyed implicitly
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in a piece of LLM-generated text, ExpressivityArena implements an experiment which tests whether
a grader can accurately guess the implicitly conveyed information from the original text.

In order to perform an expressivity experiment in ExpressivityArena, the user first specifies an LLM,
ftest(xin), that takes a user prompt, xin, to generate a model response, xout. The user prompt must
contain two critical instructions: a domain, d, and an expressive signal, s. The domain d is simply
a string naming the context in which the text must be written. An example might be a “song” or a
“recipe.” In order to test a given signal against alternatives, the user then defines a signal category.
The signal category, SC , is a set which contains various expressive signals that each will be tested.
The elements of the signal category set, s ∈ SC , should belong to the same qualitative category, for
instance a set of emotions, or a set of genres. For each signal s, the language model will be prompted
to generate a piece of text in the domain d expressing the signal s. A complete prompt takes the form
of: “Please write a 〈d〉 which conveys 〈s〉. Do not explicitly mention 〈s〉 in your response.”

We iterate this prompt for all s ∈ SC . The user may prompt the model: xin = “Write a ⟨ letter ⟩ which
conveys ⟨ patriotism ⟩”. The response xout = ftest(xin) is then collected. To avoid unintentionally
leaking s in the response, if xout, contains an explicit mention of the signal s, the response will be
regenerated. Once the response has been generated, it is then given to a blind grader, another LLM,
fgrader(xout), that is unaware of the original prompt. The grader is then asked to guess, out of a set
of all possible signals used in the experiment, which one was meant to be expressed in the text. We
define the expressivity rate as the rate of correct guesses in a series.

Of course, the grader is central to this process, but should not itself be evaluated. In order to reduce
any interference that the grader on the results, we implement several features into ExpressivityArena.
The first is the option to use a “jury grader,” which aggregates responses from multiple LLMs.
Answers are selected by plurality, breaking ties randomly. Jury setups have been shown to increase
LLM reliability [32]. We also provide the option to substitute a human grader. Finally, we provide
built-in metrics such as pairwise cosine distance to evaluate the “difficulty” of experimental setups
based on the set of possible signals, which helps to contextualize results.

4 Experiments

4.1 Experiment 1: Grader Validation

Experiment 1 is designed to validate the automated grader used in ExpressivityArena, and to determine
the relative accuracies of graders. LLMs have been successful in evaluating other LLMs for other
tasks [31, 8, 4], so we expect them to be similarly successful when evaluating expressivity. This
experiment will also inform high-quality grader selection, ensuring that ExpressivityArena results
reflect the LLM being graded and not the grader itself.
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Figure 2: Accuracies of various grader
types when evaluating implicitly-
expressed professions.

We use GPT-4o to generate pieces of text conveying one of
a set of implicit signals. The signals are chosen randomly
from a list of professions (Appendix D.2.1). We used pro-
fessions as our expressive signals because they don’t require
specialized knowledge, and they’re a moderate-difficulty
commonplace domain that is commonly inferred through
conversation. GPT-4o was tasked with writing a piece of text
as though they were a human with that occupation. We then
use ExpressivityArena to try a variety of graders to evaluate
the expressivity rate in these texts. These graders employ
an identical schema, but rely on one of these different mod-
els: GPT-3.5, GPT-4, GPT-4o, Llama2-7b, Llama3-8b, or
Gemma. We also use a jury grader, which aggregates responses from the LLMs: Llama3-8b, GPT-4,
and Gemma [33]. We also gave these same texts to a set of human graders who were given the same
task: to identify which profession was being expressed. We sought human graders through a survey
distributed to 23 Arizona State University students, who were each asked to grade 5 texts. We then
compared the accuracy of each type of grader to identify the most performant model and estimate the
performance difference between human graders and automated graders.

The accuracy of each grader is shown in Fig. 2. Given that GPT-4 and GPT-4o both equally high
accuracy on this experiment, we opted to use GPT-4o for our grader due to its faster performance.
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Table 1: Examples of generated texts in different domains and expressive signals in experiment 2.
Domain Signal Example Output

poem style of Emily
Dickinson

Among the clover and the nodding stems,
A recluse wanders, thoughts amassed like gems...

Python program to gen-
erate Fibonacci num-
bers

functional
paradigm

def fib(n): if n < 2: return n
else: return fib(n-1) + fib(n-2)
def generate_fibonacci(n):
return [fib(i) for i in range(n)]

Other results from this experiment were surprising; the jury [26], despite having more information
from more models, was not the most accurate, possibly because two of its constituent models sub-
stantially underperformed its other constituent model, GPT-4o. That GPT-4 and GPT-4o outperforms
even a set of human graders is also unexpected, and could be due to the greater breadth of dialogue
that the models have access to. Human graders tended to be consistent, with an average Fleiss’ Kappa
of 0.83.

4.2 Experiment 2: Single-Prompt Scenarios

The purpose of experiment 2 is to answer the questions: Are LLMs capable of exhibiting expressivity?
we consider single-prompt scenarios—the user prompts only once and ftest(·) generates a single
response. We evaluate two domains, these being poetry generation and code generation.

4.2.1 Poetry Generation

Poetry is typically thought of as a highly expressive domain. Studying poetry for this analysis allows
us to better grasp whether LLMs have the capacity to match the expressivity of the most expressive
humans. For the poetry domain, we study two different kinds of signals, emotion and writing style.
For the emotion category, we use the set of emotions from the GoEmotions dataset [34] as our set
of signals. 30 different poems were generated for each emotion as a signal. The grader was then
prompted to choose, from the full set of emotions, which one was expressed.

Table 2 shows that expressivity rates ranged from 0.59 and 0.70, with Llama2 being the best
performing model and Gemma being the worst. Certain emotions were frequently confused; these
were typically emotions with similar semantics. However, all GPT models most often expressed
approval when prompted to express disapproval. This was a significant instance where two emotions
of conflicting meaning were frequently confused.

Table 2: Average expressivity rates (↑) for each
model and task in experiment 2.

Python programs Poetry

Skill
Levels Paradigms Poets Emotions

GPT-3.5 0.36 0.53 0.55 0.62
GPT-4 0.54 0.63 0.70 0.64

GPT-4o 0.46 0.83 0.68 0.61
Llama2 0.41 0.50 0.62 0.70
Llama3 0.47 0.63 0.70 0.66
Gemma 0.31 0.50 0.53 0.59

For the poets’ styles category, we used a set of
34 historically notable poets as a set of signals.
The full list may be found in the Appendix D.2.1.
Again, 30 different poems were generated by
each model for each poet as a signal. The grader
was similarly asked to choose, from the full set
of poets, which one was expressed. Models per-
formed worse overall in expressing poets’ styles
than emotions. The worst performance was from
Gemma with an expressivity rate of 0.53, and
the best was from GPT-4 with an expressivity
rate of 0.70. For several models, when asked to
give a poem in the style of a female poet such as Elizabeth Barrett Browning or Sylvia Plath, the
output was most often identified as representing Emily Dickinson. This was the case for Elizabeth
Barrett Browning in the output of GPT-3.5, Gemma, and Llama3, for Sylvia Plath in the output of
GPT-4o. Complete confusion matrices for both tests can be found in the Appendix D.

4.2.2 Code Generation

As opposed to poetry, programming is not traditionally considered as an expressive domain. However,
in contrast to poems, programs can be formally checked for correctness against a specification,
allowing us to better understand if introducing expressive constraints interferes with correctness or
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functionality in model output. We studied expressivity in two subcategories for program generation:
skill level and programming style. Both experiments were structurally similar to poetry generation.
The model was prompted to provide a Python program which would print out the Fibonacci numbers
in order, while also expressing a particular constraint. The result was then evaluated by an automated
grader which guessed the signal expressed in the program. Python was chosen for this task as it is a
multiparadigm language that facilitates the expression of many distinct programming styles.

For this experiment, the expressive signals were “functional,” “procedural,” “object-oriented,” and
“array-oriented,” four programming paradigms that are supported by Python. The skill levels were
“beginner”, “intermediate,” and “advanced.” Table 2 shows overall accuracy of each model on each
test. On the skill level assessment, GPT-4 had the highest expressivity rate at 0.54, while Gemma had
the lowest average expressivity rate of 0.31. For the programming paradigms assessment, GPT-4o
had the highest expressivity rate at 0.83, and Gemma had the lowest at 0.50. The confusion matrices
of how frequently each label was assigned to each model’s output given its assigned prompt in
each experiment is available in the Appendix D. Models did not perform well at expressing stylistic
information through code. In particular, Gemma had a lower accuracy than 0.33 in the skill level
assessment–which would be expected if it expressed one of the signals randomly. Therefore, in
answering the question “Are LLMs capable of exhibiting expressivity?,” we must conclude that LLMs
struggle at expressivity in the context of code compared to highly expressive domains like poetry.

5 Conclusion

ExpressivityArena served as a platform to analyze expressivity of LLMs in single-prompt response
generations. Based on the results from our experiments, LLMs have shown to be capable of some
level of expressivity. However, there is still much room for improvement since the accuracy of LLMs
trends around 30-60%. This performance may reflect underlying biases related to race, age, gender,
or other factors that are underrepresented in models which become more apparent in creative and
logical fields tasks. Since expressivity in LLMs is important to communicate with humans effectively,
we believe ExpressivityArena and our findings will help to improve LLMs to convey more complex or
abstract concepts properly. Future research will garner further understanding and possible methods to
increase expressivity in LLMs, requiring expertise from several areas such as linguistics, psychology,
and machine learning.
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Appendix

A Ethical Considerations

Since our paper is a generic algorithmic evaluation, we do not foresee direct negative societal impacts.
Human graders who were surveyed for experiment 1 were all given a privacy statement notifying
them of their confidentiality and of the purpose of the experiment. No identifying information was
solicited or collected. The statement read as follows:

Thank you for considering participation in our survey. Please read the following
information carefully before proceeding.
When asked an LLM to respond to certain questions, their responses might be fac-
tually correct but often times they lack expressivity (ability to provide information
without explicitly stating it). In this survey, your task is to guess, among the given
options, which profession was the LLM trying to express through their response to
the question asked, without explicitly saying that profession out loud.
Note: There is always one correct answer, the selection is based on your belief
and understanding. You have to select one of the profession from the list provided.
Purpose of the Survey: This survey is conducted solely for educational purposes to
understand human opinions. Data Use: The data collected through this survey will
not be used for training any models, algorithms, or other computational tools. The
primary use of the data will be used to understand human opinion and confined
to educational contexts. Confidentiality: Your responses will be treated with the
utmost confidentiality. No individual data will be disclosed publicly or used outside
the scope of the educational objectives stated.

B Limitations

Though we do not see alternatives to grade, our use of an automated grader introduces several
limitations into our method. Experiment 1 suggests that automated graders are not less perceptive of
expressive signals than human graders, but they still may grade in qualitatively different ways that
may introduce degrees of bias. Without a more comprehensive comparison of human and automated
graders, it would be difficult to discern whether there are certain kinds of signals that automated
graders are less sensitive towards. The very fact that the grader we chose, GPT-4o, outperformed the
average human grader may show that it is oversensitive to expressive signals.

Our initial experiments are focused on validating our method and testing ExpressivityArena in a
variety of contexts; they do not constitute a benchmark nor a comprehensive ranking of LLMs in
expressivity. In order to form such an expressivity benchmark, far more domains would need to be
tested on more samples. The design and execution of this is left as future work.

In this study, we use the multiple choice metric, which has been shown to be nonlinear and discontin-
uous for NLP tasks [35]. However, because we are not investigating emergent expressive ability in
LLMs, accuracy is still a suitable metric for comparison of models. Future work may consider using
Brier Scoring to study emergent expressive capabilities of model families.

Autonomated evaluation is used within the study. However, biases or unexpected behavior within the
judging model(s) could lead to incorrect evaluations that differ from human judgment [25]. Thus, we
conducted experiments with human evaluators to confirm that automated evaluation is viable for this
task.

C Discussion

Based on the results of experiment 1, we uncovered that the best-performing automated graders were
about equally proficient in identifying implicit signals as humans. Automated graders even surpassed
the performance of humans at some points. This may be due to various reasons: automated graders
have a better understanding of associations that LLMs make, or perhaps human graders experience
mental fatigue while evaluating the dialogue [36]. The highest performing models were GPT-4 and
GPT-4o, which may be due to their larger size; GPT-4 has over a trillion parameters, compared to
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many of the other models, which had under 10 billion [1]. The high overall performance of GPT-4 and
GPT-4o led us to conclude that automated graders would be appropriate for the following experiments
in which we use them to measure the expressiveness of LLMs.

In experiment 2, we utilized automated graders to evaluate the expressiveness of LLMs. Broken
up into two subsections — logical and creative generative outputs — we chose coding and poems,
respectively, to represent these areas. In more logical areas such as code, expressiveness becomes a
correctness issue if it cannot write code in similar paradigms or skill-level styles, making it more
difficult to integrate with existing programs. Notably, in programming tasks, expressivity rates were
consistently low, despite there being fewer possible labels in those experiments. This may be because
code is a less expressive domain. In particular, emulating a particular skill level had the lowest
expressivity rate. All models had their outputs consistently rated as having a lower skill level than
they were prompted to create. This has implications for the application of LLMs to code generation;
our results suggest that LLMs may be less able to write code matching a particular style than they
would be with natural language.

In the poetry domain, there were significant levels of confusion between female poets which impacted
the accuracy of each model. This suggests that bias may negatively impact expressivity. Poets such
as Emily Dickinson and Sappho come from greatly differing backgrounds which influenced their
work and, thus style of writing. However, as the model confuses the two female poets, it seems
that the model has overgeneralized the main themes explored in their writing based on their sex,
and does not exhibit enough expressiveness to differentiate them. Models’ training data may have
underrepresented female poets, leading to this generalization. In addition to writing styles, certain
emotions in experiment 2 were frequently confused, typically ones with similar semantics (e.g.,
confusing one positive emotion for another). However, when any GPT model was prompted to give
a poem expressing disapproval, the output was most often identified as expressing approval. This
was a significant instance where two emotions of conflicting meanings were frequently confused. As
a whole, models performed best on the emotion category. This may be because emotions are more
commonly expressed in conversations than poetic styles, meaning that each model had more training
data to draw on. Yet, there remains significant concern for the expressiveness of current models in
this area as it confuses two quite drastically contrasting emotions.

D Additional Results

D.1 Experiment 1: LLM as a grader

Participants in the survey were not compensated. Given this we designed the survey to be short,
taking less than 5 minutes to complete with only 5 questions (Fig. 3).

D.2 Experiment 2: Single-prompt scenarios

Code skill Signals: Fig. 4 shows the confusion matrix of provided and predicted code skill signals
for different LLM models.

Paradigms Signals: Fig. 5 shows the confusion matrix of provided and predicted paradigms signals
for different LLM models.

Poets’ Signals: Fig. 6, 7, 8, 9, 10, and 11 shows the confusion matrix of provided and predicted
poets’ signals for Gemma, GPT 3.5, GPT 4, GPT 4o, Llama2, and Llama3 models respectively.

Emotion Signals: Fig. 12, 13, 14, 15, 16, and 17 shows the confusion matrix of provided and
predicted emotional signals for Gemma, GPT 3.5, GPT 4, GPT 4o, Llama2, and Llama3 models
respectively. It also highlights what emotional group does that signal belongs to.

D.2.1 Signal Categories

Emotions: The list of emotions used is as follows:

1. joy
2. gratitude
3. excitement
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4. confusion
5. approval
6. optimism
7. disapproval
8. caring
9. annoyance

10. nervousness
11. relief
12. realization
13. fear
14. disappointment
15. desire
16. grief
17. disgust
18. sadness
19. anger
20. embarrassment
21. pride
22. amusement
23. remorse
24. love
25. curiosity
26. neutral
27. surprise
28. admiration

Figure 3: An unfilled example survey.

Poets: The list of poets used is as follows:

1. Edgar Allen Poe
2. William Shakespeare
3. Maya Angelou
4. Emily Dickinson
5. Robert Frost
6. Pablo Neruda
7. Shel Silverstein
8. E. E. Cummings
9. Langston Hughes

10. Walt Whitman
11. Thomas Hardy
12. Rudyard Kipling
13. Oscar Wilde
14. John Keats
15. Elizabeth Barrett Browning
16. William Blake
17. Sylvia Plath
18. Henry Wadsworth Longfellow
19. William Wordsworth
20. Mark Twain
21. Ralph Waldo Emerson
22. John Donne
23. W.B. Yeats
24. Lord Byron
25. Lewis Carroll
26. Alfred, Lord Tennyson
27. Dante Alighieri
28. T.S. Eliot
29. Ezra Pound
30. John Milton
31. Sappho
32. Homer

10



beginner intermediate advanced
Predicted

be
gi

nn
er

in
te

rm
ed

ia
te

ad
va

nc
ed

Ac
tu

al

28 2 0

30 0 0

27 3 0

Confusion Matrix - Gemma

0

5

10

15

20

25

30

beginner intermediate advanced
Predicted

be
gi

nn
er

in
te

rm
ed

ia
te

ad
va

nc
ed

Ac
tu

al

21 9 0

19 11 0

19 11 0

Confusion Matrix - GPT 3.5 Turbo

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

beginner intermediate advanced
Predicted

be
gi

nn
er

in
te

rm
ed

ia
te

ad
va

nc
ed

Ac
tu

al

21 9 0

19 11 0

19 11 0

Confusion Matrix - GPT 4 Turbo

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

beginner intermediate advanced
Predicted

be
gi

nn
er

in
te

rm
ed

ia
te

ad
va

nc
ed

Ac
tu

al

30 0 0

20 10 0

21 8 1

Confusion Matrix - GPT 4o

0

5

10

15

20

25

30

beginner intermediate advanced
Predicted

be
gi

nn
er

in
te

rm
ed

ia
te

ad
va

nc
ed

Ac
tu

al

17 13 0

10 20 0

17 13 0

Confusion Matrix - Llama2

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

beginner intermediate advanced
Predicted

be
gi

nn
er

in
te

rm
ed

ia
te

ad
va

nc
ed

Ac
tu

al

28 2 0

17 12 1

16 12 2

Confusion Matrix - Llama3

0

5

10

15

20

25

Figure 4: Confusion matrix of provided code skill signals and predicted code skill signals

33. Li Bai
34. Jalal Al-Din Rumi

11



fu
nc

tio
na

l

pr
oc

ed
ur

al

ob
je

ct
-o

rie
nt

ed

ar
ra

y-
or

ie
nt

ed

Predicted

functional

procedural

object-oriented

array-oriented

Ac
tu

al

0 30 0 0

0 30 0 0

0 0 30 0

0 30 0 0

Confusion Matrix - Gemma

0

5

10

15

20

25

30

fu
nc

tio
na

l

pr
oc

ed
ur

al

ob
je

ct
-o

rie
nt

ed

ar
ra

y-
or

ie
nt

ed

Predicted

functional

procedural

object-oriented

array-oriented

Ac
tu

al

1 29 0 0

0 30 0 0

0 0 30 0

1 27 0 2

Confusion Matrix - GPT 3.5 Turbo

0

5

10

15

20

25

30

fu
nc

tio
na

l

pr
oc

ed
ur

al

ob
je

ct
-o

rie
nt

ed

ar
ra

y-
or

ie
nt

ed

Predicted

functional

procedural

object-oriented

array-oriented

Ac
tu

al

12 17 1 0

2 27 0 1

0 0 30 0

1 22 0 7

Confusion Matrix - GPT 4 Turbo

0

5

10

15

20

25

30

fu
nc

tio
na

l

pr
oc

ed
ur

al

ob
je

ct
-o

rie
nt

ed

ar
ra

y-
or

ie
nt

ed

Predicted

functional

procedural

object-oriented

array-oriented

Ac
tu

al
13 17 0 0

1 29 0 0

0 0 30 0

0 2 0 28

Confusion Matrix - GPT 4o

0

5

10

15

20

25

30

fu
nc

tio
na

l

pr
oc

ed
ur

al

ob
je

ct
-o

rie
nt

ed

ar
ra

y-
or

ie
nt

ed

Predicted

functional

procedural

object-oriented

array-oriented

Ac
tu

al

3 27 0 0

3 27 0 0

0 0 30 0

7 23 0 0

Confusion Matrix - Llama2

0

5

10

15

20

25

30

fu
nc

tio
na

l

pr
oc

ed
ur

al

ob
je

ct
-o

rie
nt

ed

ar
ra

y-
or

ie
nt

ed

Predicted

functional

procedural

object-oriented

array-oriented

Ac
tu

al

13 17 0 0

4 26 0 0

0 0 30 0

0 24 0 6

Confusion Matrix - Llama3

0

5

10

15

20

25

30

Figure 5: Confusion matrix of provided paradigms signals and predicted paradigms signals

12



Ed
ga

r A
lle

n 
Po

e
W

illi
am

 S
ha

ke
sp

ea
re

M
ay

a 
An

ge
lo

u
Em

ily
 D

ick
in

so
n

Ro
be

rt 
Fr

os
t

Pa
bl

o 
Ne

ru
da

Sh
el

 S
ilv

er
st

ei
n

E.
 E

. C
um

m
in

gs
La

ng
st

on
 H

ug
he

s
W

al
t W

hi
tm

an
Th

om
as

 H
ar

dy
Ru

dy
ar

d 
Ki

pl
in

g
Os

ca
r W

ild
e

Jo
hn

 K
ea

ts
El

iza
be

th
 B

ar
re

tt 
Br

ow
ni

ng
W

illi
am

 B
la

ke
Sy

lv
ia

 P
la

th
He

nr
y 

W
ad

sw
or

th
 L

on
gf

el
lo

w
W

illi
am

 W
or

ds
wo

rth
M

ar
k 

Tw
ai

n
Ra

lp
h 

W
al

do
 E

m
er

so
n

Jo
hn

 D
on

ne
W

.B
. Y

ea
ts

Lo
rd

 B
yr

on
Le

wi
s C

ar
ro

ll
Al

fre
d,

 L
or

d 
Te

nn
ys

on
Da

nt
e 

Al
ig

hi
er

i
T.S

. E
lio

t
Ez

ra
 P

ou
nd

Jo
hn

 M
ilt

on
Sa

pp
ho

Ho
m

er
Li 

Ba
i

Ja
la

l A
l-D

in
 R

um
i

Predicted

Edgar Allen Poe
William Shakespeare

Maya Angelou
Emily Dickinson

Robert Frost
Pablo Neruda

Shel Silverstein
E. E. Cummings

Langston Hughes
Walt Whitman
Thomas Hardy

Rudyard Kipling
Oscar Wilde

John Keats
Elizabeth Barrett Browning

William Blake
Sylvia Plath

Henry Wadsworth Longfellow
William Wordsworth

Mark Twain
Ralph Waldo Emerson

John Donne
W.B. Yeats
Lord Byron

Lewis Carroll
Alfred, Lord Tennyson

Dante Alighieri
T.S. Eliot

Ezra Pound
John Milton

Sappho
Homer

Li Bai
Jalal Al-Din Rumi

Ac
tu

al

240 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0260 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
2 0 2 8 0 5 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 9 0 0 0 0 0192 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 3 0 0 0 0 0 0270 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

120 0 8 0 0 0 0 0 0 6 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0300 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0290 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 3 9 0 0 0 0 0 2 0 0 8 0 0 0 0 6 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
0 014160 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 0 5 2 0 0 0 3 0 0 0 0 0 0170 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
8 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0190 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 6 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0170 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0270 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0290 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 4 3 0 0 0 0 9 0 0 0 0 0 0 0 0 5 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0

163 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
150 0 3 3 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
182 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 5 0 0 0 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0270 0 0 0 0 0 0 0 0
2 2 0 0 5 0 0 0 0 2 0 0 0 0 0 0 0 0110 0 0 0 3 0 0 0 2 0 0 0 3 0 0
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0220 0 0 0 0 0 0

110 0 7 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 3 0 0 0 0 0 0 2 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0180 0 0 0 0
2 6 0 0 0 0 0 0 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0110 3 0 0
1 0 0182 2 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0300 0
3 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0240
0 0 1 5 0 0 0 0 2 5 0 0 0 0 0 0 0 0 0 0 6 0 0 0 0 0 0 0 0 0 0 0 0 0

Confusion Matrix - Gemma

0

5

10

15

20

25

30

Figure 6: Gemma: Confusion matrix of poets’ signals
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Figure 7: GPT 3.5: Confusion matrix of poets’ signals
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Figure 8: GPT 4: Confusion matrix of poets’ signals
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Figure 9: GPT 4o: Confusion matrix of poets’ signals
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Figure 10: Llama2: Confusion matrix of poets’ signals
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Figure 11: Llama3: Confusion matrix of poets’ signals
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Figure 12: Gemma: Confusion matrix of emotion signals
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Figure 13: GPT 3.5: Confusion matrix of emotion signals
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Figure 14: GPT 4: Confusion matrix of emotion signals
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Figure 15: GPT 4o: Confusion matrix of emotion signals
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Figure 16: Llama2: Confusion matrix of emotion signals
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Figure 17: Llama3: Confusion matrix of emotion signals
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