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ABSTRACT

Tree-based algorithms are an important and widely used class of algorithms for Nearest Neighbor
Search (NNS) with random partition (RP) tree being arguably the most well studied. However, in
spite of possessing theoretical guarantees and strong practical performance, a major drawback of the
RP tree is its lack of adaptability to the input dataset.
Inspired by recent theoretical and practical works for NNS, we attempt to remedy this by introducing
ClusterTree, a new tree based algorithm. Our approach utilizes randomness as in RP trees while
adapting to the underlying cluster structure of the dataset to create well-balanced and meaningful
partitions. Experimental evaluations on real world datasets demonstrate improvements over RP trees
and other tree based methods for NNS while maintaining efficient construction time. In addition, we
show theoretically and empirically that ClusterTree finds partitions which are superior to those
found by RP trees in preserving the cluster structure of the input dataset.

1 INTRODUCTION

Nearest neighbor search (NNS) is a fundamental problem with applications in machine learning, data science,
databases, and many other fields and has enjoyed a vast amount of algorithmic work, both in theory and practice
(see the surveys Wang et al. (2016b); Andoni et al. (2018b); Wang et al. (2014; 2016a) and references within). The
problem is defined as follows: given a dataset X ⊂ Rd, the goal is to build a data structure over X so that for future
queries q ∈ Rd, we can quickly return one or more datapoints in X that are closest to q.

In this paper, we focus broadly on the space partition family of methods for nearest neighbor search. Given a query
q, they produce a sublinear sized subset P ⊂ X (referred to as the candidate set) that includes the desired neighbors.
Then rather than computing distances to all points in X from q, we instead compute a sublinear number of distances.
In space partition methods, the subset P returned is determined by space partitions that ‘bucket’ the points in X . This
leads to substantially faster query times necessary for scaling to large datasets.

Space partition methods1 have numerous advantages: they are suitable for distributed and parallel computing as dif-
ferent partitions can be stored on different machines (Bahmani et al., 2012; Ni et al., 2017; Li et al., 2017; Bhaskara
& Wijewardena, 2018). They are also GPU friendly due to predictable memory access patterns (Johnson et al., 2021).
In addition, they been used to design efficient and secure NNS algorithms (Chen et al., 2019). Lastly, they access
the data X in one shot, rather than multiple adaptive access, which is crucial for fast dataset construction as well as
cryptographic security. Therefore, space partition algorithms are an important (and well studied) class of algorithms
for NNS. See also the motivation given in Dong et al. (2020).

There are two main categories of algorithms that perform space partitions: (a) tree based methods (Bentley, 1975;
Uhlmann, 1991; Ciaccia et al., 1997; Katayama & Satoh, 1997; Liu et al., 2004; Beygelzimer et al., 2006; Sinha,
2015; Babenko & Lempitsky, 2017; Ram & Sinha, 2019b; Dasgupta & Sinha, 2013; 2014) and (b) hashing based
methods such as Locality Sensitive Hashing (LSH) (Gionis et al., 1999; Andoni & Indyk, 2006; Datar et al., 2004;
Wang et al., 2014; 2016a). Tree based methods have further advantages over hashing based methods as they are
extremely fast to build (requiring roughly linear time on average), and also provide the user control over the size of
sets P returned for queries by setting an appropriate leaf-size. Tree based methods have been shown to outperform
hashing based methods in practice as well (Sinha, 2014; Muja & Lowe, 2009; Liu et al., 2004).

The most well studied tree based algorithm is the random partition (RP) tree of Dasgupta & Sinha (2013; 2014). It uses
randomness in an oblivious manner to recursively compute partitions of the data. Despite some theoretical guarantees
and strong empirical performance of RP trees, they have a strong deficiency which motivates ours paper: Can we
utilize randomness while adapting to the underlying dataset structure for tree-based NNS algorithms?

1many remarks apply to indexing based methods broadly of which space partitions fall under
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1.1 OUR CONTRIBUTIONS

We consider a new tree based method which utilizes the power of random projections as in RP trees while adapting to
the underlying cluster structure of the dataset. We name our tree ClusterTree. Our contributions are as follows:

• Fast dataset construction: We optimize for balanced partitions leading to fast data structure construction, while
also retaining other benefits of tree methods such as user level specification over the size of the returned set P .

• Adapting to dataset structure: Our method adapts to the underlying cluster structure to find balanced partitions.
This leads to meaningful and explainable partitions which are especially important given the recent interest in
explainable ML algorithms (see references within recent works such as Wan et al. (2021); Dasgupta et al. (2020);
Carvalho et al. (2019) and the recent workshop XAI (2021)).

• Theoretical Analysis and Empirical advantage: We study the performance of ClusterTree under natural
dataset modeling assumptions and relate it to recent works on graph cuts as well as fast methods for learning
Gaussian mixtures; see Sections 2.1 and 3 for more details. Furthermore, our experiments on a variety of real
datasets demonstrate that our method is superior to RP trees and other tree based methods; see Section 4.

1.2 RELATED WORKS

We briefly overview additional algorithms for NNS besides the hashing and tree-based methods outlined in the intro-
duction. The other class of methods besides space partitions include those where the goal is to generate compressed
representations or codes of the input points so that distances can be quickly estimated (Wang et al., 2014; 2016a; Ge
et al., 2014; Jégou et al., 2011; Wu et al., 2017) when a linear scan is performed (whereas we are interested in sublinear
number of distance calculations). There have also been work to combine compressed codes with tree methods such as
Product-Split trees (Babenko & Lempitsky, 2017). The fastest methods (with respect to the query time) empirically
are graph based where a similarity graph is constructed over the input points (Malkov & Yashunin, 2020; Hajebi et al.,
2011; Malkov et al., 2014; Wu et al., 2014). Then given a query, the graph is traversed using a greedy algorithm until
convergence.

Note that space partition and tree-based algorithms, which are the focus of this paper, have several advantages over
these methods. For example, the graph based search methods lack theoretical guarantees, have sub-optimal ‘locality
of reference’ (which makes them unsuited for modern architectures (Johnson et al., 2021; Bahmani et al., 2012; Ni
et al., 2017; Li et al., 2017; Bhaskara & Wijewardena, 2018; Sun et al., 2014)), slow construction time, and require
adaptive access to data; see the introduction for more benefits of tree-based methods.

We focus on tree based methods which adapt to the underlying dataset. RP trees are stated to adapt to the intrinsic
dimensionality of the data and perform better for dataset possessing small intrinsic dimension (Dasgupta & Sinha,
2013; 2014). However, the RP tree construction algorithm is agnostic to structure and density and uses randomness
in a data-oblivious manner. Other methods which explicitly utilize the dataset at hand include PCA trees and 2-
means trees. PCA trees recursively split on the top principal component of the dataset (Sproull, 2005; Kumar et al.,
2008; Abdullah et al., 2014). While more adaptive than RP trees, PCA trees can be significantly costlier to construct
due to PCA computation (McCartin-Lim et al., 2012). 2-means trees on the other hand, adapt to the dataset by
recursively finding partitions which minimize the 2-means cost (Dong et al., 2020). We note work on adapting the
guarantees of RP trees to KD trees, but the performance of KD-trees is still worse than RP trees or PCA trees (Ram
& Sinha, 2019a). Lastly, we mention that several augmentations to RP trees have been proposed, such as using sparse
random projections and traversing the tree using auxiliary information (Keivani & Sinha, 2021; Hyvönen et al., 2016;
Sinha & Keivani, 2017). Amongst the above tree methods, RP tree is closest to ClusterTree as they both utilize
random one-dimensional projections. However, ClusterTree employs a more sophisticated algorithm to process
the projections, which optimizes for balanced data partitions while adapting to the input dataset cluster structure.

Notation. We denote n = |X| for the dataset size and d as the dataset dimension. We use asymptotic notation
O,Ω, . . . to refer to asymptotics as n goes to infinity. Õ(·) denotes big-Oh up to logarithmic factors. The notation
a . b means a ≤ Cb for some fixed positive constant C. All norms and distances in this paper are Euclidean.

2 THE CLUSTERTREE ALGORITHM

2.1 MOTIVATION

In this section we motivate our algorithm for ClusterTree. First, we briefly outline tree based algorithms for NNS:
trees are constructed starting from the root node, which represents the entire dataset. Then every node is processed
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by splitting the points at the node using some partition rule to create left and right child nodes. The partition rule
is recursively applied to each node until each leaf node of the final tree contains at most a user specified P number
of points. Therefore, any tree based algorithm can be specified by its choice of partition rule. Given a query q, we
traverse the tree, following the correct side of the partition the query lands on, until we reach a leaf node.

For RP trees, the partition rule consists of projecting points in a node to one-dimension via a random projection
and then splitting based on the median (or slight perturbation of it). It’s effectiveness comes from the fact that the
randomness is unlikely to split a query from its true nearest neighbor.

Note however that picking the median split after a random projection can be sub-optimal. For example, suppose
that the one-dimensional projection results in two well separated clusters where each cluster contains of a non-trivial
fraction of points and one cluster is slightly larger than the other. The median split passes through the larger cluster
and splits it into two parts which can adversely affect the accuracy of future queries: if a query’s true nearest neighbors
is part of the larger cluster, we can fail to return many of such nearby points if we descend into the wrong part of the
partition. In this case, a better choice of partition would have adapted to the cluster structure by separating the two
clusters, and would have allowed for higher quality nearest neighbors to be returned. See Figure 1 for an example.

(a) (b) (c) (d)

Figure 1: (a) Dataset consists of two well separated clusters. (b) Random one-dimensional projection of the dataset.
Histogram denote the density of the projections. (c) Partitioning strategy of RP trees which uses the median of the
projections. (d) Our partitioning strategy successfully separates the two clusters.

However, we still have to roughly balance every partition to ensure that the tree construction time is Õd(|X|). In
particular for the nodes at the top level of the tree, we must ensure both parts of the partition contains a constant factor
of the number of points in the node to guarantee fast construction time. To balance these two objectives, we use the
well known notion of graph conductance which optimizes for both balanced partitions and cluster quality. Our strategy
after performing a one-dimensional random projection is to form a k-nearest neighbor graph, for some parameter k,
and find a conductance minimizing partition. For details, see Algorithm 1. This raises some natural questions:

• Why graph cuts? Graphs cuts are motivated by both recent theoretical and practical developments. On the theoret-
ical side, there have been recent works on NNS for general metric spaces that rely on spectral graph theory (Andoni
et al., 2018c;d). On the practical side, a recent work of Dong et al. (2020) shows that learning space partitions
induced from graph cuts of the k-nearest neighbor graph using machine learning tools leads to a very competitive
algorithm for NNS. Furthermore, another popular set of algorithms for NNS is to build graphs built on top of the
dataset X (such as the k-nearest neighbor graph) and then given a query, perform a random walk to determine
the output. The intuition underlying these works is that graph structure captures fundamental properties about the
dataset such as clusterability, which is intimately tied to graph cuts, and is important for accurate NNS algorithms.
Lastly, another advantage of graph cuts based on conductance is that it also optimizes for balanced partitions.
We note that the learning based method and the walk based method are not in scope of this paper since both require
large computational cost to build the data structure: both require building a graph on the dataset while the learning
based method further requires finding sparse cuts on the whole graph (in addition to processing it using a neural
network). In addition, the second method crucially requires adaptive access to the dataset while tree based method
access the data in ‘one shot’ which is needed for secure search such as over encrypted data (Chen et al., 2019) in
addition to the multiple benefits outlined in Section 1.

• Why one-dimensional projections? There are practical and theoretical reasons why we perform one-dimensional
projections. On the practical side, building the k-nearest neighbor graph in one-dimension is extremely fast (nearly
linear time) as it can be computed quickly after sorting. This is not true in larger dimensions. Furthermore in one-
dimension, there is a natural set of cuts to optimize over, which are cuts based on prefixes of the sorted order. On
the theoretical side, we motivate this procedure by studying clusterable datasets under a natural Gaussian model. By
relating to prior works, we show that under natural assumptions, (a) optimizing for hyperplane cuts based on prefixes
leads to a ‘good’ partition for NNS, and (b) one-dimensional projections can capture cluster structure present in the
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original dimension. Lastly, we optimize over multiple random projections independently as a single projection can
be very noisy; however, we can significantly increase the probability of capturing the cluster structure by trying
multiple projections.

2.2 ALGORITHM

We present below our algorithm for ClusterTree (Algorithm 2), which employs the efficient one-dimensional cut
detection described in Algorithm 1. First, we define the notion of graph conductance.
Definition 2.1 (Conductance). Given a graph G = (V,E), V1 ⊂ V , and V = V \ V1, the conductance of the cut
(V1, V ) is given by

ϕ(V1) =
E(V1, V )

min(vol(V1), vol(V ))

where E(V1, V ) is the number of edges between V1 and V and vol(S) denotes the sum of degrees of vertices in S.

Algorithm 1 OneDProjection(X,T, k)

Input: Dataset X ⊂ Rd with |X| = n, T, k ≥ 0
Output: Output partition X = X1 ∪X2, vector v

1: for i = 1 to T do
2: Xi ← random 1 dimensional projection of X using vi ∈ Rd

3: Y1, . . . , Yn ← sorted Xi with each Yj ∈ R
4: Gi ← k-nearest neighbor graph on Xi

5: ϕi ← min1≤j≤n−1 ϕ(Sj) where Sj is the cut in Gi given by (Y1, . . . , Yj), (Yj+1, . . . , Yn)
6: wi ← (vi, β) ∈ Rd is the vector encoding the projection as well as the offset to determine the cut
7: Return the partition X1 ∪X2 induced by the cut with the smallest ϕi value and the vector wi associated with the

cut

Algorithm 2 MakeClusterTree(X,L, T, k)

Input: Dataset X ⊂ Rd, leaf size P , T, k ≥ 0
Output: Output Cluster Tree over X

1: if |X| ≤ P then
2: Return leaf containing X
3: (X1, X2, v)← OneDProjection(X,T, k)
4: LeftSubTree←MakeClusterTree(X1, P, T, k)
5: RightSubTree←MakeClusterTree(X2, P, T, k)
6: Return (X1, X2, v)

Algorithm 3 Query(q, T )

Input: Query q ∈ Rd, ClusterTree T
Output: Output leaf of T where q falls in

1: Current node← T
2: while current node is not a leaf node do
3: Pick left or right child of current node depending

on the projection and bias stored at node
4: Return the points of X located in the leaf q falls in

Remark 2.2. We note that each node of the tree is implicitly storing the vector v used to perform the partition.

3 THEORETICAL ANALYSIS

In this section, we provide runtime analysis and theoretical guarantees of ClusterTree.

Runtime Analysis. We now analyze the runtime of ClusterTree. We start with quantifying the number of
operation in OneDProjection:
Lemma 3.1. The runtime of OneDProjection is O(T · (nd+ n log n+ nk)).

Note that we might not be optimizing for the cut with lowest conductance since such a cut could potentially not respect
the sorted ordering. However, we show in the next lemma that order preserving cuts are the sparsest cuts in the graph
(fewest number of edges crossing the cut) which suggests that optimizing over prefix cuts is sufficient. We further
motivate optimizing over prefix cuts with additional theoretical results in Section 3.1 and Theorem 3.6.
Lemma 3.2. Consider a k-nearest neighbor graph on a set of n points {X1, . . . , Xn} ⊂ R satisfying Xi ≤ Xi+1 for
all 1 ≤ i ≤ n− 1 . The sparsest cut respects the sorted ordering. That is, the cut with the fewest number of edges will
be of the form (X1, . . . , Xj), (Xj+1, . . . , Xn) for some j.
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We now state an assumption about the balanced partitions. Note that conductance automatically rewards balanced cuts
but for worst case dataset, it can potentially find a very unbalanced cut which will lead to large tree construction.
Assumption 3.3. For sufficiently large datasets |X|, Algorithm 1 returns a partition such that min(|X1|, |X2|) ≥ c|X|
for an independent constant c ≤ 1/2.

We argue that this is a valid assumption for our algorithm as Assumption 3.3 holds for datasets with very different
structural properties. For example, the assumption holds for uniform inputs on one hand and also highly clustered
inputs on the other hand (see Section D). In addition, we empirically verify 3.3 for real datasets as well in Section D.
Lemma 3.4. Given Assumption 3.3, the tree construction time of MakeClusterTree is O(T log n · (nd + n log n +

nk)) = O(Tnd log n+ Tn log2 n+ Tnk log n) = Õ(nd) for k, T = O(1) as in our experiments.

3.1 NEAREST NEIGHBOR GUARANTEES

We now study the guarantees for ClusterTree for the problem of nearest neighbor search. We define two param-
eters, α and β, that have been used in the context of nearest neighbor search (Dong et al., 2020). For a given data
set, α and β measure the average distance squared between two k-nearest neighbors and the average distance squared
between two arbitrary points, respectively.
Definition 3.5. Let D be a distribution from which we sample our dataset X . Denote Dclose to be the distribution
over random k-nearest neighbors (x, x′) ∈ X . To sample from Dclose, we first pick a uniformly random point x ∈ X
and then a uniformly random k-nearest neighbor x′ of x. Define

α = E(x,x′)∼Dclose
‖x− x′‖22, β = Ex∼D,x′∼D‖x− x′‖22.

Note that α is the expected distance squared between two ‘close’ points in X (with respect to k-nearest neighbors)
and β is the expected distance squared between two random elements of X .

The assumption α� β is natural since it states that nearest neighbors are closer than arbitrary pairs of points and thus
a non-trivial algorithm is needed, rather than just returning a random point.

We will utilize the following theorem from Dong et al. (2020):
Theorem 3.6. There exists a hyperplaneH = {x ∈ Rd | 〈a, x〉 = b} such that the following holds. LetX = X1∪X2

be the partition of X induced by H : X1 = {x ∈ X | 〈a, x〉 ≤ b}, X2 = {x ∈ X | 〈a, x〉 > b}. Then, one has

Pr(x,x′)∈Dclose
[x, x′ are separated by H]

min(Prx∼D[x ∈ X1],Prx∼D[x ∈ X2])
≤
√

2α

β
.

Remark 3.7. The existence of the hyperplane H from Theorem 3.6 is proved using spectral graph theory and is
intimately connected to a sparse cut in the k-nearest neighbor graph of X . Furthermore, Theorem 3.6 only guarantees
the existence of a good hyperplane cut, rather than an arbitrary cut that may not be defined by a hyperplane. However,
this is exactly the family of cuts we optimize for in Algorithm 1.

Theorem 3.6 roughly states that if nearest neighbors are much closer than arbitrary pair of points, then a good hyper-
plane cut exists which separates the dataset into approximately balanced parts while also assuring that many k-nearest
neighbor pairs are in the same partition. This is a natural assumption to make since otherwise, returning arbitrary
points for queries could suffice for approximate nearest neighbor applications.

Note however that this is an assumption about the dataset in the ambient dimension, but we are finding cuts after
performing a random one-dimensional projection. We argue that after such a projection, the values of α and β are
approximately preserved.
Lemma 3.8. Suppose we sample our dataset X from distribution D. Let P be a random one-dimensional projection
independent of X and define PX = {Px | x ∈ X}. Let αX , βX and αPX , βPX denote the values of α and β for the
datasets X and PX respectively. Then αPX ≤ αX and βPX = βX .

Lemma 3.8 states that if a dataset X satisfies αX � βX , then the projected dataset PX also satisfies αPX � βPX .
Then by an application of Theorem 3.6, we know that we can find a good hyperplane cut for the projected dataset.
However, it is not clear that such a hyperplane would also perform well for the original dataset with respect to nearest
neighbor search since points can be heavily distorted after a random projection onto one-dimension. In the next section,
we argue the soundness of performing one-dimensional projection by assuming a Gaussian mixture model. While this
is a simplifying step that does not model all realistic datasets, it serves to highlight the fact that the assumption
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α � β is natural for datasets with a strong cluster structure, in addition to showing significance of trying multiple
one-dimensional cut in Algorithm 1 and picking the best cut. This is important since a single one-dimensional cut has
a high chance of returning a very ‘noisy’ output, even if the original dataset has a strong cluster structure and thus
trying multiple cuts boosts the probability of finding a ‘good’ projection.

3.1.1 GAUSSIAN MIXTURE MODEL

In this section, we analyze the performance of Algorithm 1 for the mixture of two well-separated Gaussians and
provide bounds on the number of projections that are needed in Algorithm 1 in terms of the mixture parameters. Our
intention is to demonstrate the advantageous behaviour of ClusterTree in the cases of clustered data points. We
start with the definition of c-separated Gaussians.
Definition 3.9. Gaussians N (µ1,Σ1) and N (µ2,Σ2) in Rd are defined to be c-separated for

c :=
‖µ1 − µ2‖

√
d
(√

λ1(Σ1) +
√
λ1(Σ2)

) ,
where λ1(Σ) denotes the largest eigenvalue of the matrix Σ. We consider the case were c is at least a constant value,
independent of d.

We first instantiate Theorem 3.6 for a mixture of two Gaussians.
Lemma 3.10. Suppose that dataset X with |X| = n is sampled from the distribution D ∼ wN (µ1,Σ1) + (1 −
w)N (µ2,Σ2). Further, suppose that X contains at least k points from each of the two distributions that make up
D and min(w, 1 − w) = Ω(1). Define αX and βX as in Definition 3.5. Then αX ≤ 2 max(tr(Σ1), tr(Σ2)) and
βX = Ω(‖µ1 − µ2‖2 + tr(Σ1 + Σ2)).

Remark 3.11. Note that the hypothesis in Lemma 3.10 about X having at least k points from each component is
easily satisfied with high probability if k = o(n) and min(w, 1− w) = Ω(1) by a Chernoff bound.

Lemma 3.10 tells us that if ‖µ1 − µ2‖2 (distance between the two Gaussian means) is sufficiently large compared to
max(tr(Σ1), tr(Σ2)), then αX/βX is bounded away from 1. For example, if we have two spherical Gaussians with
covariance matrices σ2

1Id and σ2
2Id respectively, then we require d ·n ·max(σ2

1 , σ
2
2) . ‖µ1−µ2‖2 for αX/βX . 1/d

to hold. In terms of Definition 3.9, it suffices to require c = Ω(1) to guarantee αX/βX = o(1).

The following lemma connects the concept of c-separability with the guarantees of Theorem 3.6.
Lemma 3.12. Suppose dataset X is sampled from the distribution D ∼ wN (µ1,Σ1) + (1 − w)N (µ2,Σ2) and the
conditions of Lemma 3.10 hold. Then αX/βX . 1/c2 for c as in Definition 3.9.

Note that the above discussion applies to the original, yet to be projected, dataset. The hope is that a well-separated
pair of Gaussians will remain so after a random projection. This might not be the case as a single projection can be
extremely noisy since we are projecting to an extremely small dimension. However, it is possible to derive the number
of one-dimensional projections needed for well-separated mixtures to also project to well-separated one-dimensional
mixtures. Thus by optimizing over multiple cuts in Algorithm 1, we can hope to pick a one-dimensional projection
which ensures that different components remain separated after the projection.

We first need to define the Q function: For x ∈ R, Q(x) =
∫∞
x

exp(−t2/2) dt. The following result bounds the
number of projections needed to achieve well-separated one-dimensional projections.
Lemma 3.13 (Corollary 1 in Kushnir et al. (2019)). Suppose our dataset X is a mixture of two c-separated spherical
Gaussians in Rd. Let T (c′, d) denote the expected number of one-dimensional projections needed for the two mixtures
to project to a c′-separated projection in one-dimension. Then we have limd→∞ T (c′, d) = 1/(2Q(c′/c)).

The following corollary can then be derived which states that we only need a sublogarithmic (in d) number of one-
dimensional projections to guarantee the same order of separation as in the ambient dimension.

Lemma 3.14 (Corollary 2 in Kushnir et al. (2019)). If c′ is such that c′ ≤ c(log log d)O(1), then T (c′, d) = o(log d).

A similar result as Lemma 3.13 holds for mixtures of non-spherical Gaussians which is stated in Lemma B.3.

Hierarchical Clustering. In Section A, we provide additional theoretical results which show that ClusterTree is
able to capture hierarchical cluster structures of a dataset. Additionally in our experimental section, we supplement the
theoretical results of Section A with experiments which display ClusterTree’s advantage over RP trees in capture
hierarchical cluster structure.
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4 EXPERIMENTS

Dataset n (Size) d (Dimension) Dataset n (Size) d (Dimension)
Gaussian Mixture 5 · 104 102 Spam ∼ 106 57

News ∼ 4 · 105 103 SIFT 106 128
RNA ∼ 3 · 105 8 KDD Cup 5 · 104 84

Table 1: Datasets used for our experiments.

In this section we evaluate our algorithm empirically on real and synthetic datasets.

Datasets. We use the following datasets which have been used in previous machine learning works on clustering and
nearest neighbor search (for example Dong et al. (2020); Keivani & Sinha (2021); Lucic et al. (2018); Bachem et al.
(2018)): KDD Cup (clustering dataset from a Quantum physics task) (kdd, 2004), News (dataset of news text where
each feature represents if a key word is included) (Rennie, 2016), Spam (spam text where each feature represents
the presence of a particular word associated with spam) (van Rijn, 2016), SIFT (image descriptors) (Aumüller et al.,
2017), and Gaussian Mixtures ( data consisting of the mixture of two spherical Gaussians). See Table 1.

Baselines As stated in the introduction, our main focus is tree-based algorithms since they are preferable in numerous
settings (such as fast construction time, secure computation, and distributed and GPU architectures).

Our baselines are the following. Random Partition (RP) Trees: This is the method from Dasgupta & Sinha (2013;
2014) and is arguably the most common tree-based nearest neighbor search algorithm. For RP trees, the partition
strategy is to split along the median (or a small perturbation of the median) after performing a one dimensional random
projection. 2-means Trees: The partition strategy is to split points after performing a 2-means clustering. We use the
classic k-means algorithm until convergence (Dong et al., 2020). PCA Trees: For PCA trees, the partition strategy
is to split along the median after projecting onto a principal direction (Sproull, 2005; Kumar et al., 2008; Abdullah
et al., 2014). Locality Sensitive Hashing (LSH): While this is not a tree-based method, it is a classic space partition
algorithm and the most well studied theoretical approach (see references in Section 1). We use the Cross-Polytope
version from Andoni et al. (2015; 2018a). Note that this method assumes the data are normalized onto the unit sphere
which is not necessarily true for the datasets we use (and cannot be assumed for generic real-world datasets). However,
this strict requirement can be replaced with ‘approximately’ normalized vectors (i.e., all the vectors have similar norm)
which is holds for many of the datasets used in our experiments.

Evaluation Metric: As in other works, we measure the number of candidates returned for queries versus the k-NN
accuracy, which is defined to be the fraction of its actual k-nearest neighbors that are among the returned candidates
(Dong et al., 2020). This metric measures the processing time required for queries since distances are computed from
a query to all of the returned candidates.

Note that tree-based methods have close to identical query costs. For example, if the trees are all approximately
balanced, then on average we perform the same number of operations to return the set of candidates for queries
(logarithmic number of vector operations to traverse the tree). Furthermore, the ‘wall clock’ time for performing
queries can be heavily dependent on specific architectures and implementations. Thus, we focus on the quality of the
partitions given by the trees which is architecture and implementation independent.

Note that RP trees and ClusterTree have similar construction times in practice whereas PCA trees and 2-means
tree can take significantly longer. This is because finding the first few PCA eigenvectors of the dataset for example
is much more costlier with large datasets than just performing a one-dimensional projection. We display the average
over 10 independent trials in all of our results and shade ±1 standard deviation where appropriate.

Parameter Selection: In all of our experiments, we use a fixed value of T = 20 number of random projections in
Algorithm 1. For the value of k, we initialize k = 20 and keep increasing k by one until the value of the normalized
cut found stops decreasing. Intuitively, we want to do this to make sure we don’t overlook a potentially great cut.
Empirically, we observed that this only iterates over a few values (∼ 5) of k.

4.1 RESULTS

Nearest Neighbor Experiments. We first evaluate the performance of the algorithms on 10 nearest neighbor error.
We ranged over various candidate sizes (by iterating over the leaf parameter) and plotted the fraction of the 10 nearest
neighbors that are in the candidate set for a query, averaged over all queries. The results for ClusterTree versus
RP trees are displayed in Figure 2. We see that for most datasets, ClusterTree is outperforming RP Trees as
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Figure 2: Candidate Size vs 10-NN Error for ClusterTree and RP tree.
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Figure 3: Candidate Size vs 10-NN Error with all baselines.

fewer candidates are required to get better 1-NN accuracy. In Figure 3, we show the results for all of the baselines.
Altogether, we see that 2-means tree performed the worst on most datasets.

Note that PCA trees outperform ClusterTree on the KDD Cup dataset but ClusterTree is the best algorithm
on all other datasets. Note that PCA trees and 2-means trees are costly to construct, especially for large datasets, since
they are employing a much more computationally intensive partition rule than ClusterTree or RP trees. Lastly,
LSH was not as tune able as the tree-based algorithms in terms of specifying the approximate size of candidates
to return; we could smoothly increase the candidate sizes for each tree based algorithm but LSH had a strict lower
bound for the number of candidates returned per dataset, even after using a large number of hash functions, for some
datasets such as Spam. This maybe due to the fact that LSH is not well suited for point sets whose norms are not well
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Figure 4: The leaves of ClusterTree have a smaller diameter than those of RP Trees.

concentrated. We also remark that some baselines are left out for various datasets, such as the 2-means tree for the
Spam dataset, due to computational in-feasibility.

We also conduct 1-NN experiments whose results are given in Section C. Overall, the results are qualitatively similar
to the 10-NN case as ClusterTree has higher accuracy for the same number of candidates returned than RP Trees.

Preserving Cluster Structure of the Dataset. We empirically validate the hypothesis that ClusterTree is su-
perior to RP trees in finding partitions that preserve the underlying cluster structure of the dataset. We designed two
related experiments to demonstrate this. For the first set of experiments, we measured the diameter of the leaves
(weighted by the leaf sizes) of each class of trees as the parameter P increases. Again the intuition here is that if the
diameter of the leaves are small, then it mostly contains points that are well-clustered together while conversely, if the
diameter is large, then the tree has bucketed together points that belong to different clusters. Our results are shown in
Figure 4. Indeed, we see that for most datasets ClusterTree results in leaves that are much more tightly clustered
than RP Trees, which again demonstrates that ClusterTree is adaptive to the underlying cluster structure of the
dataset. In Section C, we perform the same experiment on PCA trees and 2-means trees; the results are shown in
Figure 8. We observe that ClusterTree has the smallest weighted radius as a function of candidate size for most
of the datasets.

For the second set of experiments, we created instances of ClusterTree and RP trees for all of our datasets where
we set the leaf size, the parameter P in Algorithm 2, to be equal to 10% of n. We then computed the distance from a
query to the k-th nearest neighbor among the candidates returned by a tree for various values of k and averaged this
across all queries. The intuition here is that if a leaf node of a tree contains points from multiple distinct clusters, then
there will be a substantial increase in this metric at some intermediate value of k. Indeed, this is what we observe in
Figure 9 which is given in Section C. For example in the Gaussian Mixture, KDD Cup, and Spam datasets, there is a
noticeable ‘jump’ in the plots for RP trees as it is ‘mixing’ multiple clusters in the leaf nodes while for ClusterTree,
the relationship is much smoother.

Varying Number of Projections. We ranged over various candidate sizes and plotted the 1-NN error as the num-
ber of projections (the parameter T ) in Algorithm 1 varied. This is to demonstrate that optimizing over multiple
one-dimensional projections is important in practice, as suggested by our theoretical analysis. While the number of
projections does not influence the performance for some datasets, we note that for datasets such as News and RNA,
optimizing over multiple projections is advantageous. The results are shown in Figure 7 in Section C.

When can we expect ClusterTree to outperform RP trees? As backed by our theoretical work and experimen-
tal findings, we want to emphasize that ClusterTree should be preferable to RP trees when the dataset has a strong
cluster structure. We present additional experimental evidence of this hypothesis in Figure 10 in Section C.
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A HIERARCHICAL CLUSTERING

In this section, we discuss the performance of ClusterTree for hierarchical clustering. Since our tree is designed
to preserve the underlying cluster structure of the dataset, it is very natural to use it for clustering applications, such
as hierarchical clustering. In hierarchical clustering, the goal is to design a tree over the input dataset which hopefully
captures ‘multi-scale’ clustering relationships of the dataset.

To formalize this, we first define a natural hierarchical clustering model and then prove results which suggest that
ClusterTree is naturally suited to recover such a clustering. Note that traditional algorithms for hierarchical
clustering, such as computing the minimum spanning tree, require Ω(n2) time, which is prohibitive for large datasets,
whereas ClusterTee construction is nearly linear time.
Definition A.1 (Hierarchical Clustering Model). Let X be our dataset and P be a parameter. We assume there is a
tree T over X such that the following is satisfied:

• The leaves of T are disjoint subsets of X of size at most some parameter P and together include all points of
X ,

• Level i ≥ 1 of T is a union of two subsets in level i − 1 of the tree where level 0 denotes the leaves. We
assume that each subset at level i− 1 contributes to exactly one subset in level i of the tree

• The largest level of the tree is the entire dataset X .

Note that the above definition naturally describes a hierarchical clustering model over the dataset X where going up
the tree indicates larger scale cluster structure over the dataset X . We further assume a separability criteria for our
hierarchical clustering model.
Definition A.2. Let diam(S) denote the diameter of the subset S ⊆ X and d(S, S′) denote the distance between two
subsets S, S′:

d(S, S′) = min
x∈S,y∈S′

‖x− y‖.

We say that subsets S, S′ are r-apart if

Crmax(diam(S), diamS′) ≤ d(S, S′)

for some constant C.

If we assume the above definition applies to a pair of subsets of the tree T at any some fixed level, then intuitively we
are requiring the two subsets constitute well separated clusters.

Given such an assumption, we want to argue that repeated application of Algorithm 1 can successfully recover the
underlying tree T . The intuition behind this is that if the subsets are projected, they will also be separated after a
random projection with high probability. The following lemma shows that it is indeed the case.

Lemma A.3. Suppose subsets S and S′ satisfy Definition A.2 with r ≥
√

log(|S|+ |S′|)/ε. Let PS and PS′

respectively denote a random one-dimensional projection of the two subsets. Then with probability at least 1 − ε, we
have

cmax(diam(PS), diam(PS′)) ≤ d(PS, PS′)

for some constant c > 1.

Lemma A.3 hints that with a sufficient separability assumption, the k-nearest neighbor graph in one-dimension will
mostly have edges within a given cluster which leads to sparse cuts between different subsets. Thus, we can reasonably
expect Algorithm 1 to separate the distinct clusters in T since it optimizes for sparse cuts. Formally, we can prove the
following statement.
Lemma A.4. Let S and S′ be two r-apart subsets of dataset X for the value of r in Lemma A.3 and P be a random
one-dimensional projection. If min(|S|, |S′|) ≥ k, then the k nearest neighbor graph of PS ∪ PS′ will have a cut
that separates PS and PS′ with probability 1− ε.

Now consider the hierarchical clustering model given in Definition A.1 and let T denote the implicit tree over a dataset
X . Consider a node of v of T and at some level i let S and S′ denote the subsets at level i−1 that comprise v. If S and
S′ are r-apart for a sufficiently large value of r, then Lemma A.4 states that S and S′ will have an empty cut between
them after a random one-dimensional projection. If we further assume that each of the two pieces of the k-nearest
neighbor graph is connected, Algorithm 1 will exactly split apart S and S′, as intended in the tree T .

14



Under review as a conference paper at ICLR 2022

B OMITTED PROOFS

B.1 PROOF OF LEMMA 3.1

Proof. Computing a single one dimensional projection takes time O(nd) and computing a k-nearest neighbor graph
can be done in time O(nk) after sorting the points in O(n log n) time. Note that this crucially depends on the fact
that we perform a one dimensional projection as nearest neighbors are determined by adjacent points on the real line.
It is computationally expensive to compute such a graph in arbitrary dimensions larger than 1. Finding the sparsest
prefix cut after sorting as is done in line 5 of Algorithm 1 takes linear time once the k-nearest neighbor graph has been
constructed. Overall, the runtime of each of the T procedures is O(nd+ n log n+ nk).

B.2 PROOF OF LEMMA 3.2

Proof. The proof follows from the fact that if a cut does not respect the sorted ordering, then we can switch two points
in opposite parts of the cut to reduce the number of edges across the cut.

B.3 PROOF OF LEMMA 3.4

Proof. Consider the computational cost of building ClusterTree as a tree. We claim that at every level of the tree,
we do O(nd+n log n+nk) work. To verify this, we note that cn log(cn) + (1− c)n log((1− c)n ≤ cn log n+ (1−
c)n log n = n log n. Then from Assumption 3.3, there are O(log n) levels of the tree, leading to the stated runtime.
(One can also use the Akra-Bazzi method to arrive at the same conclusion, see Akra & Bazzi (1998) or Leighton
(1996)).

B.4 PROOF OF LEMMA 3.8

Proof. Fix the dataset X . First note that for any fixed points x, y ∈ X , we have

E‖P (x− y)‖2 = ‖x− y‖2

since P is independent of X . Now for any x ∈ X , the average distance squared from Px to its k-nearest neighbors
in PX is at most the average distance squared from Px to the points that were originally its k-nearest neighbors in
X . This gives that αPX ≤ αX . Finally, note that that the expected value of the sum of all pairwise distances after the
projection is the same as the sum of all pairwise distances from our observation above. This proves βPX = βX , as
desired.

B.5 PROOF OF LEMMA 3.10

Proof. To prove Lemma 3.10, we will need the following auxiliary result.

Lemma B.1. Suppose x ∼ N (µ1,Σ1) and y ∼ N (µ2,Σ2) Then

E[‖x− y‖2] = ‖µ1 − µ2‖2 + tr(Σ1) + tr(Σ2).

Proof. Note that x− y is distributed as N (µ1 − µ2,Σ1 − Σ2) and thus, x− y ∼ µ1 − µ2 + Az where z ∼ N (0, I)
and A satisfies AAT = Σ1 + Σ2. Thus,

‖x− y‖2 = ‖µ1 − µ2‖2 + 2(µ1 − µ2)TAz + zTATAz.

Since E[z] = 0, we have
E[‖x− y‖2] = ‖µ1 − µ2‖2 + E[zTATAz]

and
E[zTATAz] =

∑
i,j

E[zizj ](A
TA)ij =

∑
i

(ATA)i = tr(ATA) = tr(AAT ) = tr(Σ1 + Σ2).

Putting together the above calculations gives the desired result.

Note that we can upper bound αX by the expected distance squared between two points drawn form the same com-
ponent. This is because the distance to the k-th nearest neighbor from a fixed point will always be smaller than the
distance to another point drawn from the same component (assuming our hypothesis that at least k points are drawn
from each component). From Lemma B.1, it follows that αX ≤ 2 max(tr(Σ1), tr(Σ2)).
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To lower bound βX , note that since min(w, 1 − w) = Ω(1), the expected distance squared between two uniformly
random points is at least asymptotically the expected distance squared between two points from separate components.
Again using Lemma B.1, it follows that βX = Ω(‖µ1 − µ2‖2 + tr(Σ1 + Σ2)).

B.6 PROOF OF LEMMA 3.12

Proof. Lemma 3.10 tells us that
αX

βX
.

tr(Σ1 + Σ2)

‖µ1 − µ2‖2
.

1

c2

where we have used the fact that d λ1(Σ) ≥ tr(Σ) for a covariance matrix Σ ∈ Rd×d.

B.7 PROOF OF LEMMA A.3

We first need the following auxiliary results from Indyk & Naor (2007).
Lemma B.2. Let x ∈ Sd−1 and let P be a random one-dimensional Gaussian projection. Then for all t > 0,

Pr(|‖Px‖ − 1| ≥ t) ≤ exp(−t2/8), (1)

Pr(‖Px‖ ≤ 1/t) ≤ 3

t
. (2)

We now proceed with the proof of Lemma A.3.

Proof. We first claim that the diameters of S and S′ don’t increase by a large factor after a random projection. Fix
x, y ∈ S. By Eq. equation 1, the probability that ‖P (x−y)‖ increases by a factor of t is at most exp(−t2/8). Thus for
a suitable constant c, we have that the probability ‖P (x− y)‖ is larger by a c(

√
log |S|+ log(1/ε)) factor is at most

ε/(3|S|2). Union bounding across all pairs in S and using a similar argument for S′ gives us that with probability at
least 1− 2ε/3, we have that diam(PS) .

√
log |S| diam(S) and diam(PS′) .

√
log |S′| diam(S′).

We now claim that the sets PS and PS′ don’t come ‘too’ close together. Indeed, take any point x ∈ S and y ∈ S′. We
have that ‖x− y‖ ≥ d(S, S′). Thus by Eq. equation 2, the probability that ‖P (x− y)‖ shrinks by a factor of Ω(1/ε)
is at most O(ε).

Altogether, we know that with probability at least 1− ε, all three of the following events occur:

1. diam(PS) .
√

log |S| diam(S),

2. diam(PS′) .
√

log |S′| diam(S′),

3. d(PS, PS′) ≥ ε d(S, S′)− diam(PS)− diam(PS′).

Thus by our assumption that S and S′ are r-apart for the value of r in the lemma statement, it follows that

diam(PS) .
√

log |S| diam(S)− diam(PS)− diam(PS′) . ε d(S, S′) . d(PS, PS′)

and a similar statement holds for S′, proving the lemma.

B.8 PROOF OF LEMMA A.4

Proof. The proof follows from Lemma A.3 as every point in PS will be closer to any other point in PS than any other
point in PS′. A similar symmetric statement holds for PS′. Thus, any edges of the k-nearest neighbor graph starting
from any point in PS must have its other vertex in PS as well. This implies that there is an empty cut between PS
and PS′, as desired.

Lemma B.3 (Corollary 5 in Kushnir et al. (2019)). Consider two c-separated Gaussian distributions inRd with means
µ1, µ2 and covariance matrices Σ1 and Σ2. Define T (c′, d) as in Lemma 3.13. Let γ := 2d(c′)2λmax/‖µ1 − µ2‖2,
where λmax denotes the largest eigenvalue of the matrix Σ1 + Σ2. Then

lim
d→∞

T (c′, d) ≤ 1

2Q(
√
γ)
.
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C OMITTED EXPERIMENTAL RESULTS

We give additional experimental results in this section.

Figures for 1-Nearest Neighbor Experiments. We repeat the 10-NN experiments for 1-NN, i.e., we measure the
fraction of the times the exact nearest neighbor is in the candidate set for a query, averaged over all queries. See Figure
5 whic displays ClusterTree vs RP tree and Figure 6, which displays all baselines.

Note that for some datasets such as KDD Cup and RNA, PCA trees out performed ClusterTree while for others,
such as News, Spam, and Gaussian Mixtures, ClusterTree was the best algorithm. We also remark that it was not
computationally feasible to run 2-means Tree and PCA trees for SIFT and Spam. We are not plotting error bars for
2-means tree for clarity since it was much larger than all the other algorithms; overall, we observed 2-means trees to
be an inherently noisy algorithm.
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Figure 5: Candidate Size vs 1-NN Error for ClusterTree and RP tree for datasets in Table 1.

Varying Number of Projections. The results for ranging over different number of projections to use in Algorithm
1 (the parameter T ) are shown in Figure 7. See Section 4 for more details.

Note that only for this experiment, we use a randomly sub sample datasets Spam, News and SIFT with 5 · 104 points
for computational efficiency.

Preserving Cluster Structure of the Dataset. We present additional experiments on how the weighted radius of
leaves of various tree-based algorithms varies as a function size in Figure 8. See Section 4 for more details on
experimental setting. Overall, we see that ClusterTree has a smaller radius as a function of cluster size for the
Gaussian Mixture, Spam, RNA, and KDD Cup datasets. Note that for Spam, 2-means tree was too costly to run and for
Gaussian Mixture, the 2-means tree and ClusterTree have very identical curves for weighted radius as a function
of candidate size.

Distance to k-th Nearest Neighbors. The figures for the distance to the k-th nearest neighbors experiment, as
described in Section 4 is given in Figure 9. To recap, the intuition here is that if a leaf node of a tree contains points
from multiple distinct clusters, then there will be a substantial increase in this metric at some intermediate value of
k. For example, suppose that the leaf of a node contains points from two distinct well-separated clusters and consider
a query that lands in this leaf but is closer to only one of the clusters. Then for a large enough value of k, the k-th
nearest neighbor for this query would come from the far away cluster, leading to a significant increase in the distance
to the k-th nearest neighbor in comparison to the (k − 1)-th nearest neighbor. In contrast, if the leaf mostly contained
points from one cluster, the distance would smoothly increase. To summarize, this is exactly the behaviour observed
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Figure 6: Candidate Size vs 1-NN Error for all baselines.
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Figure 7: Optimizing over multiple projections in Algorithm 1 can improve accuracy.

in Figure 9: in the Gaussian Mixture, KDD Cup, and Spam datasets, there is a noticeable ‘jump’ in the plots for RP
trees as it is ‘mixing’ multiple clusters in the leaf nodes while for ClusterTree, the relationship is much smoother.

When can we expect ClusterTree to outperform RP trees? Our tree construction method especially exploits
the cluster structure as it builds the tree over the dataset. If the dataset does not possess such a property, we expect
both tree algorithms, ClusterTree and RP trees, to have approximately the same behaviour.

To highlight this, we plotted the first two PCA projections of the centered and normalized versions of some of our
datasets in Figure 10. We can observe a strong cluster structure KDD Cup, RNA, and synthetic datasets, where as
the projection of the SIFT dataset is mostly uniform over a region, signifying that it lacks such a structure compared
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Figure 8: Expanded version of Figure 4 using all tree-based algorithms.
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Figure 9: ClusterTree has a smoother trade-off curve for distance to the k-th neighbor as k increases.

to the other datasets displayed. Likewise, we can see in Figure 5 that ClusterTree is superior to RP trees in the
1-NN experiments for KDD Cup, RNA, and synthetic datasets whereas it is comparable to RP trees for SIFT. Our
other experiments above follow a similar pattern. Therefore, we believe ClusterTree is preferable over RP trees
as many natural datasets have a strong underlying cluster structure.

Additional Parameter Selection Details. If there are multiple cuts that have conductance 0, i.e., multiple separated
pieces in the k-nearest neighbor graph constructed in Algorithm 1, we pick the cut that is the most balanced. This is
because any choice of the cuts would have been good with respect to preserving near neighbors so we should optimize
for keeping the tree balanced.
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(a) (b) (c) (d)

Figure 10: Plot of the PCA projection of the first two components of the centered and normalized versions of the
following datasets: (a) KDD CUP, (b) RNA, (c) Gaussian Mixtures, and (d) SIFT.

Note that there have been recent works on improving RP trees using additional techniques such as sparse random
projections (Sinha & Keivani, 2017), using auxiliary information when performing search over the tree (Keivani &
Sinha, 2021), and other methods (Hyvönen et al., 2016). For simplicity, we did not use these techniques as they can
be used identically for ClusterTree as for RP trees.

Finally, we highlight that both RP tree and ClusterTree are randomized algorithms. Therefore, they have the
following additional benefit: in order to boost accuracy, we can initialize multiple instances of the data structure to
create an ensemble of trees while keeping the overall number of candidates fixed. For example, instead of creating
one tree with leaf size P , we can create two trees with leaf sizes P/2 each. In general, if we make a constant number
of trees, this can be thought of as significantly boosting accuracy by increasing the amount of space used by only a
constant factor. Note that 2-means trees and PCA trees are deterministic so they do not have this additional benefit.
For simplicity however, we only compare single instantiation of each algorithm.

D JUSTIFICATIONS FOR ASSUMPTION 3.3

We provide justification for Assumption 3.3 as its conditions hold true for one-dimensional datasets with very different
structural properties: both uniform and clustered inputs.

• Uniform Points: Suppose the input to Algorithm 1 is a set of uniformly spaced points in one-dimensions.
Then it is clear that the cut with the lowest conductance will split the dataset exactly in half due to symmetry.

• Clustered Points: Suppose the input consists of two well-separated clusters, with each cluster consisting of
at least c-fraction of the total input size. Then the k-nearest neighbor graph for this input will be such that
the edges of each cluster will be mostly to other points of the same cluster. Thus, the cut separating the two
clusters will be extremely sparse and hence have low conductance as well. See Figure 1 for an example.

Average Split Ratio. We now empirically validate Assumption 3.3. To do so, we compute ClusterTree for all
of our datasets setting P = 5% of the size of the dataset in each case. The results across one run of Algorithm 2 are
shown in Table 2. We observe that on average, each node of the tree splits the dataset into two approximately balanced
parts.

Dataset Avg. Split Ratio Dataset Avg. Split Ratio
KDD Cup 0.49(0.26) Spam 0.50(0.27)

News 0.50(0.00) SIFT 0.49(0.18)
RNA 0.45(0.29) Gaussian Mixture 0.53(0.12)

Table 2: The average split ratio across all nodes in the tree with standard deviation in the parenthesis using 5% of the
number of points as the parameter P (leaf size).

E FUTURE DIRECTIONS

In this paper, we presented a new tree-based algorithm for NNS that utilizes randomness similarly to RP trees while
adapting to the underlying cluster structure of the input dataset. It’s partition rule consisted of performing a random
one-dimensional projection and finding a partition of the projected points that minimized the conductance of the k-
nearest neighbor graph. This strategy was inspired by recent theoretical and practical works on NNS. Finally, our
experiments demonstrated advantage over other tree-based algorithms such as RP trees.
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We would like to highlight some interesting future directions. Namely, can we use ClusterTree to speed up other
tree-based algorithms or other clustering algorithms that are computationally expensive? For example, it would be
interesting to see the performance of ClusterTree over other decision tree algorithms. Note that ClusterTree
is unsupervised which is advantageous in settings where acquiring labels is costly.

Similarly, it would be interesting to apply ClusterTree to speed up spectral clustering of point clouds. For example,
spectral clustering could be optimized by only clustering a representative point from each of the partitions found by
applying the ClusterTree algorithm on the dataset. A similar approach was considered in Yan et al. (2009) with RP
trees which lead to substantial speedups. Since ClusterTree is designed to preserve the inherent cluster structure,
we envision that our method would potentially be a better fit for this application.
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