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Abstract

Offline goal-conditioned RL (GCRL) offers a way
to train general-purpose agents from fully offline
datasets. In addition to being conservative within
the dataset, the generalization ability to achieve
unseen goals is another fundamental challenge
for offline GCRL. However, to the best of our
knowledge, this problem has not been well stud-
ied yet. In this paper, we study out-of-distribution
(OOD) generalization of offline GCRL both the-
oretically and empirically to identify factors that
are important. In a number of experiments, we
observe that weighted imitation learning enjoys
better generalization than pessimism-based offline
RL method. Based on this insight, we derive a the-
ory for OOD generalization, which characterizes
several important design choices. We then pro-
pose a new offline GCRL method, Generalizable
Offline goAl-condiTioned RL (GOAT), by com-
bining the findings from our theoretical and em-
pirical studies. On a new benchmark containing
9 independent identically distributed (IID) tasks
and 17 OOD tasks, GOAT outperforms current
state-of-the-art methods by a large margin.

1. Introduction

Deep reinforcement learning (DRL) makes it possible for
a learning agent to achieve superhuman performance on a
range of challenging tasks (Silver et al., 2016; 2018; Vinyals
et al., 2019; Li et al., 2020b). However, recent studies have
found that DRL is prone to overfitting the training tasks
and is sensitive to environmental changes (Cobbe et al.,
2019; Wang et al., 2020; Han et al., 2021; Kirk et al., 2023).
Goal-conditioned reinforcement learning (GCRL) is gaining
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increasing attention because it enables learning general-
purpose decision-making rather than overfitting to a single
task (Andrychowicz et al., 2017; Ghosh et al., 2019; Li et al.,
2020a). Particularly, offline GCRL (Chebotar et al., 2021;
Yang et al., 2022b), which learns as many skills as possible
from previously collected datasets without any exploration
in the environment, is promising for large-scale and general-
purpose pre-training. Nevertheless, prior works (Chebotar
et al., 2021; Yang et al., 2022b; Ma et al., 2022b) have
largely focused on reaching goals in the dataset, without
systematically studying the problem of out-of-distribution
(OOD) goal generalization. There are a number of questions:
what is the OOD generalization performance of current
offline GCRL algorithms? And more importantly, what is
essential for OOD generalization of offline GCRL?

To answer these questions, we first design a 2D goal-
reaching task with different types of offline data. We find
that (1) pessimism-based offline RL is restrained from gen-
eralizing to OOD goals and (2) imitation learning overfits
the data noise and fails to generalize when given non-expert
data. On the contrary, (3) weighted imitation learning is
a strong baseline for OOD generalization across different
types of training data. The observation motivates us to
derive a generalization theory from the perspective of do-
main generalization (Muandet et al., 2013; Zhang et al.,
2012; Zhou et al., 2021a). Through analyzing our theory,
we find several techniques that are essential to minimize
the generalization bound, including advantage re-weighting,
data selection, density re-weighting, and goal-relabeling.
Particularly, we find re-weighting the training state-goal dis-
tribution with the reciprocal of its density can minimize the
worst-case distribution shift. Based on these results, we pro-
pose, Generalizable Offline goAl-condiTioned RL (GOAT),
by integrating these techniques into a general weighted im-
itation learning framework, which encourages optimistic
goal sampling while still maintaining pessimism on action
selection.

Due to the lack of benchmarks for evaluating the OOD
generalization performance of offline GCRL, we develop
a challenging robot manipulation benchmark based on a
robotic arm or an anthropomorphic hand. The benchmark
comprises nine offline datasets and 26 evaluation tasks, 9
of which contain independent and identically distributed
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Figure 1. Training datasets and trajectories generated by different agents trained on “Expert 10” and “Non-Expert 10” datasets.

(IID) goals, while the rest 17 tasks involve various types
of OOD goals. In our experiments', we demonstrate that
GOAT considerably improves the OOD generalization per-
formance of existing offline GCRL methods, as well as
enhances efficiency in online fine-tuning for unseen goals.
Furthermore, we conduct in-depth ablation studies to val-
idate the effectiveness of each component used in GOAT,
which may benefit future research on OOD generalization
for offline RL.

2. Preliminaries
2.1. Goal-conditioned RL

Goal-conditioned RL (GCRL) considers a goal-augmented
Markov Decision Process (GMDP), denoted by a tuple
(S, A,G,P,r,y). S, G A refer to state, goal, and ac-
tion spaces, respectively. v is the discount factor, and
r:SxGxA— Ris the goal-conditioned reward function.
Generally, we consider a sparse and binary reward function
r(s,a,g) = 1[||¢(s) — g||3 < d], where & is a threshold and
¢ is a known state-to-goal mapping (Andrychowicz et al.,
2017). A policy 7 : § x G — A aims to maximize the
expected return:

J(r)=E

g~p(9),50~n(s0),
at~m(-|s¢,9),8¢41~P(lst,at)

o0
[Z’ytr(shahg)]a
t=0
where p(sg) is the distribution of initial states.
The value function is defined as V7(s,g) =
Eat"‘ﬂ'("Styg)aStJrlN,P("Styat)[Zzovtr(st’at’gﬂso = 5}
For offline GCRL, the agent cannot interact with the
environment during training, and the training data is
sampled from a static dataset D = {(s, at, g, 7, St+1) }-

!Code is available at https://github.com/YangRui2015/GOAT

2.2. Domain Generalization

Domain Generalization (DG) was first studied in the super-
vised learning setting (Blanchard et al., 2011). A domain is
defined as a joint distribution Pxy on X x ), where X is
the input space and ) is the label space. DG learns a model
from K different training domains S = {(z(®), y(®)) 1K |
that aims to generalize on unseen testing domains 7 =
{27}, P]y # P&y, k € {1,--- , K}. DG mainly handles
covariate shift (Zhou et al., 2021a), assuming that the la-
beling function Py |x is stable across domains (Muandet

et al., 2013) and only the marginal distribution changes
P;#P§7k€ {]-7 aK}

3. OOD Generalization for Offline GCRL

In this section, we first compare different GCRL algorithms
in a 2D goal-reaching environment, showing that weighted
imitation learning method is preferable to other methods
across different data settings. Based on the observations,
we formulate the OOD generalization problem as domain
generalization, and then derive a theoretical framework to
analyze the essential techniques for OOD generalization.

3.1. Didactic Example

We design a 2D point environment as shown in Figure
2(a) to characterize the generalization ability of different
offline GCRL algorithms, including BC, GCSL (Ghosh
et al., 2019), WGCSL (Yang et al., 2022b), DDPG+HER
(Andrychowicz et al., 2017), and CQL+HER (Chebotar
et al., 2021). There are three types of training data, namely
“Expert N and “Non-Expert N, where N refers to the
number of trajectories in the dataset. In the training datasets,
trajectories and goals are mainly distributed on the top semi-
circle with a radius of 10. Unlike the training data, the
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Figure 2. (a) Visualization of three 2D goal-reaching datasets and
two groups of evaluation goals. “R10” and “R20” refer to the
radius (10 or 20) of the desired goals for evaluation. (b) Average
success rates of different agents over 5 random seeds.

evaluation goals are on the full circles of radius 10 and 20.
Both states and goals in this environment are represented as
2D coordinates indicating their positions, while actions are
2D vectors of the displacement. In this example, the optimal
policy is 7 (s, g) = clip(g — s, 0, 1), where the maximum
movement in one dimension is 1. If the agent learns the
optimal policy, it can successfully generalize to any unseen
goal.

From the results in Figure 1 and Figure 2(b), we can draw
the following conclusions:

e Given a clean expert dataset, BC generalizes well for
OOD goals. However, in the case of training with non-
expert and noisy data, it can overfit the noise and thus
fail to generalize.

DDPG+HER (short for “HER”) suffers from overesti-
mating values of OOD actions. As a result, it avoids
in-dataset actions and produces odd trajectories.

¢ For the pessimism-based approach CQL+HER, its tra-
jectories are restricted to the upper semicircle and fail
to generalize to the lower part when given clean expert
data. It can only generalize relatively well when the
data size and coverage are sufficiently large.

* WGCSL significantly improves the OOD generaliza-
tion ability over GCSL by re-weighting samples and
performs consistently well across different datasets.

The designed task is simple but representative for charac-
terizing the characteristics of different algorithms. More
results can be found in Appendix D.1. As suggested by
the empirical results, the weighted imitation-based method
enjoys better OOD generalization than pessimism-based

method. Moreover, pessimism-based offline RL methods
are inhibited from reaching OOD area in theory (Jin et al.,
2021; Kumar et al., 2021). In contrast, weighted imitation
learning method has theoretical guarantees for OOD gener-
alization, which we will show in Section 3.3.

3.2. Problem Formulation

We define X = S x G as the input space, ) = A as the
action space. The offline data D = {(s¢, at, g, 7+, St+1)}
is collected by any behavior policy mp,, where (s¢,g) ~
P{. In the testing phase, initial states and desired goals
can be sampled from any unknown distribution P, PJ #
Pg, which is named “OOD distribution” in this paper. We
assume the expert policy 7z (als, g) (or Py |x) is stable
with Px and generalizes well across different state-goal
pairs, which is reasonable because OOD generalization is
meaningless when 7 cannot generalize. The objective is
to minimize the suboptimality on the testing domain P, :

SubOpt(, ) = E (5, oy~ p7 [V (50, 9) = V™ (s0, 9)]
)

3.3. A Domain Generalization View

By establishing a link between weighted imitation learning
and supervised learning, we can analyze the OOD general-
ization performance according to the domain generalization
bound (Ben-David et al., 2010; Zhang et al., 2012; Mansour
et al., 2009).

Our following analysis is based on the Total Variation Dis-
tance Dy between any two policies 71 and ms:

Drv(mi(-s,g), m2(:|s,9)) =

sup | / (m1(als, g) — ma(als, g))],
BCA Ja€eB

where B is any measurable subset of the action space A.
Denote the discounted occupancy of state as d(s|so, g) =
(1 =) Y727 Pr(st = s|m, s0, g). We define the policy
discrepancy on any state-goal distribution p as:

e’(m1,m2) =B (ore  [Drv(mi(ls, 9), ma(-[s,9))]

s~vdn g (s150.9)

Generally, we do not have access to the true expert policy
T, but we can imitate a surrogate policy 7 instead. Then,
we provide the following OOD generalization theorem.

Theorem 3.1. Consider finite hypothesis space 11 and we
minimize the empirical loss function €5 with m samples. For
a policy 7 and a surrogate expert policy 7 g, with probability
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at least 1 — 0, the following bound holds:

2R S /n
SubOpt (7, T) < —— [ 8 (g, )
(1 - ’7) N——
empirical imitation loss

R log 2|T1| + log +
+ (g, ) + di(T.S) ﬂ/g'g‘s}
N——— N—— 2m

expert estimation gap  distribution shift
where d; (-, -) is the variation divergence defined as follows:

dl(Sl,Sg) =2 sup
JCX

)

/ (Ps, () — P, () dz
zeJ

here J is any measurable subset of X'.

The proof is deferred to Appendix B.2. Theorem 3.1 sug-
gests that the overall OOD generalization suboptimality can
be controlled by minimizing the empirical imitation learning
loss, the distance between 7y and 7 g, and controlling the
distribution shift between training and testing domains. We
now analyze how to minimize each term in this bound.

Empirical Imitation Loss We can use a weighted be-
havior policy as the surrogate policy: #g(als,g)
w(s, a,g)mp(als,g). According to Pinsker’s inequality
(Csiszar & Korner, 2011), this loss can be bounded by K1L-
divergence. Thus, we have

IIlaiIlE(SO:g)NP}&E:SdeE(Sls(hg) I:DKL(']%E('LS,Q),7r0('|87g))}
— mGaXE(so,g)NPg,swdwE(s\so,g),awfrE [logmg(a|s,g)]

= meaxE [log o (als, g) - w(s,a, g)]

(50,9)~Pg
s~dn g (slsg.g),ammy,

Empirically, following (Wang et al., 2018; Nair et al., 2020b)
we omit the difference in d, and conduct weighted imita-
tion learning on the offline data to minimize this loss.

Expert Estimation Gap Although we do not have ac-
cess to m, we know mg has the highest expected value.
Instead of minimizing the TV distance to wg, this prob-
lem can be reformulated as maximizing the expected value
of the surrogate policy 7. Following (Wang et al., 2018;
Peng et al., 2019), advantage re-weighting 7g(als, g)
my(als, g)exp(B - A(s,a,g)) brings improved expected
value over m,. However, when the behavior policy is
multi-modal and the expert policy is deterministic, as of-
ten encountered in multi-goal RL, there is a risk of in-
terpolating between modalities, leading to a widened ex-
pert estimation gap. A viable solution to this issue is to
eliminate samples from inferior modalities, 7 g (als,g) =
my(als, g) exp(A(s, a, g)) - 1[A(s,a,g) > ], which is the
Best Advantage Weight introduce by (Yang et al., 2022b).
Ideally, we can eliminate all data from other modalities to

obtain a minimum expert estimation gap, but the size of the
training data decreases as ¢ grows. There is a trade-off of
balancing data quality versus quantity when setting c. Note
that our analysis considers an oracle advantage function, but
in practice, an imprecise estimation of the advantage func-
tion can exacerbate the expert estimation gap. Therefore, an
improved method for estimating the advantage function is
also crucial.

Distribution Shift The distribution shift term is hard to
minimize without any information about the testing distri-
bution 7. Instead, we consider minimizing the worst-case
of this term by re-weighting the training distribution S.

Define a family of possible testing distributions as
Z = {Z| [ Pz(x)=1;0< Pz(z) <C,Vo € X}.
Here C' > 1/|X| is a universal positive constant. Our goal
is to re-weight the training distribution S that can minimize
the worst-case distribution shift, i.e., sup = d1(Z, S).

Let S denote the family of distributions that are gen-
erated by re-weighting S, ie, S := {9|Ps(z) =
h(z)Ps(x); h(z) > 0,Yx € X; [ Ps/(x) = 1}.

Let S denote the uniform distribution, i.e., Pg(z) =
1/|X|,Vz € X,a.s.. We denote the subset of S that con-
tains all “non-uniform” distributions as S, i.e.,

S~ :={Y'|Ps/(x) = h(z)Ps(x); h(z) > 0,Vx € X;

57 ¢ x,/ Py (a)da < |j\/|zc|;/ps,(x) _1)
z€J T

Theorem 3.2. ForallVS € S—, we have

sup di(Z,S) > sup di(Z, S)
Zez Zez

The proof can be found in Appendix B.3. Theorem 3.2
suggests that we can re-weight the training distribution S
to a uniform distribution to obtain a smaller worst-case
distribution shift. To achieve this, we can approximate the
reciprocal of density or uncertainty via the kernel density
estimator (Zhao et al., 2019; Pitis et al., 2020) or ensemble
(Pathak et al., 2019; Bai et al., 2022).

The Last Term Note that the last term in the above bound
is dependent on the dataset size m. Therefore, increasing
the size of the dataset through augmentation techniques
can lead to a more tighter upper bound. This gives justifi-
cation to use goal relabeling (Andrychowicz et al., 2017;
Li et al., 2020a) for offline GCRL. Relabeling goals with
achieved goals expands the size of the offline dataset, which
enables training agents on more diverse state-goal pairs,
subsequently improving an agent’s ability to achieve goals
in unknown testing distributions.
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3.4. A Brief Summary

In this section, we have discussed several useful techniques
for OOD generalization from the generalization theory.
These techniques include: (1) weighted imitation learning,
which minimizes the empirical imitation loss; (2) advantage
re-weighting and data selection, which narrow the expert
estimation gap; (3) re-weighting with the reciprocal of den-
sity, which minimizes the worst-case distribution shift; and
(4) goal relabeling, which minimizes the last term related to
the dataset size. Based on our analysis, a weighted imitation
learning framework that integrates all of these techniques is
highly desirable for OOD goal generalization.

4. Algorithm

Motivated by our theoretical insights, we present the GOAT
algorithm, which builds upon the weighted imitation learn-
ing framework of WGCSL (Yang et al., 2022b). The ex-
isting framework already incorporates several techniques
beneficial for the generalization bound, including goal re-
labeling, advantage re-weighting, and data selection. To
further minimize the generalization bound, GOAT improves
the surrogate expert policy through better value function
estimation and minimizes the worst-case distribution shift
by re-weighting samples with uncertainty, where the uncer-
tainty is introduced as an alternative to the reciprocal of
density.

We denote a trajectory of horizon 7" in the offline dataset
as D = {(s¢,at, 74, St41,9) 1.t € [1,T]. As suggested by
our theory, we perform hindsight relabeling (Andrychowicz
et al., 2017) to augment the dataset and obtain the relabeled
data Dycjaper = {(8t, 0,74, 8t+1,9')},t € [1,T], where
g = ¢(si), 1y = r(se,as, ¢(8;)),i > t. We then perform
weighted imitation learning based on D.¢jgpei-

Weighted Supervised Policy Learning The overall
weighted imitation learning framework is as follows:

J(ﬂ-Q) = E(s@,g’)NDrelabcl [”LU(S, a, g/) log 7T9(CL|S, g/)] y
2
where the weight w contains three parts, i.e., the uncertainty
weight(UW), the exponential advantage weight (EAW) and
the data selection weight (DSW). Formally, we define

w(s, a?.g/) = u(s,g’) : exp(ﬁA(s,a,g’)) : 6(‘4(8’ a,g’)),

where u is the uncertainty weight to replace the density,
A(s,a,g') is the advantage function, and e(A(s,a,g’)) =
1[A(s,a,g’) > c] is the DSW. In DSW, the constant ¢ may
be established as the o quantile of advantage values, in
recognition of the fact that the best value for « is more
consistently applicable across different environments. Ad-
ditionally, we also discuss an adaptive variant of DSW and
we refer the readers to Appendix D.10. In the subsequent

section, we mainly focus on how to estimate the advantage
function and the uncertainty weight.

Ensemble Value Functions To better estimate the ad-
vantage value for both EAW and DSW, we train N ran-
domly initialized value functions. Each of the value function
Qi(s,a,g),1 <i< N minimizes the TD loss:

_ /
Lrp _E(St,atﬂ‘;,St+1,g/)~Dre1abez [LQ (Tt+

N 3)
VQi(St—i-h 7T0(3t+17 9/)a 9/) - Qi(sta at, 9/))]-

In Eq (3), Lo(u) = u? and Ql refers to the target network
of Q;. Although 7y is regularized to be near the dataset
policy, it can still produce OOD actions to affect the value
estimation during training. To mitigate this problem, we
can replace Lo with the expectile regression (ER): L] (u) =
|7 — 1(u < 0)|u?, where 7 € (0,1).

The group of value function is then leveraged to estimate
the advantage value and the uncertainty weight. Specifically,
we utilize the mean of the () functions to estimate V' (s, g'):

1 N
V(s,g/) = N ZQi(saﬂ-Q(S»g/)?g/)
=1

Then, the advantage value can be estimated by
A(8t7at7g/) = T(Shatmg/) + WV(St+17g,) - V(Stag/)'

Uncertainty Estimation Estimating the density of high-
dimensional state-goal space is generally challenging. In
this work, we utilize uncertainty to replace density as a
fact that the bootstrapped uncertainty is approximately pro-
portional to the reciprocal of density in tabular MDP (Bai
et al., 2022). The uncertainty is calculated as the standard
deviation of value functions:

N / A s /
Sls.of) - ¢ Zs (Quoyme(0.0),5) = Vo)

However, the range of Std(s, ¢’) varies for different environ-
ments. To make the uncertainty weight stable, we normalize
the standard deviation to [0, 1]:

Std(s, g') — Stdyin

Stdynaz — Stdymin
where Std,,, 4z, Std;i, are the maximum and minimum val-
ues of Std(s, g’) stored in a First In First Out (FIFO) queue.
Finally, we transform Std,, o, ($, g’) to reduce more weight
for data with lower variance and define the uncertainty
weight u(s, g’) as:

Stdnorm (S, g/) =

u(s,g") = clip(tanh(Std,,0rm (8, g") X W) + Winin, 0, 1)
4)
where W,y 1S set to 0.5. Intuitively, w is the hyperparam-
eter to adjust the proportion of ranked samples to down-
weight, i.e., the smaller w is, the more data will be down-
weighted, and vice versa.
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Figure 3. Examples of designed benchmark tasks. (a) Push Left-Right, (b) Slide Near-Far, (c) Reach Near-Far, and (d) Pick Low-High.

5. Experiments

In this section, we introduce a new benchmark consisting of
9 task groups and 26 tasks to evaluate the OOD generaliza-
tion performance of offline GCRL algorithms.

5.1. Environments and Experimental Setup

Environments The introduced benchmark is modified
from MuJoCo robotic manipulation environments (Plappert
et al., 2018). Agents aim to move a box, a robot arm, or
a bionic hand to reach desired positions. The reward for
each environment is sparse and binary, i.e., 1 for reaching
the desired goal and 0 otherwise. As listed in Table 1, there
are 9 task groups with a total of 26 tasks, 17 of which are
OOD tasks whose goals are not in the training data. For
example, as shown in Figure 3(a), the dataset of Push Left-
Right contains trajectories where both the initial object and
achieved goals are on the right side of the table. Then the IID
task is evaluating agents with object and goals on the right
side (i.e., Right2Right). The OOD tasks can be generated
by changing the side of the initial object or desired goals.
Following (Yang et al., 2022b), we collect datasets with the
online DDPG+HER agent. More information about the task
design and offline datasets can be found in Appendix C.

Experimental Setup We compare GOAT with current
SOTA offline GCRL methods, including WGCSL (Yang
et al., 2022b), GoFAR (Ma et al., 2022b), CQL+HER
(Chebotar et al., 2021), GCSL (Ghosh et al., 2019), and
DDPG+HER (Andrychowicz et al., 2017). Besides, we also
include a SOTA ensemble-based offline RL methods, MSG
(Ghasemipour et al., 2022), namely “MSG+HER”. To eval-
uate performance, we assess agents across 200 randomly
generated goals for each task and benchmark their average
success rates. More details and additional experiments are
provided in Appendix C and Appendix D.

5.2. Understanding the Uncertainty Weight

In our theoretical analysis, the uncertainty weight (UW)
has the effect of reducing the worst-case distance between
the training and unknown testing distributions. To make
it more clear, we collect 10000 relabeled samples (s, a, g’)
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Figure 4. Correlation between (a) supervised loss, (b) state-goal
distance and the uncertainty rank.

and rank these samples according to the UW in Eq (4). Fora
sample (s, a,g’), we record two values, the supervised loss
(i.e., |[a—mg(s, g")||3), and the distance between the desired
goal and the achieved goal (i.e., ||(¢’ — ¢(s))]|3, short for
“state-goal distance”). Then, we average their values for
every 1000 ranked samples. The results are shown in Figure
4. Interestingly, UW assigns more weights to samples with
larger supervised loss, which may also be related to Dis-
tributionally Robust Optimization (Rahimian & Mehrotra,
2019; Goh & Sim, 2010), thereby improving performance
on worst-case scenarios. Moreover, UW prefers samples
with larger state-goal distance. Since every state-goal pair
(s, ¢’) defines a task from s to ¢’, UW enhances harder tasks
with larger state-goal distance. In general, OOD goals are
relatively further away than IID goals, which also interprets
why UW works for OOD generalization.

5.3. Generalizing to OOD Goals

Table 1 reports the average success rates of GOAT and other
baselines on the introduced benchmark. We denote GOAT
with expectile regression as GOAT(7), where 7 < 0.5. From
the results, we can conclude that OOD generalization is
more challenging than IID tasks. For example, the per-
formance of GoFAR, GCSL, and BC drops by more than
half on OOD tasks. On the contrary, GOAT and GOAT(7)
achieve the highest OOD success rates over 16 out of 17
tasks. Compared with WGCSL, GOAT improves the IID
performance slightly but considerably enhances the OOD
performance.
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Table 1. Average success rates (%) with standard deviation over 5 random seeds. Blue lines and purple lines refer to IID and OOD tasks,

respectively. Top two success rates for each task are highlighted.

Task Group Task GOAT(7) GOAT WGCSL GCSL BC GoFAR DDPG+HER CQL+HER MSG+HER
Right 100.0£0.0  100.0£0.0  100.0£0.0  93.6+4.3 92.0+3.0  100.0£0.0 99.6+0.6 100.0£0.0 99.440.6
Reach Left-Right Left 99.940.2 99.042.0 97.8+44 36.3£109 304£152 542493 73.84+27.6 94.5+6.3 85.6£15.7
Average 99.9 99.5 98.9 65.0 61.2 77.1 86.7 97.2 92.5
Near 100.0£0.0  100.0£0.0  100.0£0.0  79.7£3.0 85.3+4.3  100.0+0.0 95.9£2.0 100.0£0.0 98.612.8
Reach Near-Far Far 90.9£1.5 97.6%1.1 89.0£2.1 33.5£5.5 37.9£9.7 85.0£1.9 66.8+6.9 88.0+2.1 77.849.7
Average 95.4 98.8 94.5 56.6 61.6 92.5 81.4 94.0 88.2
Right2Right ~ 96.24+1.2 95.9+1.2 93.2+0.9 82.1+£3.7 78.9+3.8 95.9+1.4 60.1£6.0 83.31+2.7 92.840.9
Right2Left 75.6+3.6  69.31+6.6 63.3+8.9  40.14+6.0 25.6£2.7 43.84+4.7 28.5+4.3 46.2+7.1 52.946.5
Push Left-Right Left2Right 78.8+6.8 76.0+7.4 67.6+7.1 38.846.8 33.5£8.1 59.7+4.3 20.6£11.5 40.4+12.1 59.3+7.7
Left2Left 75.6£12.1  61.1£7.6 47.7+7.4 35.4+6.6 20.9£3.2 32.54+5.8 27.0£3.8 349459 38.8£7.9
Average 81.5 75.6 68.0 49.1 39.7 58.0 34.1 51.2 61.0
Near2Near 97.240.7 92.042.6 93.5£1.0 77.6+4.7 67.5£3.6 92.6+2.2 39.34+22.4 77.7£3.9 84.7£6.1
Near2Far 78.4+3.5 70.3+5.7 67.0+£54  43.1+7.2 249459 60.943.8 30.5+12.1 60.0£6.2 58.442.1
Push Near-Far Far2Near 70.5+£24  69.5+3.6 68.0+£2.4 474435 40.2+7.5 65.0+4.8 25.0£12.8 61.1+4.3 56.546.0
Far2Far 55.1+£24  50.8%+1.8 S51.14+4.7 27.9+4.1 15.3£2.7 41.3+£3.1 18.0+7.0 47.1+2.4 41.7+5.4
Average 75.3 70.6 69.9 49.0 37.0 65.0 28.2 61.5 60.3
Right2Right ~ 96.5+1.1 97.3+1.2 93.845.3 534+£14.1 529475 56.94+4.3 40.4+13.1 91.9+6.8 94.94+2.2
Right2Left 87.945.1 88.6+1.1 89.4+3.9 20.7+£6.9 5.61+2.1 9.3+1.8 52.7£14.9 82.4+12.6 89.3+£6.8
Pick Left-Right Left2Right 91.442.3 93.9£1.9 90.0+4.1  47.0£10.9 37.24+6.4 51.1£6.5 9.8£5.7 86.4+8.6 60.8+16.5
Left2Left 87.6£5.7 88.3£3.7 87.0+5.1 24.7£7.8 33+14 6.0£2.0 26.4+10.9 83.5+9.1 66.9£7.0
Average 90.8 92.0 90.0 36.4 24.8 30.8 323 86.1 78.0
Low 99.3£0.5 99.8+0.2 98.6+1.3 84.443.6 72.4+5.4 95.2+1.6 50.4+23.9 100.0+0.0 97.3+2.2
Pick Low-High High 78.3+6.3 71.9+6.4 66.616.6 28.446.9 3.0+1.6 7.6+3.1 17.0£10.2 44.61+9.2 23.3£7.8
Average 88.8 85.8 82.6 56.4 37.7 51.4 33.7 72.3 60.3
Right2Right ~ 82.0+3.2 79.0+£5.8  70.8£13.5  62.2+7.0 60.3+4.7 62.6+8.7 47%£1.5 20.3+2.5 20.84+5.0
Right2Left 45.1+8.8 41.3+7.1 36.248.6 11.54£2.0 15.746.0 31.6+3.9 0.3+0.4 8.61+3.0 7.3+4.9
Slide Left-Right Left2Right 79.6+2.7 59.0+£7.6  50.7£12.7  29.1+4.8 41.8£7.2  51.0£10.5 0.2+0.2 1.7£0.7 3.6+4.3
Left2Left 52.5£8.3 50.1£9.5 353%113 255454  33.7+10.6  28.2+2.6 2.1+£1.1 43425 7.1£33
Average 64.8 57.4 483 32.1 37.9 434 1.8 8.7 9.7
Near 77.4£4.5 76.9+3.3 73.1£5.8 28.0£7.1 26.6+8.3 69.34+2.8 11.3+4.5 43.54+3.3 28.3£9.5
Slide Near-Far Far 25.1£3.9 29.0+4.5 17.4£3.2 0.0£0.0 0.0£0.0 24.1£29 44437 7.4+£3.8 2.6+14
Average 51.2 53.0 452 14.0 13.3 46.7 7.8 25.5 15.4
Near 72.6+5.3 71.9+3.2 70.0+3.6 0.040.0 0.00.0 77.4+1.7 0.0£0.0 1.84+3.6 0.040.0
HandReach Near-Far ~ Far 33.1+4.5 38.4+4.1 31.8£3.8 0.1£0.2 0.0£0.0 36.943.1 0.0£0.0 0.0£0.0 0.0£0.0
Average 52.8 55.2 50.9 0.0 0.0 571 0.0 0.9 0.0
Average IID Tasks 91.2 90.3 88.1 62.3 59.5 833 44.6 68.7 68.5
g OOD Tasks 70.9 67.9 62.1 28.8 21.7 40.5 23.7 46.5 43.1
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LeftRight .
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Figure 5. The coverage of successful goals. The darkness of color
represents the success rate of each goal for 5 random seeds. The
black dotted line is the dividing line between IID and OOD goals.
The IID areas are the right half (top row) and the lower half (bottom
row) rectangles for the two tasks.

While CQL+HER and MSG+HER exhibit better perfor-
mance than GCSL and BC, they are worse than weighted
imitation learning methods WGCSL and GOAT, possibly
due to pessimism restraining generalization. Besides, they

fail on hard tasks such as Slide and HandReach. Another
observation is that although GOAT, WGCSL, GoFAR are
all weighted imitation learning methods, their OOD per-
formance varies significantly, indicating components of
weighted imitation learning also matter. To better under-
stand these components, we will present an in-depth ablation
analysis in Section 5.4.

In Figure 5, we visualize the coverage of successful goals
in Push Left-Right and Pick Low-High tasks, given fixed
initial states at the right center and bottom center, respec-
tively. Each small square represents a goal in the goal space,
and their darkness represents the average success rate for
5 random seeds. The results demonstrate that GOAT has
the largest coverage of successful goals among the base-
lines, including the strong baseline WGCSL. Notably, both
CQL+HER and GCSL exhibit limitations in their capacity
to generalize to unseen goals. Specifically, CQL+HER is re-
stricted to the training distribution, whereas GCSL displays
inadequate coverage for even IID goals due to overfitting to
noise. The observed results are also in alignment with our
didactic example in Section 3.1.
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Table 2. Ablations of each component of GOAT.
Success Rate (%) ‘ BC +HER +EAW +DSW +Ens +UW +ER

OOD Tasks 217 288 53.1 62.1 634 679 709
Increment +0 471 +243 490 +1.3 +45 +3.0

All Tasks 348 507 65.4 71.1 722 757 77.9
Increment +0 +15.9 +14.7 +5.7 411 435 422

5.4. Ablations

To measure the contribution of each component of GOAT,
we gradually add one component from BC to GOAT and
record the performance increment caused by each compo-
nent. As shown in Table 2, the recorded results are average
success rates of 17 OOD tasks and all 26 tasks. On average,
each component brings improvement for OOD generaliza-
tion of offline GCRL. For OOD tasks, EAW and DSW con-
tribute the most by improving the surrogate expert policy for
imitating. Besides, HER and UW also bring considerable
improvement through data augmentation and uncertainty re-
weighting. In addition, ensemble technique (Ens) improves
the estimation of value functions but has the least effect
on the overall performance. Expectile regression (ER) im-
proves the average performance, but slightly reduces OOD
performance on hard tasks such as Slide Near-Far and Han-
dReach as shown in Table 1. Furthermore, we also compare
variants of GOAT with V functions and x2-divergence in
Appendix D .4.

== GOAT WGCSL == MARVIL+HER == MARVIL== CQL+HER == CQL GCSL == Random
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Figure 6. Online fine-tuning using DDPG+HER for different pre-
trained agents on FetchPush and FetchPick tasks.

5.5. Online Fine-tuning to Unseen Goals

We design an experiment to fine-tune pre-trained agents
with online samples to verify whether the generalization
ability of pre-trained agents is beneficial for online learn-
ing. The pre-trained agents are trained on offline datasets
with partial coverage (Right2Right) and fine-tuned to full
coverage (Right2Right, Right2Left, Left2Right, Left2Left).
We apply DDPG+HER to fine-tune the policies and value
functions after each episode collection. Additional Gaussian
noise and random actions are applied for exploration. More
detailed description can be found in Appendix D.12.

The experimental results are show in Figure 6, which demon-
strate that (1) most pre-trained agents learn faster than the
randomly initialized agent (namely “random”) and (2) differ-
ent initializations for goal-conditioned agents perform sig-
nificantly different during fine-tuning. Specifically, GOAT
outperforms other methods on the efficiency of online fine-
tuning, while CQL, MARVIL (Wang et al., 2018) and GCSL
result in slow-growing curves. We observe that the perfor-
mance of GCSL initialization is similar to that of random
initialization. It is likely that value networks contain valu-
able information for DDPG+HER agents to transfer from
offline to online. This also explains why GOAT brings
improvement, as it enhances value function learning via
ensemble and expectile regression.

6. Related Work

Goal-conditioned RL  GCRL is a branch of reinforcement
learning where agents need to achieve multiple goals shar-
ing the same environmental dynamics (Schaul et al., 2015;
Andrychowicz et al., 2017). Goal relabeling (Andrychowicz
etal., 2017; Li et al., 2020a; Eysenbach et al., 2020; Yang
etal., 2021a) is an effective technique that handles the sparse
reward problem in GCRL and augments the data for policy
learning. To improve the generalization ability, several prior
works mainly focus on learning generalizable representa-
tions, e.g., combining Successor Feature with UVFA (Ma
etal., 2018; Borsa et al., 2018), decomposing () value via
Bilinear Value Networks (Hong et al., 2022), and learn-
ing discretization bottleneck representation for goals (Islam
et al., 2022). Han et al. (2021) propose to learn invariant
representation via aligned sampling to tackle the spurious
feature problem. Our work differs from previous works in
that we consider the offline GCRL setting, where pessimism
can inhibit OOD generalization.

Offline RL and Offline GCRL Offline RL handles the
distribution shift challenge and learns policies from static
datasets (Levine et al., 2020). Generally, offline RL meth-
ods can be divided into two main directions, i.e., policy
regularization and value underestimation. The first direction
includes methods that constrain the learned policy to be
close to the behavior policy under certain distance measure
(Wang et al., 2018; Fujimoto et al., 2019; Nair et al., 2020b;
Yang et al., 2021b; Fujimoto & Gu, 2021). Another direc-
tion is to underestimate values for OOD actions (Kumar
etal., 2020; Yu et al., 2021; An et al., 2021; Bai et al., 2022;
Yang et al., 2022a; Ghasemipour et al., 2022). As for offline
GCRL, current methods can also be grouped into policy reg-
ularization (Yang et al., 2022b; Ma et al., 2022b) and value
underestimation (Chebotar et al., 2021) methods. Different
from prior works, our work focuses on learning policies
from offline data and improving the ability to generalize to
out-of-distribution goals.
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Domain Generalization (DG) DG aims to learn a model
from training domains that can generalize on unseen testing
domains (Zhou et al., 2021a; Wang et al., 2022). Solutions
to DG include data augmentation (Zhou et al., 2020; 2021b),
meta learning (Li et al., 2018; Balaji et al., 2018; Yong et al.,
2023), invariant representation learning (Arjovsky et al.,
2019; Lin et al., 2022a; Zhou et al., 2022; 2023; Lin et al.,
2022b) and distributionally robust optimization (Sagawa
et al., 2019). In reinforcement learning, DG is handled
with data augmentation (Wang et al., 2020), environment
generation (Jiang et al., 2021), and representation learning
(Mazoure et al., 2021; Sonar et al., 2021; Han et al., 2021).
Unlike these works, we mainly consider the covariate shift
and handle pessimism and generalization simultaneously
for OOD generalization of offline GCRL.

7. Conclusion

Learning from purely offline datasets and generalizing to
unseen goals is one of the pursuits of the RL community. In
this paper, we investigate the problem of out-of-distribution
(OOD) generalization of offline GCRL. Through theoreti-
cal analysis and empirical evaluation, we demonstrate that
(1) the choice of offline RL methods, particularly weighted
imitation learning, and (2) the techniques to minimize the
generalization bound, are crucial for this problem. With
these insights, we propose GOAT, a new weighted imitation
learning method that achieves strong OOD generalization
performance across a variety of tasks. In the future, we be-
lieve our work will inspire more scalable and generalizable
reinforcement learning research.

8. Limitations

The major limitation of this work is that we mainly consider
algorithmic designs motivated by the OOD generalization
theory. There are many interesting future directions not
included in this paper, e.g., studying representation learning
(Mazoure et al., 2021), goal embeddings (Islam et al., 2022),
world models (Anand et al., 2021; Ding et al., 2022), and
network designs (Lee et al., 2022; Xu et al., 2022; Hong
et al., 2022) to improve OOD generalization for offline RL
and offline GCRL.
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Appendix

A. Algorithm Pseudo Code

Algorithm 1 GOAT Algorithm

Initialize policy 7y and N value functions Q1, . .., Qx, and two FIFO queues B, = {} and Bstq = {};
for training step = 1,2, ... do
Sample a mini-batch from the offline dataset: {(s¢, at, g, 74, 8t41)} ~ D;
Relabel the mini-batch with a probability of preiaber: {(st, at, §'s 75, St+1)} ~ Drelabel ;
Update value functions Q;, i € [1, N| to minimize Eq (3) with the mini-batch ;
Estimate advantage values A(s, at, ¢') using Q;,i € [1, N| and store them into the queue B,;
Get the « percentile advantage value from B, to calculate the DSW;
Estimate the bootstrapped uncertainty Std(s;, g) and store them into Bg4;
Compute the UW according to Eq (4);
Update policy g to maximize the objective in Eq (2) with the mini-batch:
end for

B. Theoretical Proofs
B.1. Useful Lemmas

Lemma B.1. Assume the maximum reward is R, For any two goal-conditioned policies m and 7 g, we have that

T T 2Rmax
V E(s()ag) -V (S()vg) < WESr\adﬂE(ﬂso,g) [DTV('TF('|3,9),WE("S,Q))]

Proof. For any policy , its value function can be formulated as V7™ = ﬁ]E(S)a)N pr[7(s,a)] (Puterman, 2014). In the
goal-conditioned setting, we also need to include goals into consideration. Then, we can derive

- W 1 1
V™ (s, 9) — V™ (s0,9)| = ‘ME(s,a)wﬂE(-so,g) [r(s,a,9)] — EE(S,a,g)NPw('\So»Q) [r(s,a,9)]
1
< i Z |(p7rE(Saa/|307g> _pﬂ'(87a|807g))r<s>aag>‘
v (s,a)eSxA
2 Rinax

IN

1— ~ DTV(pTrE('|SOag)a pﬂ'('|80ag))'

With Lemma 5 in (Xu et al., 2020), we comlete the proof:

2Rmax

- x 2 Rinax
V™ (s0,9) =V " (s0,9)| < 1 _m; DTV(pWE('|5079)7p7r("807g)) < 1 _,}/)QESNdwE(S\SmQ) [DTV(W('|S7g)77TE('|svg))]

O

Lemma B.2. Assume the maximum reward is R, For any two goal-conditioned policies m and 7, we have that

2Rmax
5E oo~r  [Drv(n(ls,9), 75 (s, 9))]

SubOpt(mp, ) = E(yy o)~ p7 [V (50, 9) = V™ (50,9)] £ =5
(1 - 7) srdm g (s150,9)

Lemma B.2 is a direct result of combining Lemma B.1 and the definition of the suboptimality in Eq (1).

Definition B.3. For any state-goal distribution p(s, g), we define
Ep(ﬂ-Ev 71-) = E(s,g)wp(s,g) [DTV (ﬂ-('|87 9)7 7TE('|Sa g))} .
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Lemma B.4. For any three policy 71, 3, w3 and any state-goal distribution p, we have:
e’ (w1, m2) < ef(my, m3) + (3, 2)
Proof. This can be proved by noticing that D7y is a distance metric.

Ep(7Tla7T2) = E(s,g)rvp(s,g) [DTV (71—1(’|svg)77r2('|579))}
S Es gymp(sg) [Drv(m1(ls,9), m3(:]s,9)) + Drv (s (:ls, 9), m2(]s, 9))]
S €p(7T137T3) + €P(7T37ﬂ-2)

O
Lemma B.5. Assume the expert policy mg is invariant across training and testing domains. For a policy w, we have
T S
e (mg,m) <e”(mg,m) +di(T,S)
where the variation divergence dy between two distribution S1 and Ss is defined as follows:
di(S1,82) =2 sup | > (Ps, () — Ps,(x))|,
Jcx zeJ
Proof. With the definition of variation divergence, we have
el (rg,m) = J(WE, ) + ES(WE, ) — gs(mw) < eS(ng,m)+ e (mg,7) — ¥(mp, )|
= (e, m) 45 3 1PE(50,9) — P50, 9)l Y ey 5150, ) me(alssg) — wlals. o)
(8079)
S 7TE7 Z |PX S0,9 PX(SO7g)|
(50,9)
< 58(7TE,7T) +di(T,S)
O

Lemma B.6 (Generalization Bound for Finite ERM). Consider finite hypothesis space J and bounded loss function in [a, b].
When optimizing empirical loss function L(f) = % S L(f (i), i) instead of the expected one L(f) = B, ) L(f(x),y),
with probability as least 1 — 0, the true loss can be bounded as:

L(f) < L(f) + \/(b —a)?(log 2| F| + log 1)

2m

Lemma B.6 is a well-known result from (Mohri et al., 2018).

B.2. Proof of Theorem 3.1

Proof. With Lemma B.2 and the definition of policy discrepancy on training and testing distributions:

eT (ng,m) =E Go.)~PT [Drv (7(ls,9),7E(]s,9))] ,

srvdr g (s150,9)

as(ﬂ-fhﬂ-) =K (soyg)~P§ [DTV(T(('|$79)77TE('|Sag))] .
s~vd (s150.9)
we have
2Rm x 2Rm X
Subopt(ﬂ-fh ) 7aE (s0,9)~PT [DTV(T(('|S79)7ﬂ-E('|Sag))] = 7a2€T(7TE77T)
(1 - ) s~dn g (s150,9) (1 - ’Y)
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Regarding 7 (7, ), we use Lemma B.4 and Lemma B.5 to obtain an upper bound:
ET(TFE,W) < ES(ﬂ'E,ﬂ') + dl(T,S) < ES(ﬁ'E,ﬂ') + ES(TFE,’IATE) + dl(T,S)

When we use finite sample to estimate e (7, ), the true loss can be bounded with Lemma B.6. Note that the Dy can be
bounded in [0, 1]. Therefore, we can complete the proof. With probability at least 1 — 4,

2R log 2|TI| + log &
bOpt < “lfimaz |5 (a 54 d log 211} 4 log §
Su Op (ﬂ-Evﬂ—) = (1 _7)2 € (ﬂ-Evﬂ-) +e (T‘—Eaﬂ—E) + 1(7—78) + om
O
B.3. Proof of Theorem 3.2
Proof. Step 1. First we explicitly show
_ 1
sup d1(Z,5) =2(1 — —). 5

On one side, simple algebra shows that the following distribution S” € S will induce the distance shown in Eq (5):

Po(a) = {O, ifreJ,

0, otherwise .

where | 7| = 1/C < |X|. On the other hand, we are going to show there is no distribution that can elicit a distance larger
than that in Eq (5). We prove it by contradiction by assuming a distribution S”” which has

- 1
dq (8" 2(1 = ——).
Then there exists J" C X such that
[ Perto) = Pt o] > (1= ) ™
vegn o TSI clx|”
With out loss of generality, we assume
[ o) = Pstondo > (1= o) ®
S xr) — alx X _
zeg" 5 C|Xx|
Denote T 7 = ﬁ Jue i Psv(x)dx. Ttis clear that Z 7 < C. Then the RHS of Eq (8) is
7@ = ) =TT (1 = ) ©)
T T g
1
<(1-— 10
<( ‘X|i‘j//) (10)
1

where the first inequality is due to |7"|Z 7~ < 1 and the second inequality is due to Z7~» < C. Thus we arrive at a
contradiction. So Eq (6) does not hold. Putting these together, we show that Eq (5) holds.

Step 2. We now proceed to show V.S € S,

sup d1(Z,5) > 2(1

1
N . 12
i oy 12
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We know that for any S in S, there exists a subset 7 C X such that

[ pstwyin <1711
xeJ
Let Jys be the subset of X'/ J which contains the smallest 1/C — |7 | points:

I = Pg(z)dx.

min /
MCX/T IMI=1/C—|T| J m
By the definition of 7y, it is easy to see that the mean density ratio X’ / (J U Jps) is larger than that of 7y,

1

|X| - 1/0 T€EX /(TUIT M)
1

]‘/C - |‘7| FASNAY

Ps(x)dx >

Ps(x)dx,

We now proceed to prove (by contradiction) that

1

— Ps(z)dr < 1/|X|.
1/0 zeIMmUT S() /| |

We first assume

1

— Ps(z)dz > 1/]X|
1/0 reIMUT
By Eq (13) and (17), we have

1/c ||
Pg(2)de > L= 121
/zejM sl@)dr > =]

and further with Eq (15) we have

Xl -1
x>7| | /C.

/IEX/(jUJJ\/[)

Putting Eq (19) and Eq (17) together, we have

/ Pg(z)dx > 1,
TEX

which arrives at a contradiction. So Eq (16) holds. We then construct Z as

C,ifre JUIm,
Py(x) = .
0, otherwise .
With Eq (21) and Eq (16), we have

1
/a;ej (Pz(z) — Ps(x))dz > 1— aa

So we prove Eq (12).
Putting Step 1 and 2 together, we finish the proof.
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C. Offline Datasets and Implementation Details
C.1. Offline Datasets

For the benchmark tasks, offline datasets are collected by the final online policy trained with HER (Andrychowicz et al.,
2017). Additional Gaussian noise with zero mean and 0.2 standard deviation and random actions with probability 0.3 is
used for data collection to increase the diversity, following previous work (Yang et al., 2022b). For the FetchSlide task, we
only use noise with a standard deviation of 0.1 because the behavior policy is already suboptimal. After data collection,
different from (Yang et al., 2022b), we need additional data processing to select trajectories whose achieved goals are all in
the IID region. The IID region is defined by each task group, which is shown in Table 3. A special case is the HandReach
task, where we do not divide the dataset due to its high dimensional space and we use different scales of evaluation goals
instead. Compared with prior offline GCRL works (Yang et al., 2022b; Ma et al., 2022b), we use relatively smaller datasets
to study the OOD generalization problem. Our datasets encompass trajectories of different length, ranging from 200 to
20000, with each trajectory comprising 50 transitions. A comprehensive summary of this information is presented in Table
3. The dataset division standard refers to the location requirements of initial states and desired goals for IID tasks (e.g.,
Right2Right). For OOD tasks, the initial state or the the desired goal are designed to deviate from the IID requirement (e.g.,
Right2Left, Left2Right, Left2Left).

Table 3. Information about 9 Task Groups and Datasets.

Datasets (Task Group) ‘ 1ID task OOD task Trajectory number  Size (M) Dataset Division Standard

Reach Left-Right Right Left 200 1.6 the gripper’s y coordinate value > the initial position
Reach Near-Far Near Far 200 1.6 the I distance between gripper and the initial position < 0.15
Push Left-Right Right2Right  Right2Left, Left2Right, Left2Left 5000 67 the object’s y coordinate value > the initial position

Push Near-Far Near2Near Near2Far, Far2Near, Far2Far 5000 67 the [, distance between the object and the initial position < 0.15
Pick Left-Right Right2Right  Right2Left, Left2Right, Left2Left 5000 67 the object’s y coordinate value > the initial position

Pick Low-High Low High 5000 67 the object’s z coordinate value < 0.6

Slide Left-Right Right2Right  Right2Left, Left2Right, Left2Left 20000 266 the object’s y coordinate value > the initial position

Slide Near-Far Near Far 20000 266 the object’s x coordinate value < 0.14

HandReach Near-Far Near Far 10000 429 the range of meeting position for two fingers

Table 4. w and 7 used for GOAT and GOAT(7).

Task Group GOAT GOTA(7)

Reach Left-Right w=15 w=2571=0.3
Reach Near-Far w=20 w=1571=0.1
Push Left-Right w=25 w=1571=0.1
Push Near-Far w=15 w=2571=0.1
Pick Left-Right w=10 w=257=03
Pick Low-High w=20 w=157=03
Slide Left-Right w=15 w=2571=0.1
Slide Near-Far w=20 w=1571=0.3
HandReach Near-Far | w =2.5 w=2.0,7=0.1

C.2. Implementation Details

Implementations Following (Yang et al., 2022b; Ma et al., 2022b), value functions and policy networks (along with their
target networks) are all 3-layer MLPs with 256-unit layers and relu activations. We use a batch size of 512, a discount factor
of v = 0.98, and an Adam optimizer with learning rate 5 x 10~ for all algorithms. We also normalize the observations
and goals with estimated mean and standard deviation. The relabel probability p,c;qpe; = 1 for most environments except
for Slide Left-Right and Slide Near-Far, where p,¢jqpe; = 0.2 and 0.5, respectively. In EAW, the ratio 3 is set to 2 and
EAW is clipped into range (0, M| for numerical stability, where M is set to 10 in our experiments. For DSW, we utilize a
First-In-First-Out (FIFO) queue B, of size 5 x 10* to store recent calculated advantage values, and the percentile threshold
« gradually increases from 0 to aupq,- We use anq, = 80 for all tasks except HandReach and Slide Left-Right, and
Qmaz = D0 for HandReach, o4, = 0 for Slide Left-Right. When A(s, a, ¢’) < c and c is the « quantile value of B,,
we set €(A(s,a,g')) = 0.05 instead of 0 following (Yang et al., 2022b). For the uncertainty weight (UW), we use N = 5
ensemble @ networks to calculate the standard deviation Std(s, g) and maintain another FIFO queue Bi:q to store recent

17



What is Essential for Unseen Goal Generalization of Offline Goal-conditioned RL?

Std(s, g) values. The Std(s, g) values are then normalized to [0, 1] with the maximum and minimum values in Bj4. Besides,
Wynin 18 set to 0.5 and w is searched from {1, 1.5,2,2.5}. In our experiments, we still find w is unstable for different tasks.
It is therefore necessary to develop a more stable uncertainty weight estimation method with less hyperparameter tuning in
the future. Regarding the expectile regression (ER), we search 7 € {0.1, 0.3} because empirical results in Appendix D.5
shows that 7 € {0.1, 0.3} performs the best. The hyperparameters w and 7 for GOAT and GOAT(7) are listed in Table 4.

Baseline Descriptions In our experiments, all the baselines share the same policy and value network structures, as well
as hyperparameters. As regards to WGCSL (Yang et al., 2022b) and GoFAR (Ma et al., 2022b), we use their official
implementations. Denote the original dataset as D and the relabeled dataset as D,.¢;qpe;. In the following part, we introduce
several baselines used in our paper.

* WGCSL: using relabeled offline samples to maximize

JwacesL(me) = Eis, a;,6(5:))~Dreraper [(We,i - 10g To(at|st, d(s4))]

where wy; = v expy, (BA(st, ar, ¢(s:))) - €(A(se, ag, ¢(si))). In our paper, since we find DRW (i.e., 7'~*) is not
useful for OOD generalization (see Appendix D.9), we just set DRW=1. Besides, [ is set to 2 as GOAT.

* GoFAR:
JGoFAR(Tr@) = E(st7at,g)~D[1og ﬂ-@(at‘sh g) maX(A(S7 a, g) + 13 O)]a

where the advantage function is estimated by discriminator-based rewards. The discriminator c is learned to min-
imize By p(q) [Ep(sig) [108 (s, 9)] + E(s,g)~nllog(l — c(s,9))]]. The value function V is learned to minimize

(1 = VE(s,9)~p00(0) [V (8, D] + 3E(s,0,9,5)~0[(r(5:9) + 1V (s's9) = V(s:9) + 1)* for V > 0.
* BC: behavior cloning on original offline samples to maximize Jpc () = E(s, a,,g)~p[log m(as|st, g)].
* GCSL: using relabeled offline dataset to maximize Jacsr(m9) = E(s, a,,9)~ Dy erane: 108 To (at|5t, g')].

* MARWIL+HER: using relabeled offline dataset to maximize

IMARWIL+HER (T0) = E(s, 0,0~ D, e10pe: [108 To(at[52, 9') exp(BA(se, ar, g))]-
We also clip the exponential weight to (0, 10] for numerical stability. 3 is set to 2 similar to WGCSL and GOAT.

* IQL+HER: using expectile regression L3, an additional V' network and weighted imitation learning to remove OOD
actions from value estimation. Hyperparameters are set the same as WGCSL, MARVIL and GOAT.

Ly ($) = B(s, 01,90~ Detaner [ L2 (Qo (51, a1, 9') = Vi (51, 9"))]
LQ(8) = E(spar,s041.9)~Dretane (56,0, 9') + 9V (5641, 9) = Qo(st, ar,9))?)]
J(79) = E(s,,a0,9')~Dyretare [€XP (BQo (51, a1, 9') = V(5. 9)) log mo(alse, g'))]
¢ CQLA+HER: For a fair comparison, we implement CQL on top of DDPG+HER. The objective of CQL+HER is:
JoQueter (T0) = B (s, g)~D,eraper [Q(56: To(52,.97), 97)]
The @ function of CQL+HER is learned by minimizing the following loss:

LCQL+HER = E(Smamstﬂ,9’)NDreLube,l [(Q(Stv ag, g/) - BTFQ(Sta ag, g/))2] + a]E(Smy/)NDrelabez7a~exp (Q) [Q(st’ a, gl]]

where B™ is the Bellman operator. « is the ratio to balance the CQL loss and the TD loss. Another baseline DDPG+HER
is exactly oo = 0.

* MSG+HER: We implement MSG based on ensemble DDPG with N = 5 independent () networks and an LCB
objective. Each @) network learns to minimize the TD loss in Eq (3). The policy learns to maximize

N
1
Jmsc+aER(T) = ]E(st19/)ND'r'elabel,GNTI'G(SM.‘]/)[N E Qi(st,a,9") — ¢+ /Var(Qi(st,a,9'), .., Qn(st,a,9'))]
1=1
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Training Dataset GCSL DDPG+HER CQL+HER

Non-Expert 10 Expert 10

Non-Expert 50

Figure 7. Evaluation of different agents on 2D PointReach task over 5 random seeds. “Expert 10” refers to the clean expert dataset,
“Non-Expert N” refers to the noisy dataset with N = 10, 50 trajectories, respectively. Training trajectories are mainly on the upper
semicircle, and the evaluation goals are on the full circle of radius 10.

Table 5. Final average success rates of different agents trained on three types of PointReach datasets. The results are averaged over 5
random seeds.

GOAT(ours) WGCSL (tuned) WGCSL GCSL Goal BC HER CQL+HER

R10  0.86 + 0.08 0.94 £ 0.06 0.82£0.07 072£0.09 0.67+0.02 00+0.0 0.39+0.05
R20  0.48 +0.21 030 £0.14 040£0.19 0.03+£006 045+010 00+0.0 0.01+0.02

R10  0.94 +0.08 0.89 £0.12 094+01 0.66+0.18 029+006 00x00 0.52=+£0.05
R20  0.69 +0.18 0.63 £ 0.19 053+£0.1 0.124+0.09 0.06+0.04 00+£00 0.16+£0.06

R10  1.00 £ 0.00 0.98 + 0.04 0.96+0.08 098 +0.04 0.57+0.02 0.60+030 0.84=£0.12
R20  0.92 + 0.04 0.91 + 0.14 0.81+0.14 033+£0.12 0.10£0.04 0.16+£0.16 0.75 £ 0.08

Expert 10

Non-Expert 10

Non-Expert 50

D. Additional Experiments

In this section, we include the following experiments:

1. 2D PointReach Task;

2. Uncertainty and Density;

3. Ablation on the Ensemble Size;

4. Additional Ablations of GOAT;

5. The Effectiveness of Expectile Regression;

6. Ablations of Ensemble and HER for Other GCRL Algorithms;

7. Ablations of GoFAR;

8. Combining Weighted Imitation Learning with Value Underestimation;

9. Discounted Relabeling Weight (DRW);
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10. Adaptive Data Selection Weight;

11. MSG+HER with Varying Hyper-parameter;

12. Online Fine-tuning;

13. Training Time;

14. Random Network Distillation as the Uncertainty Measurement;

15. Full Benchmark Experiments.

D.1. 2D PointReach Task

Average Success Rates and Cumulative Returns In Table 5 and Table 6, we provide average success rates and average
cumulative returns of different algorithms on “Expert 10”, “Non-Expert 10”, and “Non-Expert 50” datasets. We also include
the performance of our method GOAT for comparison. As demonstrated in the two tables, GOAT achieves the highest
average success rates and average returns on all three types of training data, surpassing the strong baseline WGCSL. In
addition, we visualize trajectories collected by these agents in Figure 7. The results also show that GOAT performs better
than WGCSL with a smaller trajectorie variance on the lower semicircle. Other conclusions keep the same as the didactic
example in Section 3.1.

Table 6. Final average returns of different agents trained on three types of PointReach datasets. The results are averaged over 5 random
seeds.

GOAT(ours) WGCSL (tuned) WGCSL GCSL Goal BC HER CQL+HER

R10 34.69 £+ 2.81 38.37 + 2.36 3376 £3.07 30.23 £3.22 28.48 £0.75 0.05 £ 0.0 1522 +£1.16
R20 15.34 +5.35 10.35 + 3.96 1299 +£549 1.75+2.24 14.62 +2.77 0.00 £ 0.0 0.14 £ 0.28

R10 37.57+3.21 35.50 £ 4.88 3734 £3.56 22424475 1262+£1.89 0214032 2090+ 1.06
R20 20.88 + 5.84 19.27 £5.52 16.19 £2.89 2.42+2.09 1.58 £0.75 0.00 £+ 0.00 393+1.20

R10  39.99 + 0.1 39.22 + 1.46 3823 +£3.29 32844175 18.72+£090 24.70+1241 32.50+£4.33
R20 27.89 £1.1 27.34 £4.19 2393 +437 653+£241 3.65+0.78 521 £496  21.09 +£2.53

Expert 10

Non-Expert 10

Non-Expert 50

Table 7. Final average success rates of CQL+HER agents with different hyperparameter «. The results are averaged over 5 random seeds.
CQL+HER a=>5 a=2 a=1 a=0.1 a=0.01

R10 034 +£0.07 045+0.03 0.39+0.05 036+0.07 0.21=+0.08
R20 0.09 £0.08 0.08+0.04 0.01 £0.02 0.06+0.06 0.06=+0.07

R10 028 £0.17 0.53+0.07 0.52+£0.05 0.60+0.10 0.10=+0.15
R20 0.07£0.04 0.19=£0.07 0.16£0.06 0.32=+0.04 0.02=£0.04

R10 0.57+0.04 0.76+0.05 0.84£0.12 095+0.10 0.77+0.21
R20 021+0.12 052+0.12 0.75+£0.08 0.66+0.16 0.46+0.24

Expert 10

Non-Expert 10

Non-Expert 50

Hyper-parameter Tuning for CQL+HER It is also interesting to check whether tuning the ratio « of the CQL loss can
enable better OOD generalization. Specifically, we tune « in {0.01,0.1,1,2,5}. The results are shown in Table 7. The
generalization performance of CQL+HER drops as o becomes large, e.g., « = 5, and as o becomes small, e.g., « = 0.01.
When the data coverage is insufficient (i.e., the “Expert 10” setting), CQL+HER cannot generalize on the full circle of
radius 20 (“R20”), no matter how « is adjusted. The tuned results of CQL+HER are still incomparable to weighted imitation
learning methods such as GOAT and WGCSL.

Additional Tasks In addition to tasks introduced before, we include another three datasets in Figure 8 (a), where we have
few trajectories on the lower semicircle. As shown in Figure 8 (b), these tasks are relatively easy compared with those used
in our didactic example, achieving higher average success rates. The conclusions are also consistent with Section 3.1.
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Figure 8. (a) Visualization of three 2D goal-reaching datasets, and two groups of evaluation goals, “R10” and “R20”, with a radius of 10
and 20, respectively. (b) Average success rates of different agents over 5 random seeds.
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Figure 9. The reciprocal of uncertainty is an estimation of density. The uncertainty is measured by the variance of ensemble value
functions for initial state (0, 0) and goals on [—10, 10] x [—10, 10].

D.2. Uncertainty and Density

To verify if the estimated uncertainty can approximate density, we visualize the value of in Figure 9, where Std is

1
Std(so,
the standard deviation of a group of 5 value networks. To calculate values on the figure, we sEet tfl)e state sq as (0,0) and use
the value functions of GOAT to calculate each Std(sg, ¢g), where g is set on a [—10, 10] x [—10, 10] grid with equal intervals
of 1. We can observe that positions with more achieved goals (i.e., near the red stars) have larger values m, which
validates the relationship between uncertainty and density.

Table 8. Ablation on ensemble size for GOAT over all 26 tasks.
Success Rate (%) | N=2 N =3 N =5(defaul) N=7

Average IID 90.4 90.4 90.3 90.6
Average OOD 64.0 66.7 67.9 65.3

D.3. Ablation on the Ensemble Size

The ensemble size IV of GOAT can affect the value estimation and the uncertainty estimation. As shown in Table 8, though
the IID performance is similar, N = 5 works better than NV € {2, 3, 7} on the average OOD success rate. Note that with
different NV, the average OOD success rate is still better than that of WGCSL (i.e., 62.1 for OOD tasks).

D.4. Additional Ablations of GOAT

Taking into account additional design considerations, we also revisit two design choices, namely the value function and
the exponential weight. Specifically, in GOAT, we adopt the approach proposed by WGCSL (Yang et al., 2022b) to learn
Q functions for estimating the advantage value, which is given by A(s¢, ar, g) = r(s¢, at,g) + vQ(St41, 7(S¢11,9),9) —
Q(s¢,7(st,9),9). The difference is that Q values are averaged by an ensemble of Q functions. Alternatively, we can
estimate the advantage values by learning V functions V (s, g), which can be expressed as A(sy, at,g) = r(s¢,at,9) +
YV (st+1,9) — V(s¢, g). Note that the learned action 7 is not needed in the value function learning for V (s, g). We use the
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Table 9. Additional ablations of GOAT. Average success rates (%) with standard deviation over 5 random seeds.

Task Group Task GOAT GOAT(V) GOAT(V+x?)
Right 100.0£0.0 99.9 +0.2 100.0 + 0.0

Reach Left-Right Left 99.0£2.0 945+75 96.6 +£2.5
Average 99.5 97.2 98.3
Near 100.0£0.0 99.6 0.8 100.0 + 0.0

Reach Near-Far Far 97.6+1.1 89.8 £4.5 90.6 + 1.0
Average 98.8 94.7 95.3

Right2Right ~ 95.9+1.2 92.6 +3.4 939+ 1.6
Right2Left 69.3+6.6 489+5.8 520+5.8

Push Left-Right Left2Right 76.0£7.4 562 +5.1 56.6 £ 11.2
Left2Left 61.1£7.6  39.5+4.0 341+£5.1
Average 75.6 59.3 59.2

Near2Near 92.0£2.6 922422 875+ 1.7
Near2Far 70.3£5.7 594 +5.1 63.8+3.9

Push Near-Far Far2Near 69.5+3.6 65.0 3.9 63.4 +3.7
Far2Far 50.8+1.8 413+22 435+43
Average 70.6 64.5 64.6

Right2Right ~ 97.3£1.2 82.1+32 82.5+83
Right2Left 88.6+1.1 52.7+£92 51.4£82

Pick Left-Right Left2Right 939+19 624+£52 64.1 +15.7
Left2Left 88.3+3.7 438+ 134 42.6 £9.8
Average 92.0 60.3 60.2
Low 99.8+0.2  99.1 £0.9 98.9 £ 1.0

Pick Low-High High 71.9+6.4 175 +£25 248 +49
Average 85.8 583 61.8

Right2Right ~ 79.0+£5.8 715 +6.7 71.8 £5.0
Right2Left 41.3+7.1 45.7+£63 40.5£7.8

Slide Left-Right Left2Right 59.0£7.6 522+ 109 31.1+£7.8

Left2Left 50.14£9.5 419+8.7 309 +49
Average 574 54.3 43.6

Near 76.9+3.3 732+ 4.8 72.7+9.0

Slide Near-Far Far 29.0+4.5 264 +4.1 320+44
Average 53.0 49.8 52.4

Near 71.94+3.2 744 +£29 76.8 £2.2

HandReach Near-Far ~ Far 38.444.1 373 £6.5 43.1+£42
Average 55.2 559 60.0
Avers IID Tasks 90.3 87.8 87.1
crage OOD Tasks 67.9 514 50.7

notation “GOAT(V)” to describe this variant of GOAT with V functions. Furthermore, the exponential advantage weight is a
special case of maximizing expected value and minimizing the f-divergence. Following (Ma et al., 2022b), we also consider
replacing the exponential weight with max(A(s, a, g) + c¢,2,0), which is derived by considering the x2-divergence. We
denote GOAT with both V function and y2-divergence as “GOAT(V+x?2)”. After the parameter search, we find cy2 =0
performs well for GOAT(V+x?).

The final results are reported in Table 9. Our results indicate that, on average across the 17 out-of-distribution tasks, the
use of a V function in GOAT significantly reduces the OOD generalization performance, with negligible impact from
the y2-divergence. It is worth noting, however, that for the high-dimensional HandReach task, the best performance is
achieved by incorporating both a V function and x?-divergence into GOAT. The rationale behind this finding lies in the
high-dimensional nature of the state-goal and action spaces in the HandReach task. As a result of this high dimensionality,
the multimodal problem is more pronounced, rendering the learning of a V function useful for achieving better stability than
the Q function. Moreover, the integration of a weighting function induced by the y2-divergence serves to eliminate inferior
data and also alleviate the multimodal problems arising in such high-dimensional spaces. Therefore, the choice of value
function and weighting function also depends on the task characteristics.

D.S5. The Effectiveness of Expectile Regression

Kostrikov et al. (2021) proposed IQL to combine expectile regression with weighted imitation learning in offline RL. The
difference is that we do not learn additional V' function to avoid OOD actions when learning value functions and we validate
its effectiveness for improving advantage value estimation of offline GCRL. As shown in Figure 10, expectile regression
(ER) improves both WGCSL and GOAT by around 3 points on average OOD success rates. Besides, in Figure 11 we show
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Figure 11. Comparing differnt 7 in Expectile Regression
for Weighted Imitation Learning.

that the performance of WGCSL+ER improves with the decrease of 7. We conjecture that the smaller 7 is, the more accurate
the relative relationship of the advantage values are, and thus the better the estimation of the expert policy for imitation.
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Figure 12. (a) Comparison between methods with and without value function ensemble. (b) Comparison of GoFAR and MARVIL with
and without HER. (c) Comparison between WGCSL and WGCSL with value underestimation.

D.6. Ablations of Ensemble and HER for Other GCRL Algorithms

In Figure 12(a) and Figure 12(b), we demonstrate that ensemble value functions and HER can improve the performance of
different RL algorithms, indicating that they are generally useful techniques for OOD generalization of offline GCRL.

Table 10. Ablations of GoFAR on the HandReach task. Average success rates (%) with standard deviation over 5 random seeds.

Task Group Task GoFAR  GoFAR(binary) GoFAR(binary+Q) GoFAR(binary+exp) GoFAR(binary+relabel) GoFAR(binary+exp+relabel)
Near 77.4+1.7 78.94+3.3 4.945.0 10.84+2.7 62.0+7.9 57.1+7.4
HandReach Near-Far ~ Far 36.943.1 39.24+4.3 3.1+1.8 2.6+1.4 29.3+8.2 24.0+4.2
Average 57.1 59.0 4.0 6.7 457 40.5
D.7. Ablations of GoFAR

GoFAR (Ma et al., 2022b) is a recent offline GCRL method which is also based on weighted imitation learning, but we
observe its performance drops significantly on OOD tasks. We conjecture the primary reason is that GoFAR does not use
goal relabeling. To validate our conjecture, we compare GoFAR and GoFAR+HER in Figure 12(b). The results show that
HER does not improve the overall performance of GoFAR but increases the average OOD success rates by a large margin. In
Figure 12(b), the performance increment of GOFAR+HER over GoFAR also matches that of MARVIL+HER over MARVIL.

In our benchmark experiments, we observe that GoOFAR has an advantage on the high-dimensional HandReach task over
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WGCSL and GOAT. Given this observation, we investigate and analyze the roles played by the key techniques of GoFAR’s
design, namely the discriminator-based rewards, the advantage estimation, and the weighting function. We subsequently
compare the following variants:

* GoFAR: it employs discriminator-based rewards, learns V (s, ¢g) function to estimate the advantage value A(s¢,as,g) =
r(st, at, 9) + YV (St+1,9) — V(st, g), weights the imitation loss with max(A (s, at, g) + 1, 0), and does not use goal
relabeling;

» GoFAR(binary): it replaces the discriminator-based rewards with binary rewards r(s¢, az, g) = 1[||¢(s:) — g3 < €];

* GoFAR(binary+Q): it uses binary rewards to learn Q(s, a, g) functions instead of V functions, then the advantage
value are estimated by A(s¢, ar, g) = (s, a, 9) + ¥Q(st41, m(5141,9), 9) — Q(se, 7(s¢, 9), 9);

* GoFAR(binary+exp): it also employs binary rewards to learn V' functions, but includes a weighting term of
exp(A(s, a, g)) based on the KL divergence;

* GoFAR(binary+relabel): it uses binary rewards and goal relabeling for GoFAR;

* GoFAR(binary+exp+relabel): it utilizes binary rewards and goal relabeling to learn V' functions, and the exponential
weighting function exp(A(s, a, g)) for weighted imitation learning.

Table 10 presents the findings of this study, which suggest that the value function and weighting function are the most crucial
components of GoFAR for the high-dimensional HandReach task. “GoFAR(binary+Q)” and “GoFAR(binary+exp)” both
fail on this task. We posit that this maybe due to the following reasons: (1) with high-dimensional state-goal and action
spaces, the Q value function has more dimensions as input than the V function and is therefore less stable and harder to train.
Additionally, the learned policy 7 via weighted imitation learning is prone to interpolation into out-of-distribution actions,
which causes imprecise advantage value estimation using Q(s, 7 (s, g), ). (2) The weighting function max(A(s, a, g)+1,0)
also serves the purpose of clearing poor quality data from our weighted imitation learning, whereas the exponential weighting
function is more sensitive to the multimodal problem. Furthermore, our results indicate that the discriminator-based rewards
play no significant role and may even decrease performance when compared to binary rewards. It is also worth noting
that the effectiveness of goal relabeling varies with the type of weighting function. While it diminishes performance for
max(A(s,a, g) + 1,0), it enhances the performance of weighting with exp(A(s, a, g)).

D.8. Combining Weighted Imitation Learning with Value Underestimation

The value function learning has an impact on the estimation of the expert policy for imitation. It is interesting to see whether
simply underestimating values for weighted imitation learning is also helpful for OOD generalization. In Figure 12(c), we
consider two methods to be on top of WGCSL, CQL (Kumar et al., 2020), and IQL (Kostrikov et al., 2021) (specifically, the
expectile regression technique). We demonstrate that while CQL is not helpful for WGCSL, while the expectile regression
in IQL is a good choice for better value function estimation of offline GCRL.

D.9. Discounted Relabeling Weight (DRW)

Yang et al. (2022b) introduced the Discounted Relabeling Weight (DRW) for offline GCRL. For a relabeled transition
(st,at, ¢(s;)),i > t, DRW is defined as *~*, which has an effect of optimizing a tighter lower bound for offline GCRL.
Intuitively, DRW assigns relatively larger weights on closer relabeling goals with smaller ¢. In Table 11, we find DRW can
slightly improve the IID performance but reduce the average OOD performance of WGCSL. It is reasonable because DRW
assigns larger weights for closer goals, which contradicts the Uncertainty Weight as discussed in Section 5.2 and has the risk
of overfitting simpler goals.

Table 11. Comparison of WGCSL and WGCSL+DRW on 26 tasks.
Success Rate (%) ‘ WGCSL WGCSL+DRW

Average 11D 88.1 88.4
Average OOD 62.1 59.5
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D.10. Adaptive Data Selection Weight

Yang et al. (2022b) introduced the Data Selection Weight (DSW) to tackle the multi-modal problem in multi-goal datasets,
which also improves the OOD generalization performance through narrowing the expert estimation gap. However, the
introduced approach utilizes a global threshold for all (s, g) pairs. Is it helpful to include an adaptive threshold function
for different (s, g) pairs? This can be done using expectile regression for advantage values, i.e., learning a function f (s, g)
to estimate the 8 expectile value of the distribution of A(s, g, a).

Lt =B(sa,00~Drerur L5 (A(s,a,9) = f(5,9))]

( is the hyper-parameter similar to « in the original DSW controlling the quality of data used for weighted imitation learning.
Finally, the adaptive data selection weight is e(A(s, a,g)) = 1[A(s, a,9) > f(s, g)]. We compare WGCSL and WGCSL
with adaptive data selection weight (ADSW) on Push and Pick task groups. As shown in Table 12, WGCSL with ADSW
only brings slight improvement over global threshold. For most tasks, WGCSL also obtains top two scores with a simpler
data selection method. Considering the extra computation of learning the threshold function f, we do not include it in
GOAT. But we believe it is a good start for future research on how to achieve more efficient adaptive data selection for
offline goal-conditioned RL.

Table 12. Comparison with Adaptive Data Selection Weight (ADSW). Average success rates (%) with standard deviation over 5 random
seeds. Top two scores for each task are highlighted.

Task Group Task WGCSL ADSW, 5=0.8 ADSW,B5 =09 ADSW, 3 =0.95
Right2Right  93.240.9 95.1+1.4 95.5+0.8 92.8+1.9
Right2Left  63.3+8.9 65.3+4.7 69.5+6.4 62.5+7.4
Push Left-Right ~ Left2Right ~ 67.6+7.1 74.9+8.6 74.6£6.0 64.3+13.1
Left2Left 47.7+£7.4 59.8+3.7 66.4£5.9 52.1+£6.9
Average 68.0 73.8 76.5 67.9
Near2Near ~ 93.5£1.0 90.7£2.8 93.4£1.0 91.9+1.2
Near2Far 67.0+£5.4 68.1+4.2 69.4+3.8 63.4£5.0
Push Near-Far Far2Near 68.0+2.4 66.14+2.6 67.61+2.3 62.1+4.0
Far2Far 51.1+4.7 474434 53.1£1.9 40.2+6.1
Average 69.9 68.1 70.9 64.4
Right2Right 93.84+5.3 96.6+2.6 94.4+4.1 96.0+2.0
Right2Left 89.4+3.9 83.5+6.4 71.1+£9.4 78.9+£11.2
Pick Left-Right ~ Left2Right ~ 90.0£4.1 89.8+4.8 91.6+4.7 89.3+£2.8
Left2Left 87.0+5.1 83.0+5.7 73.3£8.6 78.6+£8.4
Average 90.0 88.2 82.6 85.7
Low 98.6+1.3 99.84+0.2 99.140.6 99.4+0.6
Pick Low-High  High 66.6+6.6 63.4+5.1 66.84+13.5 63.5+8.6
Average 82.6 81.6 83.0 81.4
Average IID Tasks 94.8 95.6 95.6 95.0
g OOD Tasks 69.8 70.1 70.3 65.5

Table 13. Varying hyper-parameter of MSG over all 26 tasks.
Success Rate (%) ‘ c=1 ¢=3 ¢c=5 c=7

Average 11D 60.1 654 685 699
Average OOD 41.0 424 431 394

D.11. MSG+HER with Varying Hyper-parameter

MSG (Ghasemipour et al., 2022) is a recent SOTA ensemble-based offline RL method, which learns a group of independent
@ networks and estimates a Lower Confidence Bound (LCB) objective with the standard deviation (std) of ) networks.
One important hyper-parameter for MSG+HER is the weight parameter c for the std (see Appendix C.2). We compare the
performance of MSG+HER with varying ¢ € {1, 3,5, 7} in Table 13. The results demonstrate that ¢ = 5 achieves the best
OOD generalization results. When c is larger than 5 (i.e., ¢ = 7), the agent is too conservative to generalize, leading to
improvement on IID tasks but decrease on OOD tasks. GOAT still outperforms MSG+HER by a large margin, which also
supports that pessimism-based offline RL method can inhibit generalization.
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Figure 13. Online fine-tuning of different supervised learning methods in FetchPush Left-Right and FetchPick Left-Right tasks.

D.12. Online Fine-tuning

To understand the effect of the generalization ability of pre-trained agents for online learning, we design an experiment
to fine-tune pre-trained agents with online samples. The pre-trained agents are trained on offline datasets with partial
coverage (e.g., Right2Right) and evaluated with full coverage goals (Right2Right, Right2Left, Left2Right, Left2Left). In
the fine-tuning period, agents explore with additional Gaussian noise (zero mean and 0.2 standard deviation) and random
actions (with a probability of 0.3). For all pre-trained agents, we fine-tune the policy and value function for 10 (FetchPick)
or 20 (FetchPush) batches after every a trajectory collected. The training batch size is 512, the learning rate is 5 x 10~%, and
the optimizer is Adam. Note that we do not use offline datasets during online fine-tuning, and we fine-tune agents to goals
not seen in the pre-training phase, which is different from prior offline-to-online setting (Nair et al., 2020b).

For the first experiment in Figure 6, all pre-trained agents are fine-tuned with DDPG+HER (Andrychowicz et al., 2017),
which is a general baseline in the online setting. In addition to DDPG+HER, we apply different supervised learning methods,
i.e, GOAT, WGCSL, MARVIL+HER, GCSL for online fine-tuning in Figure 13. The fine-tuning algorithms are the same as
their pre-training algorithms. Other settings are kept the same as the above fine-tuning experiments. Comparing Figure 13
with Figure 6, we can also conclude that (1) off-policy method (i.e., DDPG+HER) is more efficient than supervised methods
for online fine-tuning, (2) GOAT substantially outperforms other supervised methods such as WGCSL and MARVIL+HER
when fine-tuned using their respective pre-training algorithms.

D.13. Training Time

We consider the training time as a measure of computational cost in Figure 14. For our experiments, we use one single
GPU (NVIDIA GeForce RTX 2080 Ti 11 GB) and one cpu core (Intel Xeon W-2245 CPU @ 3.90GHz). Among all the
algorithms, BC and GCSL require the least training time due to their simplicity, but they suffer to generalize given non-expert
datasets. WGCSL, MARVIL+HER and DDPG+HER need more training time because they are equipped with additional )
networks. Besides, MSG leverages an ensemble of () networks and averages their gradients to the policy, leading to the
longest training time. CQL+HER requires the second longest training time because of the OOD action sampling and the
logsumexp approximation procedures. Though GoFAR is also a weighted imitation method similar to WGCSL, it is the
second slowest method because it uses additional discriminator for reward estimation and it is implemented based on Torch.
GOAT introduces ensemble networks, expectile regression and uncertainty estimation on top of WGCSL, thus increasing
the computational cost. Thanks to the efficient implementation based on tensorflow, GOAT is still more efficient than
CQL+HER, and GoFAR, and requires affordable computational cost.

D.14. Random Network Distillation as the Uncertainty Measurement

The uncertainty weight is an empirical instance to estimate the density under our framework. Random Network Distillation
(RND) (Burda et al., 2018) is a potential alternative for density estimation in the continuous state space. We implement
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Figure 14. Comparison of training time on FetchPush task.

a RND version of GOAT for a comparison and use the same hyperparameter search range. In Table 14, GOAT(RND)
outperforms WGCSL, but is worse than the version with ensemble Q functions, which may be because naive applications of
RND do not yield good results for vector-input tasks (Rezaeifar et al., 2022; Nikulin et al., 2023).

Table 14. Average success rates (%) with standard deviation over 5 random seeds.

Tasks GOAT GOAT(RND) WGCSL
Reach Left-Right 99.5 99.7 98.9
Reach Near-Far 98.8 95.1 94.5
Push Left-Right 75.6 76.3 68.0
Push Near-Far 70.6 69.2 69.9
Pick Left-Right 92.0 91.6 90.0
Pick Low-High 85.8 85.1 82.6
Slide Left-Right 574 53.1 48.3
Slide Near-Far 53.0 49.3 45.2
HandReach Near-Far  55.2 53.9 50.9
Average IID Tasks 90.3 89.4 88.1
Average OOD Tasks  67.9 66.0 62.1

D.15. Full Benchmark Experiments

As demonstrated in Table 15 and Table 16, we include more baselines (i.e., IQL+HER and MARVIL+HER) and additional
measure (i.e., average cumulative return) for the benchmark experiments. GOAT achieves the highest average success rate
and average return on the benchmark. Other conclusions are consistent with Section 5.3.

E. Additional Related Works

In ML community, there are different types of OOD studied by prior works (Nair et al., 2020a; Ma et al., 2022a; Han et al.,
2021; Hansen-Estruch et al., 2022; Pitis et al., 2022), e.g., handling spurious feature, assuming Factored MDPs, or learning
generalizable representations for different objects or scenes. Different from these works, our work focus on the OOD goal
generalization problem, which is essentially a type of covariate shift. In practical applications, more than one type of OOD
is generally involved. The work (Hong et al., 2022) studies a similar goal generalization setting of our work, but it is in the
online setting with exploration. Instead, we consider the offline setting, where online interaction is prohibited and commonly
used pessimism-based method can inhibit OOD generalization.
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Table 15. Average success rates (%) with standard deviation over 5 random seeds. Blue lines and purple lines refer to IID and OOD tasks,
respectively. Top two scores for each task are highlighted.

Task Group Task GOAT(r)  GOAT WGCSL GCSL BC GOoFAR  MARVIL+HER IQL+HER DDPG+HER CQL+HER MSG+HER
Right 100.04£0.0  100.0£0.0 100.04£0.0 93.6+43 920430  100.0:0.0 99.9+0.2 100.0£0.0  99.6+£0.6  100.0+0.0  99.4+0.6
Reach Left-Right Left 999402  99.042.0  97.8+44  363£109 304152 542493 75.9+18.6 892451 7384276 945463  85.6x157
Average 99.9 99.5 98.9 65.0 612 77.1 87.9 94.6 86.7 972 925
Near 100.04£0.0  100.0£0.0 100.0+£0.0 79.743.0 853443  100.0:0.0 99.8+0.4 100.040.0 959420 1000400  98.6+28
Reach Near-Far Far 909415  97.6k1.1 890421 335455 379497  850%1.9 754439 842440 668469 880421  77.8497
Average 95.4 98.8 94,5 56.6 61.6 925 87.6 92.1 81.4 94.0 88.2
Right2Right 962+12  959+12 932409 821437 789+38 959414 95.0+1.8 972415  60.1460 833427  92.8+09
Right2Left ~ 75.643.6 693466 633289  40.14£60 256427  438+47 649485 677488 285443 462471 529465
Push Left-Right Left2Right 788468 760474  67.6+£7.1 388+68  33.548.1  59.7443 67.142.9 71449.1  20.6+11.5  404+121 593477
LefLeft  75.6+12.1 611476 477474 354466 209432 325458 57.9+4.9 587442  27.04£38 349459 388479
Average 815 75.6 68.0 49.1 39.7 58.0 712 73.8 34.1 512 61.0
Near2Near 972407 920426 935410 776447 675436 926422 89.4+3.0 96.0+£0.9 3934224 777439 847461
Near2Far 784435 703457  67.0454 431472 249459  60.9+38 424464 740426 30.5£12.1 600462 584421
Push Near-Far Far2Near 705424 695436  68.0+24 474435 402475  650+4.8 57.942.6 68.844.1  250£128 611443 565460
Far2Far 551424 508418 511447 279441  153£27 413431 25.4+4.9 48.8+4.1 180+£7.0  47.1424 417454
Average 75.3 70.6 69.9 49.0 37.0 65.0 538 719 28.2 61.5 60.3
Right2Right 96.5£1.1  973+12 938453 534x141 529475 569443 915426 888454  404+131 919468 949422
Right2Left ~ 87.9+5.1  88.6+1.1 894439 207469  56+2.1  93+18 58.4+8.0 652+11.9 5274149 8244126  89.3+6.8
Pick Left-Right LefRight ~ 914423 939419  90.044.1 4704109 372464 511465 85.244.2 80.244.0 9.845.7 864486  60.8+16.5
Left2Left 87.6+£57 883437  87.045.1 247+78  33+l4 60420 50.7+8.8 60.7+£9.7 2644109 835491  66.947.0
Average 90.8 92.0 90.0 36.4 248 30.8 714 737 323 86.1 78.0
Low 993405 998402  98.6+13 844436 724454  952+16 98.9+0.6 98.04£05  504+239  100.0£0.0 973422
Pick Low-High High 783463 719464 666466 284469  3.0£16  7.6+3.1 64.5+9.2 58.0+£120  17.04£102 446492 2334738
Average 88.8 85.8 82.6 56.4 37.7 514 81.7 78.0 337 723 60.3
Righ2Right 820432  79.0458 70.8+13.5 622470 603447  62.6+8.7 76.543.1 76.7+3.6 47£15 203425  20.8+5.0
Right2Left 451488  413+7.1 362486 115420 157460  31.6+3.9 435+6.2 43.8+4.6 0.340.4 8.6+3.0 73449
Slide Left-Right Left2Right  79.6+27  59.0+7.6 5074127 29.1+48 418472 51.0+10.5 55.5+5.7 71.6:£3.1 0.240.2 1.740.7 3.6+4.3
Left2Left 525483  50.1£9.5 353£113 255454 3374106 282426 393475 439438 21411 43425 7.1433
Average 64.8 574 483 32.1 37.9 434 53.7 59.0 18 8.7 9.7
Near 774445 769433 731458  2804+7.0 266483 693428 737462 802432 113445 435433 283495
Slide Near-Far Far 251439  290£45 174432  00£00  0.0£00 241429 10.843.6 6.8£1.3 44437 74438 26£14
Average 512 53.0 452 140 133 46.7 422 435 78 255 154
Near 726453 719432 700436 00400 00400  774+17 722440 67.2+9.8 0.0£0.0 1.843.6 0.0£0.0
HandReach Near-Far ~ Far 331445  384+4.1 318438  0.1£02  0.0£00 369431 28.346.1 275438 0.0:0.0 0.0£0.0 0.0£0.0
Average 52.8 552 50.9 0.0 0.0 57.1 50.3 474 0.0 0.9 0.0
Avers IID Tasks 91.2 90.3 88.1 62.3 59.5 833 88.5 89.3 4.6 68.7 68.5
verage 0OD Tasks 70.9 67.9 62.1 28.8 217 405 53.1 60.0 237 46.5 43.1
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Table 16. Average cumulative return with standard deviation over 5 random seeds. Blue lines refer to IID tasks and purple lines indicate
OOD tasks. Top two scores for each task are highlighted.

Task Group Task GOAT(r) GOAT  WGCSL  GCSL BC GOFAR  MARVIL+HER IQL+HER DDPG+HER CQL+HER MSG+HER
Right 465401 464400 465400 398419 404420 46.7+0.2 45.140.3 458401 467403 461402  46.6+03
Reach Left-Right Left 462402 458409 451419 161443 140465 255443 338484 407425  348+123 429430  40.1+73
Average 46.4 46.1 4538 28.0 272 36.1 39.5 433 40.8 445 433
Near 467401 467400 467+0.1 32.6+£1.1 359+14 47.0£02 454402 45940.1  456+12 464401  467+1.1
Reach Near-Far Far 304£0.8 43.14£08 38610 105£1.6 145428 37.1£1.0 31.2£1.6 354£19 306427 378410  35.1+42
Average 430 449 426 215 25.2 420 383 40.6 38.1 42.1 40.9
Right2Right 394405 389410 380403 28.5+18 268422 39.1+09 37.740.5 392405  25.042.1 339+£15  37.8406
Right2Left 272414 249424 226430 115418 7.5+1.0 14.8+1.4 212425 230434 104421 169426  19.6+2.7
Push Left-Right Left2Right 259430 243427 213421 104420 89426 182425 20.0+1.6 217432 68435 121438 18.8+32
Lef2Left 293450 230428 18.8432 126417 8.5+£14 127+18 21.5+1.8 214£18 114414 142423 158426
Average 305 278 252 15.7 12.9 212 25.1 26.3 134 192 23.0
Near2Near  37.840.6 349+1.3 359402 256421 21.6+14 36.1+09 35.6+0.8 366407 139480 292419 314430
Near2Far 279412 253421 241422 128424 72£13 209416 23.1£13 255412 110438 214424 210409
Push Near-Far Far2Near 229409 230414 224+1.1 127415 102£19 21.1+17 20.541.1 221413 7.844.0 203£15  18.1£19
Far2Far 1734£0.5 162406 164+14 75+15 43+07 12.8+13 14.240.9 149410 63422 153410 135423
Average 26.5 249 247 147 10.8 2.7 234 248 9.8 21.6 21.0
Right2Right 368402 367406 361410 185446 166426 240421 34,0404 323+£13 152444 361417 359408
Right2Left ~ 32.6+1.8 323407 328412 66425 13405 32407 22.842.0 234429 196452 320440 327423
Pick Left-Right LefRight  32.5£1.6 334406 32.6+08 147+3.1 107+£13 187424 282413 271414  29+18 308427 192453
Left2Left 325423 323415 317421 86426 12404 22409 203424 219433 8.6+33 319424 230421
Average 33.6 337 333 12.1 75 120 263 26.2 11.6 327 27.7
Low 40.040.1 402402 39.8403 249413 24.1+1.6 388406 38.0+0.3 374403 194491 409402  39.5£1.0
Pick Low-High High 282423 262424 239422 84%13 07403 25408 21.942.9 200444  60£37 161429 87428
Average 34.1 332 31.9 16.7 124 20.7 30.0 28.7 127 285 24.1
Right2Right 23.6422 238415 218435 138413 13.6£14 255408 22424 267408 24409 8.6+12 92419
Right2Left 120422 10.1£1.8 110438 20403 29412 10.1+1.2 105422 108408  0.1£02 3.0+1.1 25412
Slide Left-Right Left2Right  17.840.6 14414 122421 65415 86+1.6 149428 13.142.0 19.3£1.1 02402 0.6:02 1.14£0.8
Lef2Left 133414 133422 109429 55410 7.842.6  9.1425 10.7+1.1 12.840.8 12405 24408 33+1.0
Average 16.7 154 14.0 7.0 8.2 149 14.1 17.4 1.0 3.7 4.0
Near 213412 222417 215416 52413  S54+16  224+13 17.942.4 21.6+1.1 55420 148423 94425
Slide Near-Far Far 50409 54208 35%12 00400 00400 44409 1.6+0.5 1.040.1 13409 25414 0704
Average 132 138 12.5 2.6 27 134 9.8 113 34 8.6 5.1
Near 336420 329410 327416 01400 01401 36.0+08 324+18 304240  0.0£00 0.8+1.6 0.240.1
HandReach Near-Far ~ Far 150418 17.0£1.7 142414 00401  00£00 167+13 121425 118+15  0.0£0.0 0.0£0.0 0.0£0.0
Average 243 250 235 0.0 0.0 26.3 222 211 0.0 04 0.1
Averas 11D Tasks 362 359 35.4 21.0 20.5 35.1 343 35.1 19.3 28.5 28.5
verage 0OD Tasks 25.0 24.1 225 8.6 6.4 144 192 20.8 9.4 17.7 16.1
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