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Abstract

Electrocardiogram (ECG) has long been regarded as a
biometric modality which is impractical to copy, clone, or
spoof. However, it was recently shown that an ECG signal
can be replayed from arbitrary waveform generators, com-
puter sound cards, or off-the-shelf audio players. In this
paper, we develop a novel presentation attack where a short
template of the victim’s ECG is captured by an attacker and
used to map the attacker’s ECG into the victim’s, which
can then be provided to the sensor using one of the above
sources. Our approach involves exploiting ECG models,
characterizing the differences between ECG signals, and
developing mapping functions that transform any ECG into
one that closely matches an authentic user’s ECG. Our pro-
posed approach, which can operate online or on-the-fly, is
compared with a more ideal offline scenario where the at-
tacker has more time and resources. In our experiments, the
offline approach achieves average success rates of 97.43%
and 94.17% for non-fiducial and fiducial based ECG au-
thentication. In the online scenario, the performance is de-
graded by 5.65% for non-fiducial based authentication, but
is nearly unaffected for fiducial authentication.

1. Introduction
As the Internet of things (IoT) becomes more popular

in consumer, business, and military settings, one can ex-

pect the demand for biometric technologies to grow. IoT

devices are supposed to outnumber the world’s popula-

tion this year [1] and their number should continue to dra-

matically increase for many years to come. Managing

so many devices with passwords alone is ripe with chal-

lenges. In addition, the sensitive data gathered and stored

by IoT could pose significant privacy concerns. Compared

with conventional authentication techniques, such as digi-

tal passwords, personal identification numbers, and smart-

cards/tokens, biometrics provide a more robust method

for identifying a person, i.e., based on their distinctive

physical characteristics. Biometrics can also be consid-

Figure 1. Waterfall plot of ECG beats collected from the same sub-

ject and localization of fiducial points.

ered more seamless and convenient, especially for contin-

uous authentication [15]. That being said, it has already

been demonstrated that many of the most popular biomet-

ric modalities (iris, face, fingerprint, and speech) can be

spoofed and are, therefore, vulnerable to presentation at-

tacks [27, 12, 13, 9, 3, 6, 28, 25, 24, 11]. Over the past

decade, alternative modalities based on biological signals

have been explored and their resistance to presentation at-

tacks is often highlighted as a major attribute. Notable ex-

amples include electrocardiogram (ECG) [8], photoplethys-

mogram (PPG) [16], and electroencephalogram (EEG) [19],

which possess high distinctiveness, are difficult to repli-

cate, and provide intrinsic liveness detection. Among them,

ECG has received the most attention and is beginning to

gain larger acceptance from the biometrics community. For

instance, ECG-based authentication systems, such as the

Nymi wristband [2], are already coming to the market. ECG

is a recording of the electric potential, generated by the elec-

tric activity of the heart, on the surface of the thorax that

represents the extra cellular electric behavior of the cardiac

muscle tissue. A typical, healthy ECG signal with different

beats is shown in Figure 1. Generally speaking, ECG au-

thentication systems can be categorized based on the feature

extraction method (fiducial point vs. non-fiducial point) as

well as the type of template matching used for classifica-

tion. Fiducial point feature extraction relies on an accurate
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detection of ECG fiducial characteristic points such as P, Q,

R, S, and T waves as shown in Figure 1, in order to obtain

their relative amplitude, temporal intervals and morpholog-

ical features. Non-fiducial point feature extraction analyzes

an ECG in a holistic manner, typically by applying time or

frequency analysis to obtain other statistical features. De-

spite the interest in ECG-based authentication, it’s worth

noting that ECG suffers from various noise sources such as

motion, electromyography (EMG), and exercise, which can

impact authentication accuracy [17]. In the literature, accu-

racy lies in the range of 94.3% to 100% [21].

Although ECG has long been considered as unclonable

by many researchers [8, 21, 7, 18], that belief has been chal-

lenged recently. To the best of our knowledge, [10] is the

first work to show how an ECG can be spoofed. Specifi-

cally, they tested a replay attack on the Nymi wristband by

using three different types of devices to generate an ECG

waveform: arbitrary waveform generators (AWGs), com-

puter sound cards, and off-the-shelf audio players. The lat-

ter option is cheap, obtainable in a small form factor, and

very effective. They achieve an 81% success rate when

replaying the user’s ECG via the above sources. The au-

thors also consider a case where the ECG template in their

possession is captured by a different biometric sensor other

than Nymi’s (e.g., at a physician’s office). They develop a

linear mapping function that transforms a signal recorded

from one device, the source (e.g., physician), to a target de-

vice (e.g., Nymi). A 50% success rate is the best they were

able to achieve when mapping from one source to another.

In this paper, we go beyond the above replay attack and

aim for a full-fledged ECG presentation attack1. Instead of

mapping from one source device to another, we consider

mapping an attacker’s ECG to the authentic user’s ECG

in order to falsely authenticate the attacker. Our approach

exploits McSharry et al.’s [20] non-linear dynamical ECG

model to accomplish this. Then, we generate a linear map-

ping between the models parameters based on the difference

between fiducial features extracted from the source and tar-

get ECGs. There are three other important differences be-

tween this paper and [10]. First, our method requires only

a single ECG beat (approximately one second) as a tem-

plate rather than a long sequence of ECG signals (samples)

to compute our mapping functions. Second, the mapping

in [10] was calculated in an offline manner where time and

hardware are unlimited. In this paper, we also consider an

online scenario where the mapping needs to be computed

on-the-fly with limited resources. The offline scenario is

only used as a basis for comparison. Third, we consider

different ECG feature extraction methods (fiducial and non-

fiducial) and classification methods when evaluating the

1Note that while the proposed approach is specific to ECG biomet-

rics, the overall methodology might also be applicable to other electro-

physiological signals such as EEG, PCG, and PPG as well.

success rate of the proposed attack. Results show that the

proposed presentation attack is successful more than 90%

of the time on average in the worst case scenario (i.e., when

only one beat of the victims ECG is available to execute the

attack).

The remainder of the paper is organized as follows. In

Section 2, we introduce the notation used throughout the

paper and provide a high level overview of the proposed

ECG presentation attacks. In Section 3, we discuss ECG

signal and noise modeling as well as the online and offline

proposed mapping approaches. Section 4 outlines our ex-

perimental setup and discusses simulation results. Finally,

we conclude the paper in Section 5.

2. Overview of ECG Presentation Attack
The ECG presentation attack in the context of this paper

can be described as follows. We assume that there exists

an ECG-based biometric system with a legitimate user en-

rolled. The legitimate user’s ECG signal is denoted by Y .

We define ECG transformation as the process of learning a

mapping function F (·). F takes as input an attacker’s ECG

signal (X) and the authentic user’s signal (Y ), and outputs a

new ECG signal Ŷ that is supposed to closely resemble Y .

Note that we often refer to the legitimate user as the victim

and Y as the victim’s record. In order to capture different

resource constraints of the attacker, we consider both on-

line and offline attacks scenarios which are described in the

subsections below.

The following notation is used for the remainder of the

paper:

• A bold capital letter denotes a matrix (e.g., A).

• A vector is represented by a lower case letter that is

accented by a right arrow (e.g., �a).

• The ith element of a vector is denoted using a circular

bracket notation (e.g., a(i)).
• We denote the attacker’s ECG by X and the victim’s

ECG by Y . The attacker’s ECG mapped to the victim’s

(an emulation of the victim’s ECG) is denoted by Ŷ . A

vector related to an ECG is denoted by the following

modifier (�a)·). For example, the feature vector of the

attacker is denoted by (�f)X .

• �c = �a
�b

and �c = �a×�b denote element-wise division and

multiplication of vectors respectively (i.e., c(i) = a(i)
b(i)

and d(i) = a(i)b(i)).

2.1. Offline attack

An offline ECG presentation attack is illustrated in Fig-

ure 2(a). In this case, the mapping function F is determined

using an expensive setup (e.g., PC or server) and there are

no time constraints. The latter also implies that some ele-

ments of processing can be done manually (e.g., extraction
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(a) (b)
Figure 2. Block diagrams of (a) offline and (b) online presentation attacks.

of fiducial features in the victim and attacker ECGs). The

main steps are as follows. The attacker’s ECG signal X
and the victim’s record Y are pre-processed, i.e., filtered

to remove noise and segmented into beats. Then, modeling

parameters of the attacker’s ECG signal are extracted. In or-

der to create a mapping function, an optimization problem

is formulated and solved. In this paper, we minimize the

squared Euclidean norm between the victim’s record and

attacker ECG signal (more details in Section 3.3).

The output of the optimization is a mapping function

that transforms the dynamical model parameters of the at-

tacker’s ECG so that they resemble those of the victim’s.

A synthetic ECG signal is generated using McSharry et

al.’s [20] non-linear dynamical ECG model and the trans-

formed parameters. Synthetic noise is also mixed with

the ECG in order to avoid simple presentation attack de-

tection schemes by the biometric system. This signal Ŷ ,

an emulated version of the victim’s ECG derived from the

attacker’s, can be stored in a low-cost device (e.g., audio

player of a smart phone [10]) and later provided to an ECG

sensor by the attacker in order to fool the biometric system.

Note that this offline attack is not necessarily a realistic or
worthwhile attack. Instead, we use it to represent an ideal-
ized presentation attack to compare with our online version.

2.2. Online attack

The online ECG presentation attack is illustrated in Fig-

ure 2(b). In the online case, the attacker’s ECG is cap-

tured, pre-processed, and mapped per segment using a low-

cost hardware platform (e.g., raspberry Pi). After pre-

processing, fiducial point and temporal features are ex-

tracted from the victim ECG and each segment of the at-

tacker’s ECG. Instead of solving an optimization problem,

the fiducial features are compared and a simpler linear map-

ping function is computed. Dynamical modeling parame-

ters are extracted from the attacker’s ECG and then mapped

to the victim’s parameters using this function. This pro-

cess is repeated for each segment of the attacker’s ECG as

it is measured. A synthetic ECG signal is generated similar

to the offline case and played to the biometric sensor via a

low-cost audio player.

Compared to the offline case, the online approach is sim-

pler because it does not require all segments of the ECG and

only computes a linear mapping function. In addition, we

shall only use the fiducial features that are computationally

easy to extract.

3. ECG Modeling Preliminaries and Mapping
Function Generation

3.1. ECG Dynamic Model

We introduce an analytical model that considers instan-

taneous heart rate in order to align multiple ECG beats. The

technique transforms the signal from the time domain to an-

gular domain, where each beat starts at angle θ = −π and

ends at θ = π. Figure 1 shows an example of ECG beats

that have been aligned in the transformed, angular domain.

We also adopt the non-linear dynamical model proposed

by McSharry et al. [20] to extract parameters from an ECG

and generate synthetic ECGs for the aforementioned pre-

sentation attacks. McSharry et al.’s model uses three ordi-

nary differential equations. It consists of a circular limit cy-

cle of unit radius in the (x, y) plane around which the trajec-

tory is pushed up and down as it approaches the P,Q,R, S
and T points in the ECG:

⎧⎪⎨
⎪⎩

dx
dt

= βx− ωy
dy
dt

= βy + ωx
dz
dt

= −∑
i∈P,Q,R,S,T aiΔθiexp[−Δθ2i

2b2i
]− (z − z0)

(1)

where β = 1 −
√
x2 + y2, Δθi = (θ − θi)mod(2π), θ =

tan−1( yx ), the angular position of the elements of x,y range

over [−π, π], and ω is the angular velocity of the trajectory

as it moves around the limit cycle. z0 is the contribution

from baseline wander and is assumed to be a relatively low

frequency signal component coupled with the respiratory

sinus frequency (RSA). The z axis represents the dynamics

of the cardiac signal for the set of different fiducial points

where θi is the location of the fiducial (PQRST) points, ω
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represents heart rate, ai and bi are amplitude and variance

of fiducial points for model parameters respectively (i ∈
{P,Q,R, S, T}). The above dynamic state equations can

also be transformed into polar coordinates as follows [26]⎧⎪⎨
⎪⎩

dr
dt

= r(1− r)
dθ
dt

= ω
dx
dt

= −∑
i∈P,Q,R,S,T aiΔθiexp[−Δθ2i

2b2i
]− (z − z0)

(2)

where r and θ are the radial and angular state variables in

polar coordinates. The transformation of Eq.(1) to Eq.(2)

makes the second and third equations (2) to be indepen-

dent from r. Since we align an ECG signal by individual

beats, we can eliminate the baseline component z − z0 .

This leaves the dynamics of Z as only a simple derivative

of a sum of Gaussians, and it is possible to get an analytical

solution of Z

Z(θ) = −
∑

i∈P,Q,R,S,T

αiexp(− (θ − θi)
2

2b2i
) (3)

where αi =
aib

2
i

ω are the peak amplitude of the Gaussian

functions used for modeling each of the ECG components.

The analytical solution reduces z(t) to Z(θ), as a given

ECG beat with known angular position θk = ωtk. z(θ)
is basically a sum of Gaussian functions with means of

each Gaussian at θi (fiducial point locations of the PQRST
complex).

3.2. ECG Noise Model

The three main types of noise sources in raw ECG sig-

nals are (1) motion artifacts (MA) which occur due to poor

contact to the sensor; (2) baseline wander (BW) caused by

body movement; and (3) electromyography (EMG) due to

electrical activity of muscles, which is often non-stationary

in time. In the context of this paper, noise impacts ECG

authentication as well as our ability to extract dynamical

parameters, fiducial points, and determine optimal mapping

functions. Hence, it is important to have an ECG model

with the flexibility to add/remove noise before and after

mapping.

We use a time-varying auto-regressive (AR) parametric

model to learn the noise parameters from the attacker’s ECG

signal. For the discrete time series of noise y(n), a time-

varying AR model of order p can be written as follows

y(n) = −
p∑

i=1

an(i)y(n− i) + e(n) (4)

where e(n) is the observation error and coefficients an(i)
(i = 1, . . . , p) are the p time-varying AR parame-

ters at the time instance of n. By defining �ηn =
[an(1), an(2), . . . , an(p)] as a state vector, and�hn = [y(n−

1), y(n − 2), . . . , y(n − p)] as the observation model, we

can formulate the problem of AR parameter estimation in

the Kalman Smoother (KS) form

y(n) = �hn�η
T
n + e(n) (5)

The progress of the state (i.e., the AR parameters) �ηn when

no prior information is available is typically described by a

random walk model

�ηn+1 = �ηn + �ωn (6)

where �ωn is the state noise term. Equations (5) and (6) form

the state-space signal model for the time-varying AR pro-

cess y(n) and the evaluation of the AR parameters can now

be estimated by using the Kalman Smoother algorithm [14].

Note that when determining the mapping function, the

victim’s ECG record and attacker’s ECG are both filtered to

remove noise. Once the mapping function is ready, a noise-

free synthetic ECG is generated using the dynamical model

and mapped parameters. Since ECG signals are inherently

noisy, a simple anti-spoofing technique would likely be able

to detect a presentation attack due to lack of noise in the

synthetic ECG. Hence, the noise parameters acquired by KF

smoothing are used to regenerate noise and mix it with the

synthetic ECG.

3.3. Mapping Function Creation and Application

In this section, we illustrate the process of mapping ECG

signals from the attacker to the victim. Since the victim

ECG signal corresponds to the one enrolled in the biometric

system, the attacker’s mapped signal must be transformed

in order to execute a presentation attack. To this end, we

consider both online and offline attack scenarios for creating

and applying the mapping function to mimic the victim’s

ECG signal.

(a) (b)
Figure 3. (a) Electrocardiogram (ECG) PQRST complex and fidu-

cial characteristic points, (b) 35 fiducial feature extracted for each

ECG beat.

(1) Online mapping function: Our online mapping func-

tion is based on an observation that there is a linear rela-

tionship between fiducial features of an ECG signal and the

dynamical model parameters from Eq.(3). Figure 3 shows a
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(a) (b) (c)
Figure 4. Impact of ECG signal by changing dynamical model parameters: (a) decreasing α parameters, (b) decreasing b parameters, and

(c) decreasing θ parameters.

(a) (b) (c)
Figure 5. Impact of fiducial ECG features by changing dynamical model parameters: (a) decreasing α parameters, (b) decreasing b param-

eters, and (c) decreasing θ parameters.

set of 35 fiducial features that are often extracted when ana-

lyzing ECGs. For reasons that will be clear later, we divide

them into three classes: 1) fiducial points excluding onsets

and offsets (#1 to #15), 2) fiducial point amplitudes (#16 to

#29), and 3) onsets and offsets (#30 to #35).

To uncover the above observation, we vary the dynami-

cal model parameters by type (θi, αi, bi∀i) and analyze the

impact on each fiducial feature. The results are shown in

Figures 4 and 5. In both figures, each dynamical model pa-

rameter is scaled by a factor (0.9−0.5). Figures 4(a-c) show

how the ECG changes when scaling α, b, and θ parameters

respectively. Figure 5(a-c) shows how scaling these same

parameters changes the fiducial points. As shown in Fig-

ure 5 (a), the amplitudes (features 16 to 29) possess a linear

relationship with the α parameters. In contrast, the onset

and offset of fiducial point ECG features (features 30 to 35)

are translated linearly by scaling factors associated with b
parameters (see Figure 5(b)). Finally, Figure 5 (c) shows a

similar relationship between θ parameters and the PQRST

complex fiducial points (features 1 to 15).

Based on the above observation, a simple mapping func-

tion can be constructed from a single heartbeat (segment)

of X using the following methodology. Assume fiducial

features are extracted from victim’s record Y (assumed to

be one segment for simplicity) and a segment from X .

We represent a feature vector as �f = [�fθ, �fα, �fb] where

fθ(i), fα(i), and fb(i) correspond to features 1-15, 16-

29, and 30-35 respectively. Also, we denote the victim

and attacker feature vectors by (�f)Y and (�f)X respec-

tively. Similarly, there also exist vectors of dynamical

model parameters represented by �d = [ �dθ, �dα, �db] where
�du = [up, uQ, uR, uS , uT ]

T , u ∈ {θ, α, b}. Note that based

on the above discussion, it is convenient to divide both �f
and �d in this manner due to the relationship between θ pa-

rameters and features 1-15, α parameters and features 16-

20, and so forth.

We define the scaling vectors �τ = (�f)Y

(�f)X
and �γ = (�d)Y

(�d)X
.

As discussed above, there is a linear relationship between

these scaling factors

�γ = S�τ + �o (7)

S =

⎛
⎝
A(5×15) 0(5×14) 0(5×6)

0(5×15) B(5×14) 0(5×6)

0(5×15) 0(5×14) C(5×6)

⎞
⎠ (8)

where matrices A, B, and C relate fiducial scaling factors

to scaling factors for dynamical parameters θ, α, and b re-

spectively. Similarly, �o is an offset.
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Figure 6. Application of mapping function for presentation attack.

The above implies that, given (�f)Y , (�f)X , and (�d)X , one

can compute (�d)Ŷ as follows

(�d)Y = �γ × (�d)X

(�d)Ŷ ≈ (S�τ + �o)× (�d)X

(�d)Ŷ ≈
(
S
(�f)Y

(�f)X
+ �o

)
× (�d)X

(9)

The above mapping method relies on a linear transfor-

mation between sets of fiducial ECG features from one beat,

and can be easily implemented on very low-cost hardware

(e.g., raspberry pi). In practice, however, it is difficult to

extract features 30 to 35 (corresponding to offsets and on-

sets). Thus, in our results section, we base our mapping on
features 1 to 29 in order to compute �dŶ . Note that the above

approach operates on a single segment (heartbeat) of the at-

tacker. Therefore, we must apply it to each segment of X
separately in our later experiments.

(1) Offline mapping function: The online approach is lim-

ited by the fact that (�d)Ŷ is computed using a linear trans-

form and does not include b fiducial features. To deal with

this issue, we formulate a non-linear optimization problem

that finds a better mapping without the need to extract fidu-

cial features. While it is more flexible and accurate, we may

only apply it in offline scenarios because it requires more

time and segments of X to compute.

The optimization problem is given as follows:

[V ∗, �p∗] = argmin
π∑

θ=−π

||Y (θ)− Z(θ; (�d)Ŷ ))||2, (10)

where || · || denotes the Euclidean norm and ∗ denotes the

parameters of the optimal solution. In our results section,

we use a linear mapping function (�d)Ŷ = V (�d)X + �p,

but nonlinear functions can also be used in this formulation

and shall be investigated in future work. The Levenberg-

Marquardt algorithm was used to solve the non-linear least-

squares optimization problem.

Once a mapping function (either online or offline) is ob-

tained, we can apply it to the attacker’s ECG signal X to

generate spoofed ECG signal Ŷ . Application of the map-

ping function to the signal is shown in Figure 6. First, the

attacker’s signal is pre-processed by employing a 4th order

of Butterworth band pass filter with cutoff frequency 1Hz-

40Hz. After that, the mapping function is applied to the

filtered ECG signal in order to obtain new dynamic param-

eters. Based on the new parameters, a synthetic ECG signal

is generated using McSharry et al.’s model (see Section 3.1).

Meanwhile, the noise in X is modeled as described in Sec-

tion 3.2 and then used to generate symmetric noise which

is mixed with the synthetic ECG. The final output is a syn-

thetic ECG signal Ŷ with noise that is meant to emulate the

victim’s signal.

4. Experimental Results

In this section, we present the results obtained from our

proposed attack with two popular feature extraction tech-

niques.

4.1. Experimental Setup

ECG Data: The ECG recordings of 52 subjects

from the Physikalisch-Technische Bundesanstalt (PTB)

database [22] are selected and a template database is pre-

pared. Each signal is digitized at 1000 samples per second,

with 16 bit resolution and an average of two minutes using

a single lead ECG. Note that the reason we have decided to

only consider PTB database is because other ECG databases

have different characteristics such as input resistance, in-

put voltage, resolution, bandwidth and sampling rate. How-

ever, our proposed approaches can be applied to other ECG

databases as well.

Feature Extraction: Two popular feature extraction tech-

niques are applied in this paper

(1) Fiducial feature extraction: A subset of 29 features that

represent the majority of fiducial features are extracted from

every beat of each individual’s ECG signal. As shown in

figure 3, features encompass 21 fiducial points and 14 tem-

poral features. To extract these features, first the R peak

and then the P, Q, S, T peaks and valleys are detected us-

ing a local maximum/minimum searching algorithm within

a defined physical region. However, note that feature num-

bers 30 to 35 are not considered in mapping or classification

because they are difficult to extract.

(2) Normalized Autocorrelation (AC): The motivation be-

hind this non-fiducial approach is the use of normalized au-

tocorrelation (AC) method on non-overlapping windows of

the filtered individual ECG signal without the use of fiducial

point detection [23]. In order to extract the feature vector

representing the ECG’s signature, a windowed ECG signal

and estimation of the normalized AC over a window of m
are taken into account. In fact, autocorrelation gives an au-

tomatic shift invariant feature set that represents repetitive

characteristics over multiple heartbeat cycles. The autocor-

relation coefficients can be written as

R̂xx(m) =
1

R̂xx(0)

N−|m|−1∑
i

s(i)s(i+m) (11)
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(a) (b) (c)
Figure 7. (a) ROC curves (log-log scale) for fiducial feature extraction under both online and offline attack; (b) ROC curves for nonfiducial

feature extraction under both online and offline attacks; (c) EER based on training the mapping function for different number of victim

heartbeats in all attack scenarios.

(a) (b) (c) (d)
Figure 8. Distribution of accuracy across subjects for fiducial feature extraction in (a) offline and (b) online modes; distribution of accuracy

for non-fiducial feature extraction in (c) offline and (d) online modes.

where s(i) is the windowed ECG signal at time i, s(i+m)
] is the time shifted version of the windowed ECG with a

time lag of m which is greater than the mean QRS duration

Classification: We apply a one-class support vector ma-

chine (SVM) technique for classification. The basic train-

ing principal of SVM is to find the optimal hyper-plane that

separates the classes with a maximum margin [4]. In order

to train the SVM, we use 40 different test samples (heart-

beats) for any victim’s ECG. In the results below, we take

every subject as an attacker and consider the rest as victims.

In other words, we apply the attack 52× 51 = 2, 652 times.

Unless otherwise specified, one can assume the presented

results represent an average. The libSVM library [5] is used

for our experiments.

Experiment Parameters: We consider three cases. In case

I, the victim’s record is only one beat long and one emu-

lated beat is generated for authentication. In case II, we

increase the number of samples (beats) contained in the

victim’s record while still using only one beat to authen-

ticate. In case III, we assume the victim’s record is one beat

long, but increase the number of samples used to authenti-

cate the attacker. Three error rates are used to evaluate the

attack performance: false positive/accept rate (FPR), true

positive/accept rate (TPR) and equal error rate (EER). FPR

is the percentage of attackers who were denied access to

the system whereas TRP is the percentage of attackers who

have successfully gained access to the system. The two er-

ror rates FPR and TPR can be traded-off with each other in

order to find the optimal and desired EER. EER is the lo-

cation on the receiver operator characteristic (ROC) curve

where the FPR and TPR are equal. We also calculate the ac-

curacy for each subject as the number of successful attempts

by the attacker divided by the total number of attempts.

4.2. Case I

ROC curves are shown in Figure 7 (a-b) for the case

where only one beat of victim’s ECG signal is used to create

the mapping function. As shown in this figure, the average

accuracy of fiducial feature extraction for both online and

offline attacks is 96.69% versus 97.43% while performing

five-fold cross validation. In contrast, non-fiducial feature

extraction obtains 91.78% and 94.17% rate of success for

online and offline attacks. As expected, the offline attacks

perform better than online attacks in terms of accuracy be-

cause the online mapping does not involve the entire ECG

(ignores b parameters). However, it should be noted that the

online attack’s performance is quite comparable to the more

advanced offline attack. In addition, the proposed approach

has better success for fiducial feature extraction compared

with non-fiducial. The characteristics of fiducial features

(e.g. temporal and amplitude) generally make them more

distinguishable compared to non-fiducial; thus higher accu-

racy is expected. This is true for both offline and online

attacks.
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(a) (b) (c) (d)
Figure 9. Accuracy (red) and EER (blue) vs. numbers of heartbeats used during authentication. (a) & (b) show a comparison for offline

attacks using non-fiducial and fiducial feature extraction, respectively; (c) & (d) show a comparison for online attacks using non-fiducial

and fiducial feature extraction respectively.

In order to analyze the performance of authentication,

we also study the accuracy of different subjects. The distri-

bution of accuracy percentage across subjects for different

attacks is shown in Figures 8(a-d). The average accuracy

for fiducial feature extraction are 97.43% and 96.69% for

offline and online cases respectively; while for non-fiducial

accuracies are 94.17% and 91.78%. We find that some sub-

jects are more difficult to execute presentation attacks on

than others. This can be explained by two reasons. First,

when only one beat of the victim’s signal is used to gen-

erate the mapping function, the selected beat we’ve cho-

sen might contain more noise compared to other subjects.

Second, the noise mixed with the signal could also impact

the authentication accuracy. Although we have added noise

to the synthetic ECG (in order to avoid trivial detection of

the presentation attack), the noise is modeled from the at-

tacker’s ECG signal instead of the victim’s since we have

no way of emulating the intra-beat variation/noise of vic-

tim’s ECG signal (i.e., heart rate variability). By investigat-

ing the subjects with higher accuracy and lower accuracy,

this hypothesis was confirmed; Attacker ECGs with similar

in heart rate and heart rate variability to the victim’s have a

higher accuracy. In addition, we also note that subjects with

lower accuracy for fiducial methods are correlated with the

subjects with lower accuracy for non-fiducial methods (not

explicitly shown for brevity).

4.3. Case II

To overcome the above heart rate variability issue, we

also investigate the impact of mapping when multiple ECG

beats of the victim are available for mapping. In Figure 7(c),

the number of heartbeats (samples) is varied from 1 to 20.

It can be observed that the EER decreases as the number of

samples increases, which agrees with what we expect based

on the above discussion. For non-fiducial feature extrac-

tion, the worst EERs for offline and online attacks (0.0372
& 0.0473) occur when the victim’s record has only 1 beat.

This improves by a factor of approximately 6 for 20 beats.

Furthermore, the EERs for fiducial feature extraction im-

prove by factors of 13 and 8 respectively when increasing

from 1 beat to 20.

4.4. Case III

Figures 9 (a-d) show the accuracy and EER versus num-

ber of samples used to authenticate the attacker. In general,

the impact of noise on accuracy often lessens with more

samples for most applications. The figure shows that this

trend holds even in the case of our emulated attacker ECGs.

As the length of the ECG used to authenticate the attacker

increases, the EER falls and the accuracy increases before

eventually saturating. We were be able to achieve the accu-

racy of 99.64% and 99.51% for fiducial feature extraction

based on offline and online attacks receptively. 98.27% and

96.71% accuracy for non-fiducial feature are obtained based

on offline and online attacks.

5. Conclusion
In this work, we have proposed a presentation attack on

ECG-based biometric systems. To the best of our knowl-

edge, this is the first work to explore the vulnerability of

ECG biometric by applying a systematic mapping function

that transforms any attacker’s ECG signal to a victim’s. We

evaluate the presentation attack on both offline and online

attacks for two popular feature extraction methods (fidu-

cial and non-fiducial). In our experiments, the proposed on-

line approach achieves success rates over 90% with limited

training data. When more training samples of the victim

ECG are available to the attacker, the success rate rises to

over 96%. The performance of the resource constrained on-

line approach is even comparable to the online approach. In

future work, we plan on implementing the proposed online

approach in real hardware and evaluating different nonlin-

ear mapping functions for offline scenarios. In addition, we

shall also consider cases where the victim’s ECG has been

recorded by a different source device.
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