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Abstract

The advancement of Large Language Models001
(LLMs) like GPT-4 has significantly enhanced002
our capability to process complex language.003
However, accurately detecting and classifying004
logical fallacies—a crucial aspect of reason-005
ing and argumentation—remains a challenging006
task. This study introduces a simple but pow-007
erful prompt formulation approach that can be008
leveraged for both zero-shot settings and fine-009
tuned models. Our proposed method formu-010
lates an input prompt by enriching the input011
text in view of counterarguments, explanations,012
and goals. The formulated prompts are used013
for providing an answer in the zero-shot setting014
or integrated into the training of existing Small015
Language Models (e.g., RoBERTa). Our exper-016
iments span diverse datasets, featuring 5 to 13017
types of logical fallacies, to assess the method’s018
robustness and adaptability with GPT-3.5-turbo019
and GPT-4.0, placing a particular emphasis on020
the impact of various query types. The find-021
ings reveal significant improvements across the022
board: for zero-shot settings, the method in-023
creased the Macro F1-score by up to 0.20 in de-024
tection tasks, while in multiclass classification025
tasks involving fine-tuned models, the Macro026
F1-score saw enhancements of up to 0.56.027

1 Introduction028

In recent years, the field of Natural Language Pro-029

cessing (NLP) has witnessed remarkable growth,030

propelled by the advent of Large Language Models031

(LLMs) like GPT-4 (Brown et al., 2020; Achiam032

et al., 2023). Despite these strides, accurately033

identifying and classifying logical fallacies—a034

prevalent challenge across various forms of dis-035

course—remains a significant hurdle. These fal-036

lacies, common in casual conversations, formal037

debates, and educational texts, underscore the com-038

plexities of human thought and language in the039

realm of automated reasoning and analysis (Haber-040

nal et al., 2017; Petric, 2020; Goffredo et al., 2022;041

Explanation

x: Annie must like Starbucks 
because all girls like Starbucks.

Step1: Generate Enriched Representations 

This text suggests a generalization about girls and their preferences for 
Starbucks, assuming that Annie, as a girl, must also like Starbucks without 
evidence. This could be seen as stereotyping, making unfounded 
assumptions based on gender, reinforcing harmful stereotypes.

The goal is to make a generalization about girls liking Starbucks
based on the assumption that Annie is a girl.

𝑹𝟏

LLM
𝑹𝟐

𝑹𝟑

𝑅! : Enriched Representations
𝑖 ∈ {Counterargument, Explanation, Goal}

Not all girls like starbucks, as personal preferences vary among individiuals. 
Even if Annie is a girl, it does not automatically mean she likes Starbucks. 
She may prefer a different type of coffee or may not like coffee at all. It is 
not fair to make assumptions about someone based on their gender.

Counterargument

Goal

Step2: Generate a Query text
1) Prompt with Text and Enriched representations

Create one query for each [x] to analyze the [x] based on its [𝑅!].

x 𝑅!
LLM

𝑄!

𝑄" How does the Counterargument challenge the assumption that all girls like Starbucks?

𝑄# How does this text perpetuate harmful gender stereotypes and restrict individual expression?

𝑄$ What does this text reveal about the speaker’s attitude towards girls and their preferences?

Step3: Classification
1) Fine-tuned SLM setting

x 𝑄!

LLM

𝐹

Please classify the type of 
fallacy in the [x] based on [𝑄!].

F: fallacy

Generated
Queries

2) Zero-shot setting

x

𝑄!

⨁
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SLM 𝐹

F: fallacy

Small Language Model
(e.g. RoBERTa)

Figure 1: Example of prompt formulation (x: Input text
to classify)

Jin et al., 2022; Goffredo et al., 2023) Recent ef- 042

forts to detect and classify logical fallacies have 043

incorporated prompting techniques (Hong et al., 044

2023) and methodologies like Case-Based Reason- 045

ing (CBR) (Sourati et al., 2023). While (Hong 046

et al., 2023) has sought to refine logical fallacy 047

analysis by providing definitions for various fallacy 048

types through prompts, such strategies primarily 049

leverage direct textual interactions with models. 050

Concurrently, (Sourati et al., 2023) enhances log- 051

ical fallacy analysis using Case-Based Reasoning 052

(CBR) and enriched representations. However, it 053

primarily focuses on matching within a structured 054

framework, which may underutilize the generative 055

capabilities of Large Language Models (LLMs) 056

for a deeper, dissected examination of fallacies. As 057

shown in Figure 1, our proposed method obtains en- 058

riched representations of an input text to formulate 059

prompts for LLMs, such as gpt-3.5-turbo-instruct, 060

to gather contextualized information potentially 061

useful for analyzing logical fallacies. Subsequently, 062
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our model reformulates the representations for get-063

ting a query. Additionally, we classify labels of log-064

ical fallacies in 1) a supervised learning or 2) zero-065

shot setting using a RoBERTa-base model. The066

approach demonstrates significant performance im-067

provements across diverse datasets.068

Our contributions are twofold:069

1. Advanced Prompt Formulation: Our ap-070

proach utilizes contextualized representation071

to enrich the analysis of logical fallacies,072

guiding LLMs like GPT-3.5-turbo and GPT-073

4.0 through a sophisticated querying strategy.074

This method enhances the LLMs’ engagement075

with texts, allowing them to uncover and eval-076

uate logical fallacies more accurately.077

2. Comprehensive Fallacy Analysis: Our078

method enhances logical fallacy detection and079

classification across diverse datasets, prov-080

ing effective in both zero-shot settings and081

with fine-tuned models. This demonstrates the082

adaptability and effectiveness of our querying083

approach in improving analysis precision.084

2 Related Work085

Logical fallacies, pervasive across various forms of086

discourse, compromise argumentative quality and087

reasoning accuracy. Historical and computational088

studies within informal logic traditions and critical089

discussion rules (Hansen, 1996; Van Eemeren et al.,090

2002; Tindale, 2007; Damer, 2008) stress the im-091

portance of recognizing these fallacies in domains092

such as public policy, legal reasoning, and scientific093

discourse (Bailin and Battersby, 2016). Computa-094

tional research has ventured into fallacy detection095

in dialogues (Habernal et al., 2017), argument suf-096

ficiency (Stab and Gurevych, 2017; Wachsmuth097

et al., 2017), Reddit discussions (Sahai et al., 2021),098

and misinformation contexts (Musi et al., 2022), of-099

ten with a focus on singular datasets, limiting gen-100

eralizability. Conversely, broader methodologies,101

like employing T5 for multiple fallacy datasets102

(Alhindi et al., 2023) and exploring Case-Based103

Reasoning (CBR) for new classification scenarios104

(Sourati et al., 2023), seek expansive applicability.105

Such methodologies seek to overcome the limi-106

tations of previous approaches and offer new di-107

rections for understanding and managing complex108

logical fallacies. (Hong et al., 2023) leveraged109

prompts to define various fallacy types, seeking to110

deepen models’ analytical capabilities. Yet, such111

methods, primarily relying on direct, definitional112

Table 1: Summary of four fallacy datasets. N represents
the number of samples, C represents the number of
classes. † indicates the numbers include the No Fallacy
class.

Data N C Genre Domain
ARGOTARIO 1338 6† Dialogue General

LOGIC 2449 13 Dialogue Education
COVID-19 154 11† SocMed/News Covid-19
CLIMATE 685 11† News Climate

prompts, may not fully engage the model in nu- 113

anced understanding. Furthermore, (Sourati et al., 114

2023)’s focus on textual modifications or architec- 115

tural changes through CBR might not adequately 116

address the complexities of logical fallacies. Build- 117

ing on this foundation, our study employs enriched 118

case representations to generate queries for deeper 119

interaction with logical fallacies across multiple fal- 120

lacy datasets, aiming to bridge understanding gaps 121

highlighted by (Field, 1977) and enhance LLMs’ 122

reasoning capabilities. Addressing these gaps, our 123

research introduces a simple yet powerful method- 124

ology that goes beyond conventional frameworks 125

by leveraging prompt formation based on enriched 126

case representations. 127

3 Approach 128

3.1 Data 129

Our study analyzes four distinct datasets, excluding 130

the Propaganda dataset due to its unique annotation 131

approach. These datasets are: (1) ARGOTARIO, 132

highlighting six types of fallacies in QA pairs. (2) 133

LOGIC, identifying 13 logical fallacies from ed- 134

ucational content. (3) CLIMATE, analyzing fal- 135

lacies in 778 climate change article segments. (4) 136

COVID-19, focusing on 11 fallacies in pandemic- 137

related fact-checked content. Each dataset, detailed 138

in (Alhindi et al., 2023), spans 18 fallacy types 139

across various domains and genres, offering a com- 140

prehensive overview for our logical fallacy analysis 141

(see Table 1). 142

3.2 Methods 143

3.2.1 Step1: Generating Enriched 144

Representations 145

Our approach utilizes Large Language Models 146

(LLMs) to enrich the analysis of texts containing 147

logical fallacies (x) through three distinct perspec- 148

tives: Counterargument, Explanation, and Goal. 149

Each perspective is denoted by an index i, where i 150

represents the specific instruction applied (I1 for 151

Counterargument, I2 for Explanation, and I3 for 152

Goal). These instructions guide the LLM to focus 153
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on various aspects of the argument, leading to the154

generation of enriched representations Ri(x). By155

applying specific instructions Ii to GPT-3.5-turbo-156

instruct, we generate these enriched representations157

that delve into the fallacy’s multifaceted nature:158

Ri(x) = LLM(x, Ii), (1)159

Consider, for instance, a statement x = "Annie160

must like Starbucks because all girls like Star-161

bucks." In analyzing this statement through the162

Goal perspective, we prompt the LLM with "Ex-163

press the goal of the text", leading to Ri(x) = "The164

goal of this text is to make a generalization about165

girls liking Starbucks based on the assumption that166

Annie is a girl." This enriched representation is167

used for generating a query.168

3.2.2 Step2: Generating Queries169

To provide a context-driven query, we design a tai-170

lored query generation method Qi(Ri(x), x) using171

the LLM instruction: "Create one query for each172

text to analyze the text based on its goal." This pro-173

cess yields Qi(Ri(x), x) = "What does this text174

reveal about the speaker’s attitude towards girls175

and their preferences?" Such queries enable a nu-176

anced understanding of the underlying assumptions177

and biases in arguments, demonstrating the model’s178

capability to engage critically with the content:179

Qi(Ri(x), x) = LLM(Ri(x),Qi) (2)180

3.2.3 Step3: Detecting and Classifying Logical181

Fallacy182

The comprehensive analysis facilitated by these183

tailored queries allows for getting prediction proba-184

bility pLLM of the fallacy’s class label (l) with each185

enriched representation i for an input text x:186

Fallacy(i) = argmax
l∈L

pLLM(l|x,Qi(Ri(x), x)),

(3)187

where L denotes a set of logical fallacy labels. By188

embedding enriched representations and tailored re-189

formulated queries, our approach enables classifica-190

tion. Additional examples and details are available191

in Table 9 in the Appendix. For detailed instruc-192

tions on our prompt formulation and application,193

refer to the Appendix C.1 C.2 C.3.194

4 Experiments195

Overview In this study, we evaluated the capa-196

bilities of the GPT-3.5-turbo and GPT-4.0 models197

in detecting and classifying logical fallacies across198

Table 2: Accuracy and Macro F1 score of the Binary
class fallacy detection on all datasets with different for-
mulated prompts: CG for Counterargument, EX for
Explanation, and GO for Goal. Bold scores indicate the
highest score for each metric.

Model
(Parameters)

Argotario COVID-19 CLIMATE

Acc F1 Acc F1 Acc F1

GPT-3.5-turbo 0.69 0.52 0.46 0.32 0.52 0.49

GPT-3.5-turbo +
CG Formulation

0.70
(+0.01)

0.50
(-0.02)

0.54
(+0.08)

0.35
(+0.03)

0.38
(-0.14)

0.35
(-0.14)

GPT-3.5-turbo +
EX Formulation

0.69
(+0.00)

0.47
(-0.05)

0.58
(+0.12)

0.48
(+0.16)

0.35
(-0.17)

0.32
(-0.17)

GPT-3.5-turbo +
GO Formulation

0.69
(+0.00)

0.49
(-0.03)

0.54
(+0.08)

0.41
(+0.09)

0.44
(-0.08)

0.42
(-0.07)

GPT-4.0 0.76 0.69 0.62 0.55 0.48 0.48

GPT-4.0 +
CG Reformulation

0.73
(-0.03)

0.65
(-0.04)

0.77
(+0.05)

0.75
(+0.20)

0.59
(+0.11)

0.59
(+0.11)

GPT-4.0 +
EX Formulation

0.74
(-0.02)

0.65
(-0.04)

0.73
(+0.11)

0.71
(+0.16)

0.59
(+0.11)

0.59
(+0.11)

GPT-4.0 +
GO Formulation

0.81
(+0.05)

0.76
(+0.07)

0.65
(+0.03)

0.63
(+0.08)

0.60
(+0.12)

0.60
(+0.12)

various datasets. We utilized a zero-shot learning 199

framework for detection tasks against a No Fallacy 200

baseline and engaged both zero-shot settings and 201

fine-tuning techniques for multiclass fallacy classi- 202

fication. For full classification results, please refer 203

to the appendix A. 204

Detection and Classification Results As in Ta- 205

ble 2, specialized prompt formulation strategies 206

substantially improve the detection and classifica- 207

tion of fallacies across diverse datasets. Particu- 208

larly, employing the Goal Formulation method with 209

the GPT-4.0 model on the ARGOTARIO yields 210

the best results for binary class fallacy detection, 211

achieving an accuracy of 0.81 and a Macro F1 score 212

of 0.76. The same approach also leads to identical 213

scores on the CLIMATE. For the COVID-19, the 214

Counterargument Formulation with GPT-4.0 was 215

most effective, showing accuracy and Macro F1 216

scores of 0.77 and 0.75, respectively. Table 3 shows 217

the results of multi-class fallacy classification. In 218

the table, Explanation Formulation combined with 219

the RoBERTa model demonstrated superior perfor- 220

mance, especially on the ARGOTARIO with an 221

accuracy of 0.81 and a Macro F1 of 0.80, and the 222

CLIMATE, achieving 0.84 in accuracy and 0.74 223

in Macro F1. These findings underscore the pivotal 224

role of tailored query formulations in enhancing 225

model efficacy for fallacy detection and classifi- 226

cation. Notably, recent models, such as Electra- 227

StructureAware and ELECTRA(CBR) are worse 228

in the LOGIC dataset despite a similar number of 229

parameters. 230
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Table 3: Accuracy and Macro F1 score of the Multi
class fallacy classification on all datasets with differ-
ent reformulated texts: CG for Counterargument, EX
for Explanation, and GO for Goal. Bold scores indi-
cate the highest score for each metric. We utilized both
fine-tuned models and prompt-based models, with the
prompt-based models being evaluated in a zero-shot
manner. Results for Electra-Structure-Aware and ELEC-
TRA are from the original papers, and the same test
splits are used for comparison. A dash (’-’) indicates
the absence of known comparison results.

Model
(Parameters)

ARGOTARIO LOGIC COVID-19 CLIMATE

Acc F1 Acc F1 Acc F1 Acc F1

Learning-based model

Electra-Structure-
Aware (110M) - - 0.48 0.59 - - - -

ELECTRA (CBR)
(110M) - - - 0.66 - - - -

RoBERTa
(125M) 0.59 0.60 0.65 0.62 0.36 0.14 0.26 0.18

RoBERTa
+ CG (125M)

0.56
(-0.03)

0.57
(-0.03)

0.53
(-0.12)

0.42
(-0.20)

0.36
(-0.07)

0.16
(+0.02)

0.39
(+0.13)

0.30
(+0.12)

RoBERTa
+ EX (125M)

0.81
(+0.22)

0.80
(+0.20)

0.80
(+0.15)

0.79
(+0.27)

0.36
(+0.00)

0.17
(+0.03)

0.84
(+0.58)

0.74
(+0.56)

RoBERTa
+ GO (125M)

0.79
(+0.20)

0.78
(+0.18)

0.71
(+0.06)

0.71
(+0.09)

0.43
(+0.00)

0.28
(+0.14)

0.61
(+0.35)

0.5
(+0.32)

Zero-shot model

GPT-3.5-turbo
(20B) 0.50 0.41 0.39 0.25 0.29 0.14 0.18 0.13

GPT-3.5-turbo
+ CG (20B)

0.5
(+0.00)

0.41
(+0.00)

0.4
(+0.01)

0.25
(+0.00)

0.43
(+0.14)

0.29
(+0.15)

0.63
(+0.45)

0.54
(+0.41)

GPT-3.5-turbo
+ EX (20B)

0.70
(+0.20)

0.67
(+0.26)

0.46
(+0.07)

0.32
(+0.07)

0.57
(+0.28)

0.44
(+0.30)

0.7
(+0.52)

0.65
(+0.52)

GPT-3.5-turbo
+ GO (20B)

0.79
(+0.29)

0.78
(+0.37)

0.71
(+0.32)

0.71
(+0.46)

0.43
(+0.14)

0.28
(+0.14)

0.61
(+0.43)

0.5
(+0.37)

GPT-4.0 0.60 0.50 0.40 0.28 0.43 0.33 0.18 0.11

GPT-4.0 + CG 0.61
(+0.01)

0.51
(+0.01)

0.4
(+0.00)

0.27
(-0.01)

0.57
(+0.14)

0.40
(+0.07)

0.33
(+0.15)

0.26
(+0.15)

GPT-4.0 + EX 0.84
(+0.24)

0.70
(+0.20)

0.48
(+0.08)

0.35
(+0.07)

0.71
(+0.28)

0.68
(+0.35)

0.67
(+0.45)

0.66
(+0.55)

GPT-4.0 + GO 0.79
(+0.19)

0.66
(+0.16)

0.46
(+0.06)

0.33
(+0.05)

0.64
(+0.21)

0.43
(+0.10)

0.57
(+0.39)

0.45
(+0.34)

Experimental Validation of Formulated231

Prompts To validate the effectiveness of our232

prompt formulation-driven approach, we con-233

ducted an experiment focusing on the adequacy234

of analysis contained within formulated prompts235

generated by LLMs for sentences presenting236

logical fallacies. Specifically, we assessed whether237

the queries—encompassing counterarguments,238

explanations, and goals—provided by LLMs were239

capable of facilitating a comprehensive analysis of240

logical fallacies. This evaluation was performed241

using a Small Language Model (SLM), specifically242

roberta-base, to measure the model’s certainty in243

its predictions through confidence scores. These244

scores, defined as the highest softmax likelihood245

(pSLM ) for a particular class label l given a246

sentence x, served as an indicator of the model’s247

confidence in identifying and classifying logical248

fallacies based on the enriched formulated texts:249

Confidence(x) = max
l∈L

pSLM (l|x;X), (4)250

where L denotes a set of logical fallacy labels251

within the test dataset X . This methodology aims252

to critically examine the extent to which LLM-253

generated queries could enrich the model’s under-254

standing and analytical depth, thereby enhancing255

Figure 2: Relationship between confidence scores and
performance with/without formulated texts for the AR-
GOTARIO dataset. Symbols represent different ap-
proaches: (◦) Base, (□) Counterargument, (△) Expla-
nation, and (♢) Goal. Breaks in the lines indicate the
absence of corresponding confidence scores. Additional
dataset results are available in the Figure 3.

its performance in the classification of logical fal- 256

lacies. Our findings, illustrated in Figure 2, 3, in- 257

dicate that, in most cases, the inclusion of queries 258

generally leads to higher performance at lower con- 259

fidence scores across all datasets, affirming the effi- 260

cacy of our enriched formulation methodology. For 261

more detailed insights into the experimental setup, 262

please refer to the appendix A. 263

5 Ethics Statement 264

This research into the application of Large Lan- 265

guage Models (LLMs) for the detection and classi- 266

fication of logical fallacies carries profound ethical 267

considerations that we have addressed throughout 268

the study’s design, execution, and analysis phases. 269

In harnessing the capabilities of LLMs such as 270

GPT-3.5-turbo and GPT-4.0, we acknowledge the 271

responsibility to ensure that our methodologies and 272

findings contribute positively to society and do not 273

exacerbate existing disparities or introduce new 274

forms of bias. 275

6 Conclusion 276

This study introduced a novel approach leverag- 277

ing Large Language Models (LLMs) like GPT-3.5 278

and GPT-4.0 to enhance the detection and classi- 279

fication of logical fallacies. By reformulating en- 280

riched representations from sentences containing 281

logical fallacies, we evaluated the models’ capa- 282

bilities across various datasets. Our methodology, 283

focusing on strategic reformulating based on en- 284

riched case representations like counterarguments, 285

explanations, and goals, demonstrated significant 286

success in improving model precision. 287
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7 Limitation288

Despite the promising advancements demonstrated289

in leveraging Large Language Models (LLMs) like290

GPT-4 for detecting and classifying logical falla-291

cies through a novel prompt formulation approach,292

this study acknowledges several limitations. The293

generalizability of our findings across more diverse294

or complex datasets remains untested, particularly295

outside the 5 to 13 types of logical fallacies ex-296

plored. Additionally, our method’s reliance on297

specific models (GPT-3.5-turbo and GPT-4.0) may298

limit its applicability with other LLMs or future299

iterations, potentially impacting its scalability and300

cost-effectiveness due to the increased complexity301

and computational requirements of prompt refor-302

mulation. Moreover, the improvements in Macro303

F1-scores, while significant, highlight the need for304

further research to enhance the interpretability and305

transparency of the reformulation process, ensuring306

the method’s broader applicability and effective-307

ness in practical settings.308
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A Experimental Details 410

Fine-tuning setup To evaluate the effectiveness 411

of formulation in a fine-tuning setup, we fine- 412

tuned a roberta-base model. Given the limitations 413

on input sentence length during training, we 414

did not combine generated queries but instead 415

concatenated each generated query with the 416

logical fallacy sentences individually. The hyper- 417

parameters for fine-tuning were set as follows: 418

learning rates within {1e-5, 2e-5}, training and 419

evaluation batch sizes among {4, 8, 16, 32, 64}, 420

and a maximum sequence length of 512. This ap- 421

proach allowed us to comprehensively assess the 422

model’s performance across different configura- 423

tions, as detailed in Table 3. Our codes are avail- 424

able at https://anonymous.4open.science/r/ 425

Logical_Fallacy-5019/ 426

Fallacy Class To ensure coherence in our anal- 427

ysis, we consolidated similar fallacy categories 428

across the datasets: Hasty Generalization and 429

Faulty Generalization into Faulty Generalization; 430

Fallacy of Credibility and False Authority into Ir- 431

relevant Authority; and False Cause, False Causal- 432

ity, and Post Hoc into False Causality. 433

Data Selection The experiments were conducted 434

on test subsets comprising 20% of each dataset for 435

the initial evaluation, except for the LOGIC dataset, 436

where we used the test set predefined by (Jin et al., 437

2022). This selection was based on the need to en- 438

sure a consistent evaluation framework across dif- 439

ferent datasets and to utilize existing benchmarks 440

where available. Specifically, for the task of multi- 441

class fallacy classification, where fine-tuning was 442

employed, the datasets were split into training, val- 443

idation, and test sets in proportions of 65%, 15%, 444

and 20%, respectively. This partitioning was aimed 445

at providing a robust structure for model training 446

and evaluation, allowing for an effective balance 447

between learning complex fallacy patterns and en- 448

suring generalization across unseen data. 449

Generated Queries’ Impact The analysis of 450

generated query impact is specifically focused on 451

the task of logical fallacy multiclass classification, 452

which is recognized as a challenging task for the 453

Small Language Model (SLM). Due to the com- 454

plexity of accurately classifying multiple types 455

of logical fallacies, a fine-tuning approach was 456

adopted to achieve the results(See Figure 2, 3). 457

Breaks in the data lines within Figure 2, 3 indicate 458

the absence of corresponding confidence scores. 459
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This process was applied across test datasets. No-460

tably, for the COVID-19 dataset, given its smaller461

size, cross-validation methods were employed to462

expand the test sample size, ensuring a comprehen-463

sive assessment. Our findings, illustrated in Fig-464

ure 2, 3, indicate that: (1) With few exceptions (no-465

tably the LOGIC dataset), the inclusion of queries466

generally leads to higher performance at lower con-467

fidence scores across all datasets, affirming the ef-468

ficacy of our enriched query generation method-469

ology. (2) Uniformly, the presence of queries at470

any given confidence level enhances model per-471

formance, validating the positive influence of our472

query generation approach on the model’s effective-473

ness. However, the performance on the LOGIC474

dataset was comparatively lower, likely due to the475

complexity introduced by its 13 distinct classes.476

This additional step highlights our commitment477

to rigorously evaluating the influence of prompt478

Promptformulation, particularly in complex classi-479

fication scenarios, thereby underlining the efficacy480

and necessity of our methodology in enhancing481

model performance.482

B Enriched Representation text483

In this section, we delve into the core reasoning484

behind our selection of counterargument, expla-485

nation, and goal as the pivotal elements for en-486

riching the representation texts. Our approach is487

inspired by the foundational work of (Sourati et al.,488

2023), who first demonstrated the effectiveness of489

using enriched case representations—focusing on490

counterarguments, goals, explanations, and struc-491

ture—to analyze logical fallacies. This pioneering492

study laid the groundwork for our methodological493

choices, emphasizing the intrinsic value of these as-494

pects in enhancing the analysis and understanding495

of logical fallacies within textual content.496

It is important to note that while (Sourati et al.,497

2023) included structure as one of the elements498

for enriched case representations, we have chosen499

to focus specifically on counterargument, expla-500

nation, and goal in our study. The rationale behind501

this decision is based on the recognized variability502

of structure across different datasets and domains.503

This variability can pose challenges in consistently504

applying and interpreting structural aspects of argu-505

ments across diverse contexts. By concentrating on506

counterargument, explanation, and goal, we aim507

to utilize elements that offer consistent analytical508

value and applicability regardless of the domain or509

(a) LOGIC

(b) COVID-19

(c) CLIMATE

Figure 3: Relationship between confidence scores and
performance with/without generated queries. Symbols
represent different approaches: (◦) Base, (□) Counter-
argument, (△) Explanation, and (♢) Goal.

dataset. This focus ensures that our methodology 510

remains robust and adaptable, enabling precise and 511

meaningful analysis of logical fallacies across a 512

wide range of textual content. 513

Counterargument serves as a crucial tool for 514

testing the strength and resilience of the original 515

argument, offering alternative viewpoints that chal- 516

lenge the initial stance(Nussbaum et al., 2005). 517

This dynamic interaction is essential for unveiling 518

hidden biases or weaknesses within the argument, 519

thus providing a richer, more comprehensive analy- 520

sis. 521

Explanation goes beyond the surface to explore 522

the underlying rationale of the argument, dissecting 523

the logic and reasoning that supports the fallacious 524

statement. By understanding the "why" behind 525

an argument(Hempel and Oppenheim, 1948), we 526
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gain invaluable insights into its construction and527

the fallacies that may pervade it.528

Goal focuses on the intended outcome of the529

argument, examining whether the argument’s struc-530

ture logically supports its conclusion(Tracy, 2013).531

This perspective is pivotal in assessing the effective-532

ness and coherence of the argumentative strategy533

employed.534

C Prompt Details535

This section outlines the prompts utilized for gener-536

ating enriched representation texts and queries con-537

cerning Counterargument, Goal, and Explanation,538

employing GPT-3.5-turbo-instruct. These prompts539

are designed to deeply engage the Large Language540

Model (LLM) in extracting nuanced insights about541

the logical fallacies within the text, enabling a thor-542

ough analysis and understanding of the argumen-543

tative structures. For comprehensive details on the544

utilization of these prompts, see below:545

C.1 Enriched Representation Text Prompts546

These prompts are utilized to elicit counterargu-547

ments, explanations, and goals directly from the548

LLM, forming the enriched representation texts549

(Ri(x)) as outlined in Equation 1. This founda-550

tional step, represented by Ri(x) = LLM(x, Ii),551

allows us to delve deeper into the logical structure552

and validity of the argument presented in the text.553

Here, x represents the input text, and Ii signifies554

the instruction for generating either the counterar-555

gument (I1), explanation (I2), or goal (I3) of x.556

Consider the [TEXT]: "Annie must like Starbucks557

because all girls like Starbucks."558

• Counterargument559

▶ I’ll give you some texts. The texts can560

be question and answer pairs or sentences.561

Represent the counterargument to the text.562

▶ Text: [TEXT]563

▶ Counterargument (Example): "Not all564

girls like Starbucks, as personal preferences565

vary among individuals. Even if Annie is a566

girl, it does not automatically mean she likes567

Starbucks. She may prefer a different type568

of coffee or may not like coffee at all. It is569

not fair to make assumptions about someone570

based on their gender."571

• Explanation572

▶ I’ll give you some texts. The texts can573

be question and answer pairs or sentences.574

Analyze the text. 575

▶ Text: [TEXT] 576

▶ Explanation (Example): "This text sug- 577

gests a generalization about girls and their 578

preferences for Starbucks, assuming that An- 579

nie, as a girl, must also like Starbucks without 580

evidence. This could be seen as stereotyping, 581

making unfounded assumptions based on gen- 582

der, reinforcing harmful stereotypes." 583

• Goal 584

▶ I’ll give you some texts. The texts can 585

be question and answer pairs or sentences. 586

Express the goal of the text. 587

▶ Text: [TEXT] 588

▶ Goal (Example): "The goal is to make 589

a generalization about girls liking Starbucks 590

based on the assumption that Annie is a girl." 591

C.2 Query Generation 592

Following the generation of enriched texts, these 593

prompts are employed to craft queries that delve 594

deeper into the logical structure and validity of the 595

arguments presented in the texts, as denoted by the 596

equation Qi(Ri(x), x) = LLM(Ri(x),Qi). In 597

this equation, Ri(x) represents the enriched rep- 598

resentation obtained from the input text x through 599

specific instructions Ii, and Qi denotes the set 600

of generated query instructions. These generated 601

queries are intended to enhance the depth of anal- 602

ysis on x, improving the detection and classifi- 603

cation of logical fallacies within. The indices 604

i = 1, 2, 3 correspond to the different aspects of 605

queries: Counterargument (Q1), Explanation (Q2), 606

and Goal (Q3). Below are the detailed prompts 607

for generating these queries based on the enriched 608

texts: 609

• Query Generation for Counterargument 610

Text 611

▶ I’ll give you some texts and their coun- 612

terarguments. The texts can be question 613

and answer pairs or sentences. Create one 614

query for each text to analyze the text based 615

on its counterarguments. 616

▶ Text: [TEXT] 617

▶ Counterargument: [COUNTERARGU- 618

MENT] 619

▶ Query text (Example): "How does the 620

counterargument challenge the assumption 621

that all girls like Starbucks?" 622

• Query Generation for Explanation Text 623
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▶ I’ll give you some texts and their expla-624

nations. The texts can be question and an-625

swer pairs or sentences. Create one query626

for each text to analyze the text based on627

its explanations.628

▶ Text: [TEXT]629

▶ Explanation: [EXPLANATION]630

▶ Query text (Example): "How does this631

text perpetuate harmful gender stereotypes632

and restrict individual expression?"633

• Query Generation for Goal Text634

▶ I’ll give you some texts and their goals.635

The texts can be question and answer pairs636

or sentences. Create one query for each637

text to analyze the text based on its goal.638

▶ Text: [TEXT]639

▶ Goal: [GOAL]640

▶ Query text (Example): "What does this641

text reveal about the speaker’s attitude to-642

wards girls and their preferences?"643

C.3 Detection and Classification Prompts644

In our experiments aimed at detecting and classify-645

ing logical fallacies, we utilized specific prompts646

grounded in the approach described by Equation 3.647

This equation outlines the process by which the648

Large Language Model (LLM) assesses the pres-649

ence and type of a logical fallacy within a given650

text, x, based on the generated queries, Qi, de-651

rived from enriched representations, Ri(x). The652

methodology is specifically designed to challenge653

the LLM’s ability to recognize logical fallacies in a654

zero-shot learning framework, leveraging no prior655

task-specific training but instead utilizing enriched656

texts and generated reformulated queries to deeply657

analyze argumentative structures. Focusing on the658

ARGOTARIO dataset, which encompasses five dis-659

tinct types of fallacies, this approach enhances the660

LLM’s precision in both detecting the presence of661

fallacies and classifying their specific types. Below,662

we detail the prompts utilized in this investigative663

process:664

• Logical Fallacy Detection665

▶ Your task is to detect a fallacy in the666

Text. The label can be ’Fallacy’ or ’None’.667

Please detect a fallacy in the Text based on668

Queries.669

▶ Text: [TEXT]670

▶ Formulated prompt: [FORMULATED671

PROMPT]672

▶ Label:673

Table 4: Accuracy and F1 score for each fallacy type on
the ARGOTARIO dataset, indicating the number of data
points for each type (N). (B) and (F) indicate Base and
Formulated queries. The presented results employ the
formuated prompts that achieved the highest Accuracy
and Macro F1-score for each model: Formulated Goal
Prompt for GPT-3.5-turbo and Formulated Explanation
Prompt for GPT-4.0.

Model
GPT-3.5-turbo GPT-4.0

NB F B F

Metric Acc F1 Acc F1 Acc F1 Acc F1

Appeal to Emotion 0.78 0.56 0.88 0.78 0.81 0.62 0.94 0.88 48

Faulty Generalization 0.77 0.49 0.90 0.75 0.85 0.63 0.95 0.86 39

Red Herring 0.74 0.45 0.86 0.73 0.81 0.56 0.96 0.89 36

Ad Hominem 0.86 0.59 0.92 0.75 0.85 0.59 0.93 0.81 34

Irrelevant Authority 0.86 0.39 0.91 0.58 0.89 0.62 0.94 0.78 25

Accuracy 0.50 0.74 0.60 0.84
182

Macro F1 0.41 0.72 0.50 0.70

• Logical Fallacy Classification 674

▶ Your task is to classify the type of fal- 675

lacy in the Text. The label can be ’Appeal 676

to Emotion’, ’Faulty Generalization’, ’Red 677

Herring’, ’Ad Hominem’, and ’Irrelevant 678

Authority’. Please classify the type of fal- 679

lacy in the Text based on the Queries. 680

▶ Text: [TEXT] 681

▶ Formulated prompt: [FORMULATED 682

PROMPT] 683

▶ Label: 684

The utilization of GPT-3.5-turbo-instruct for this 685

endeavor leverages its capability to generate precise 686

and relevant responses, a critical component for an 687

exhaustive exploration of logical fallacies. 688

Error Analysis This study conducted an error 689

analysis across different prompts for logical fal- 690

lacy prediction (See Table 5 in Appendix). The 691

analysis categorizes the results into three types: 692

All Correct Predictions, All Incorrect Predic- 693

tions, and Not All Correct Predictions. In the 694

case of All Correct Predictions, All formulated 695

prompts contributed to correctly identifying the an- 696

swer. For instance, the sentence "Researchers are 697

frauds who don’t earn their salaries." was accu- 698

rately classified as an Ad Hominem fallacy. Each 699

prompt text provides a unique perspective on ex- 700

amining the claim’s credibility: CR questioned the 701

evidence supporting the claim, ER explored un- 702

derlying assumptions or biases, and GR assessed 703
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the author’s views on researchers’ credibility and704

integrity. This multifaceted approach was crucial705

for accurately identifying logical fallacies. In the706

All Incorrect Predictions scenario, the sentence707

"I’m French and I don’t like cheese." was misclas-708

sified as a Faulty Generalization fallacy, which709

overlooks the deeper issue of Intentional Fallacy.710

This classification misses the essence of the inten-711

tional fallacy, where assertions are made not on the712

basis of logical evidence or factual support but are713

driven by the speaker’s intent to win an argument.714

The response "Then you must not really be French"715

highlights an intention to question the speaker’s716

identity without substantive evidence, reflecting an717

underlying intention to assert dominance in the ar-718

gument rather than engaging with factual accuracy.719

In Not All Correct Predictions, only the Goal For-720

mulated text (GR) correctly identified the Cherry721

Picking fallacy in "The bottom line is there’s no722

solid connection between climate change and the723

major indicators of extreme weather." The GR pro-724

vided a clearer perspective for analyzing the text725

compared to CR or ER. By directly addressing726

the text’s main argument and its clarity, GR facili-727

tated the effective extraction of critical information728

within complex texts. These findings underscore729

the importance of diverse perspectives in formula-730

tion for the accurate identification and understand-731

ing of logical fallacies. The unique approach of732

each formulation to text analysis supports the ef-733

fective identification of fallacies, highlighting that734

formulated query design significantly impacts pre-735

diction model performance. This emphasizes the736

necessity of optimizing queries in future research737

to enhance model efficacy.738

D Analysis of Class-specific Performance739

on Four Datasets740

Analyzing the performance across the ARGO-741

TARIO, LOGIC, COVID-19, and CLIMATE742

datasets provides a comprehensive view of the ef-743

ficacy of reformulated text types in enhancing the744

multiclass classification capabilities of GPT-3.5-745

turbo and GPT-4.0 models for various logical fal-746

lacies. In the ARGOTARIO dataset, employing747

Goal Reformulation with GPT-3.5-turbo and Re-748

formulated explanation texts with GPT-4.0 led to749

marked performance enhancements, particularly750

for the Appeal to Emotion and Faulty Generaliza-751

tion fallacies, suggesting that specific reformulated752

queries can significantly enhance model sensitivity753

and accuracy in identifying nuanced logical falla- 754

cies. The LOGIC dataset revealed an overall im- 755

provement across all fallacy types when Reformu- 756

lated explanation texts were applied, highlighting 757

the models’ improved capability in discerning fal- 758

lacies involving circular reasoning and ambiguous 759

language, with Circular Reasoning and Equivoca- 760

tion fallacies showing strong F1 score improve- 761

ments. The COVID-19 dataset, predominantly 762

utilizing Explanation Reformulation, showcased 763

enhanced ability to classify the False Causality fal- 764

lacy, indicating that additional contextual prompts 765

provided by reformulated queries can aid models in 766

better understanding incorrect causal relationships. 767

In the CLIMATE dataset, a general performance 768

improvement was observed, with notable advance- 769

ments in classifying False Causality, Vagueness, 770

and Cherry Picking fallacies through the applica- 771

tion of Reformulated explanation texts, highlight- 772

ing the impact of enriched reformulated queries in 773

deepening models’ comprehension of specific fal- 774

lacies. Across these datasets, the strategic use of re- 775

formulated queries, particularly the Reformulated 776

Explanation texts, has been notably effective in 777

not only bolstering models’ classification accuracy 778

but also in offering insights into their abilities to 779

process and understand complex logical constructs 780

within textual content. This underscores the nu- 781

anced impact of specific reformulated text’s types, 782

with Reformulated explanation texts emerging as 783

particularly influential, in enhancing the precision 784

and depth of logical fallacy classification by large 785

language models. 786
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Table 5: Examples of all correct predictions, all incor-
rect predictions, and not all correct predictions. All cor-
rect predictions refers to cases where every formulated
prompt correctly identifies the answer, All incorrect
predictions refers to cases where every reformulated
text selects an incorrect answer, and not all correct
predictions indicates that some reformulated queries’
types are correct while others are incorrect. GT stands
for the ground truth label, B for base prediction, C for
counterargument, E for explanation, G for goal, CR
for reformulated counterargument text, ER for reformu-
lated explanation text, and GR for reformulated goal
text.

All Correct Predictions
Text: "Researchers are frauds who don’t earn
their salaries."
G: Ad Hominem
B: Faulty Generalization C: Ad Hominem, E: Ad
Hominem, G: Ad Hominem
CR: "What evidence do you have to support your
claim that all researchers are frauds and do not
earn their salaries?"
ER: "What underlying assumptions or biases
might lead someone to make such a claim about
researchers?"
GR: "How does this text’s statement reflect the
author’s view on the credibility and integrity of
researchers?"

All Incorrect Predictions
Text: A: I’m French and I don’t like cheese. B:
All French like cheese. A: I don’t. B: Then you
must not really be French
GT: Intentional Fallacy
B: Faulty Generalization
C: Faulty Generalization, E: Faulty Generaliza-
tion, G: Faulty Generalization
CR: "Can an individual’s national identity be ac-
curately defined by their personal preferences and
tastes?"
ER: "How does this text reinforce the idea of
stereotypes and their influence on one’s identity?"
GR: "How does the text use the stereotype of
French people liking cheese to question the au-
thenticity of the speaker’s nationality?"

Not All Correct Predictions
Text: "The bottom line is there’s no solid con-
nection between climate change and the major
indicators of extreme weather."
GT: Cherry Picking
B: False Causality
C: False Causality, E: False Causality, G: Cherry
Picking
CR: "How do you respond to the argument that
there is no solid connection between climate
change and extreme weather events?"
ER: "How does the text present the relationship
between climate change and extreme weather?"
GR: "What is the main argument of this text and
what is it trying to clarify?"

Table 6: Accuracy and F1 score for each fallacy Type
on LOGIC dataset. (N) denotes the number of data
points for each type. (B) and (F) indicate Base and
Formulated prompts. The presented results employ the
generated queries that achieved the highest Accuracy
and Macro F1-score for each model: Formulated Ex-
planation Prompt for GPT-3.5-turbo and Formulated
Explanation Prompt for GPT-4.0.

Model
GPT-3.5-turbo GPT-4.0

NB F B F

Metric Acc F1 Acc F1 Acc F1 Acc F1

Faulty Generalization 0.83 0.54 0.87 0.67 0.86 0.63 0.87 0.67 61

Ad Hominem 0.96 0.86 0.98 0.92 0.95 0.81 0.99 0.96 41

Ad Populum 0.96 0.75 0.97 0.85 0.97 0.60 0.99 0.97 30

Red Herring 0.92 0 0.90 0 0.92 0 0.91 0 24

Appeal to Emotion 0.92 0 0.92 0 0.92 0 0.92 0 23

Fallacy of Extension 0.93 0.08 0.91 0 0.86 0 0.87 0 21

Circular Reasoning 0.96 0.52 0.98 0.77 0.96 0.60 0.98 0.79 19

False Causality 0.82 0.34 0.82 0.36 0.84 0.41 0.89 0.47 18

Irrelevant Authority 0.93 0 0.92 0.08 0.93 0 0.91 0 17

Intentional Fallacy 0.78 0.11 0.86 0.16 0.84 0.08 0.87 0.14 15

Deductive Reasoning 0.93 0.08 0.89 0 0.91 0 0.89 0 14

False Dilemma 0.95 0 0.92 0 0.92 0 0.89 0 12

Equivocation 0.97 0.18 0.99 0.73 0.99 0.50 1.0 0.89 5

Accuracy 0.39 0.45 0.48 0.48
300

Macro F1 0.25 0.32 0.28 0.35

Table 7: Accuracy and F1 score for each fallacy Type
on CLIMATE dataset. (N) denotes the number of data
points for each type. (B) and (F) indicate Base and
formulated prompts. The presented results employ the
formulated prompts that achieved the highest Accuracy
and Macro F1-score for each model: Formulated Expla-
nation Text for GPT-3.5-turbo and Formulated Explana-
tion Text for GPT-4.0.

Model
GPT-3.5-turbo GPT-4.0

NB F B F

Metric Acc F1 Acc F1 Acc F1 Acc F1

Cherry Picking 0.76 0.27 0.82 0.59 0.73 0.24 0.90 0.74 21

Vagueness 0.73 0.19 0.91 0.73 0.63 0.29 0.93 0.80 14

Red Herring 0.86 0 0.98 0.92 0.83 0 0.95 0.80 13

False Causality 0.60 0.21 0.86 0.58 0.71 0.23 0.89 0.50 11

Irrelevant Authority 0.88 0.35 0.95 0.74 0.85 0.13 0.91 0.64 10

Evading the Burden of Proof 0.90 0 0.95 0.62 0.86 0 0.86 0.52 9

Strawman 0.92 0 0.97 0.77 0.91 0 0.96 0.67 7

False Analogy 0.88 0.27 0.99 0.89 0.93 0.25 0.98 0.80 5

Faulty Generalization 0.90 0 0.98 0 0.98 0 0.98 0 2

Accuracy 0.18 0.70 0.18 0.67
92

Macro F1 0.13 0.65 0.11 0.55
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Table 8: Accuracy and F1 score for each fallacy Type on COVID-19 dataset. (N) denotes the number of data points
for each type. (B) and (F) indicate Base and Formulated queries. The presented results employ the formulated queries
that achieved the highest Accuracy and Macro F1-score for each model: Explanation Prompt for GPT-3.5-turbo and
Explanation Prompt for GPT-4.0.

Model
GPT-3.5-turbo GPT-4.0

NB F B F

Metric Acc F1 Acc F1 Acc F1 Acc F1

Cherry Picking 0.86 0 0.71 0.50 0.86 0 1.0 1.0 2

Vagueness 0.86 0 0.93 0 0.86 0 0.93 0 1

Red Herring 0.93 0 1.0 1.0 0.93 0 1.0 1.0 1

False Causality 0.43 0.43 0.86 0.75 0.79 0.67 0.86 0.75 3

Irrelevant Authority 0.86 0 0.86 0 0.93 0.67 0.86 0 2

Evading the Burden of Proof 0.86 0 0.93 0.67 0.64 0 0.79 0.40 2

Strawman 0.93 0 0.93 0 1.0 1.0 1.0 1.0 1

False Analogy 1.0 1.0 1.0 1.0 0.93 0.67 1.0 1.0 1

Faulty Generalization 0.93 0 0.93 0 0.93 0 1.0 1.0 1

Accuracy 0.29 0.57 0.43 0.71
14

Macro F1 0.14 0.44 0.33 0.68

Table 9: One example of different formulation for the text Asians make lousy athletes, but do well at the Math
Olympiad

Representation Generated Query
Counterargument How does the success of Asians in the Math Olympiad contradict the belief

that they are not talented athletes?
Explanation Do you think this text promotes harmful stereotypes about Asians, and why

or why not?
Goal How does the text challenge the idea of making generalizations about a group

of people based on limited information?
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