Under review as a conference paper at ICLR 2025

UNLOCKING STATE-TRACKING IN

THROUGH NEGATIVE EIGENVALUES

Anonymous authors

Paper under double-blind review

ABSTRACT

Linear Recurrent Neural Networks (LRNNSs), such as Mamba, RWKYV, GLA, mL-
STM, and DeltaNet have emerged as efficient alternatives to transformers in large
language modeling, offering linear scaling with sequence length and improved
training efficiency. However, LRNNs struggle with state-tracking which is impor-
tant for, e.g., code comprehension or tracking chess pieces across a board. Even
parity, the simplest state-tracking task, which non-linear RNNs like LSTMs han-
dle effectively, cannot be solved by current LRNNs. Recently, |Sarrof et al.|(2024)
demonstrated that the failure of LRNNs like Mamba to solve parity stems from
restricting the eigenvalue range of their diagonal state-transition matrices to [0, 1],
and that incorporating negative eigenvalues can resolve this issue. We generalize
this result to full matrix LRNNs, which have recently shown promise in models
such as DeltaNet. We prove that no finite-precision LRNN with state-transition
matrices having only positive eigenvalues can solve parity, while complex eigen-
values are needed to count modulo 3. Notably, we also prove that LRNNs can
learn any regular language when their state-transition matrices are products of
identity plus vector outer product matrices with eigenvalues in the range [—1, 1].
Our empirical results confirm that extending the eigenvalue range of models like
Mamba and DeltaNet to include negative values not only enables them to solve
parity but consistently improves their performance on state-tracking tasks. Fur-
thermore, pre-training LRNNs with an extended eigenvalue range for language
modeling achieves comparable performance and stability while showing promise
for coding tasks. Our work enhances the expressivity of modern LRNNs, broad-
ening their applicability without changing the cost of training or inference.
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2023} Deletang et al., 2023; Sun et al., 2024; Beck et al.|
2024). LRNNs update their state via matrix-vector products
with structured, learnable state-transition matrices, enabling
parallelization techniques like the associative scan (Blelloch,
1990) for efficient training. The structure of state-transition
matrices largely determines LRNN capabilities. While suc-
cessful models like Mamba (Gu & Dao, 2023), GLA (Yang
et al., 2024a), and mLSTM (Beck et al., [2024) use diagonal
matrices (diagonal LRNN), recent work explores more com-
plex forms. Notably, non-diagonal matrices using general-
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Figure 1: Extending the eigenvalue
range of the state transition matri-
ces of diagonal LRNNs improves
performance from random guessing
(range [0, 1]), to perfect score (range
[—1, 1]) on learning parity. Trained
on sequences up to length 40; Tested
on lengths 40-256 (3 seeds).

ized Householder (GH) transformations, defined as I + uwu " where w is a learnable vector and I is
the identity, show promise in models like DeltaNet (Yang et al., 2024b) and TTT-Linear (Sun et al.,

2024), potentially enhancing expressiveness while preserving efficiency.
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Despite these successes, both transformers and current LRNNs face a fundamental limitation: they
struggle to learn and track the state of even simple finite-state machines from sequences of state-
transitions (Deletang et al., [2023). This limitation may impair performance on tasks such as entity
tracking in narratives, handling nested structures in code, and other reasoning tasks that can benefit
from maintaining and updating an internal state over time (Merrill et al.,|2024). Even the simplest
state-tracking task, computing the parity of a sequence of bits, cannot be solved by current LRNNs,
while non-linear RNNs like LSTMs (Hochreiter & Schmidhuber, [1997) and sLSTM (Beck et al.,
2024])) can solve parity easily (Merrill et al., 2024). However, in-contrast to modern linear RNNss,
non-linear RNNs lack an efficient method for parallelizing the training across sequence length.

Recently, Sarrof et al.| (2024) demonstrated that the inability of diagonal LRNNs to solve parity
problems stems from the constraining the eigenvalues of their state-transition matrices to be posi-
tive. Specifically, they proved that diagonal LRNNs, when implemented with finite precision and
exclusively positive real eigenvalues, cannot solve the parity problem for sequences of arbitrary
length. However, their work did not provide empirical evidence showing that diagonal LRNNs with
negative eigenvalues can be successfully trained to overcome this limitation. We prove that the same
limitation also affects LRNNs with non-diagonal state-transition matrices, and further prove that
complex eigenvalues are necessary to solve the more challenging task of modular counting when
the modulus is a power of two. Our findings also apply to the GH matrices employed by DeltaNet,
as they share the same eigenvalue limitations. To overcome this, we propose a simple yet powerful
solution: extend the range of possible eigenvalues from [0, 1] to [—1, 1]. This change enables state-
tracking and significantly improves LRNNs’ expressivity without compromising their efficiency and
training stability. We illustrate in Figure [I] that this change allows diagonal LRNNS to learn parity.
We open-source the code for our experiments in this [anonymous repository.

We make the following contributions:

1. We prove that any finite-precision LRNN with only positive real eigenvalues in the state-transition
matrices (most LRNNs used in practice) cannot solve parity at arbitrary sequence lengths (Theo-
rem|I), while complex eigenvalues are required to learn counting modulo 3 (Theorem 2)).

2. By extending the eigenvalue range to [—1, 1], we significantly improve LRNN state-tracking ca-
pabilities. We prove that LRNNs with state-transition matrices formed by products of generalized
Householder (GH) matrices in the range [—1, 1] can learn any regular language (Theorem , in
some cases with just a single layer (Theorem [3). Importantly, such an extension allows even
practical LRNNSs, using just one GH matrix (like DeltaNet), to learn substantially harder tasks,
such as the composition of permutations of two elements (swaps), compared to diagonal LRNNSs.

3. We show that the eigenvalue range of Mamba and DeltaNet can be extended to [—1, 1] without
compromising efficiency or training stability. We test the modified methods on parity, modular
arithmetic, and permutation composition, demonstrating improved state-tracking performance.

4. We pre-train modified versions of DeltaNet (340M parameters) and Mamba (370M parameters)
and show that they reach performance comparable to the original models on generative language
modeling tasks, while DeltaNet shows improved perplexity on coding and math datasets. No-
tably, we gain 2 points of perplexity on CodeParrot (Tunstall et al., 2022).

2 RELATED WORK

Linear RNNs. Linear RNNs encompass state-space models and causal, linear attention mecha-
nisms. State-space models, originally used for continuous dynamical systems, inspired LRNN vari-
ants like S4 (Gu et al., 2022) and H4 (Fu et al., 2021)). Recent advancements, such as Mamba (Gu
& Dao, 2023 Dao & Gul,[2024), introduced input-dependent gating of the hidden state, significantly
improving language modeling performance. Concurrently, linear attention emerged as an alternative
to classical softmax attention, with [Katharopoulos et al.|(2020) demonstrating that causal, linear at-
tention transformers can be reformulated as RNNs with linear scaling in sequence length. Building
on this, [Yang et al.| (2024a) proposed Gated Linear Attention (GLA), adding a gating mechanism
similar to Mamba, while DeltaNet (Yang et al., 2024b)) and TTT-Linear (Sun et al., |2024) explored
more expressive gating with non-diagonal state-transition matrices. Recent work has combined non-
linear and linear RNNs, as seen in XLSTM (Beck et al.l [2024), a successor to the traditional LSTM
(Hochreiter & Schmidhuber, 1997)).
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Expressivity Results. Several studies have explored the expressive power of transformers. |Liu
et al.[|(2023) demonstrated that transformers can learn shortcut solutions for solvable finite state au-
tomata, though these solutions lack generalizability to arbitrary sequence lengths and perform poorly
out-of-distribution. Unlike RNNSs, transformers’ high parallelizability prevents them from learning
unsolvable finite state automata|Merrill & Sabharwal|(2023). These findings typically use algebraic
formal language theory and circuit complexity (we refer to [Liu et al.|(2023)), for a tutorial on these
topics), using the log-precision assumption and a number of layers scaling linearly or logarithmi-
cally with sequence length. While earlier research established transformers’ Turing completeness,
it relied on either arbitrary precision (Deletang et al.,|2023) or infinite depth (Pérez et al., [2021)).
Diagonal LRNNSs can simulate any RNN with infinite depth|Gu & Dao|(2023)) and approximate reg-
ular enough functions when the state dimension grows linearly with sequence length (Orvieto et al.}
2024). However, things change when depth and state size are fixed. Merrill et al.| (2024) proved
that finite-depth diagonal LRNN:Ss, like transformers, cannot learn unsolvable finite state automata
when restricted to log-precision arithmetic. In a finite-precision setting, |Sarrof et al.[(2024)) showed
that diagonal LRNNs with positive values in the state-transition matrix, while capable of learning
all star-free languages, cannot solve even the simple parity problem, a non-star-free language recog-
nizable by a solvable automaton with two states. However, their analysis was limited to the diagonal
case and they did not test the benefit of negative eigenvalues in practice. Differently from these
works, we also study non-diagonal LRNNS that can still be trained efficiently at large scale.

3 BACKGROUND

3.1 LINEAR RECURRENT NEURAL NETWORKS (LRNNS)

We describe LRNNs using notation inspired by [Sarrof et al| (2024), focusing on the core linear
recurrences while abstracting away non-linear computations for each token. LRNNs are, in fact,
stacks of layers with common structure but distinct learnable parameters. Each layer takes input
vectors 1, ..., x; € R and outputs 91, ..., 9, € RP as:

H; = A(zi)H;—1 + B(xt), 9 = dec(Hy, xt)
HyecC™, A:Rl-Cv™", B:R - C™ dec:C"™4 xR —RP
Here, A, B and dec are learnable, generally non-linear functions, with dec usually expressed by a
feed-forward neural network. This definition encompasses most LRNN variants, which differ in the

form of A and B, dec parameterization, and use of positional encoding. Table [T] illustrates how
three popular LRNNS fit this framework. For other architectures, see (Yang et al.,2024b| Table 4).

(D

A(xy) B(x;) Yt
Mamba Diag (exp (—A;; exp(wi)))  Apizeike  ¢(g) H + w2 O ;)
GLA Diag (at) ktUtT w(quHtT)
DeltaNet I Bikik/] kv, ¢(q H)

Table 1: Different LRNNs layers as instances of , where a; = sigmoid(Wyxy), Ay =
softplus(Wax), f; = sigmoid(wgx,), while g;, k¢, v, are the output of learnable and possibly
non-linear functions of ;. Also ¢ : R? — R? is another learnable function usually containing an
MLP and a normalization, while W; € R%, Wa € R¥*! W, € R"*¢, wg € R! and wy € RY are
learnable parameters. For simplicity, for Mamba, we wrote the matrices for the recursion of each row
of the state H; and set &; = (z41,...,%1,d), W1 = (w1,1,...,w1q) and Ay = (Ay1,..., A g).

The state-transition matrices A(x;) are typically diagonal or generalized Householder (GH), i.e.,
identity plus vector outer product, as shown in Table[I] to enable efficient matrix-vector products on
modern hardware. These matrices consistently have eigenvalues (and norm) in the range [0, 1].

3.2 FORMAL LANGUAGE THEORY

Finite State Automata and Regular Languages. A (deterministic) finite state automaton (FSA)
is a tuple A= (%, Q, qo,6) where ¥ is a finite set of letters called alphabet, @ is a finite set of
states, g €  is the starting state and § : ) x X — @ is the state-transition function (see [Hopcroft,
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2001, for an introduction). We define the set ¥*, whose elements are sequences called words,
as the smallest superset of X that contains the empty word € and is closed under word con-
catenation. We extend the state-transition function to §: @ x ¥* — @ by defining §(¢,c) =¢ and
d(q,w)=0(0(q, wy ... wi—1),w;) forany w = wy ... w; € £* with ¢ > 2. We say that 6(qo, w)
is the state that A reaches after reading the word w € X*. A language L C X* is said to be
recognized by A if there exists a recognizing set R C @) such that L ={w € ¥* : §(qo, w) € R}.
Regular languages are the ones that can be recognized by an FSA. Given an FSA A, the set
T(A) ={6(-,w) : w € ¥*} of functions p: Q — Q, together with the function composition op-
eration forms a monoid called transition monoid, i.e. it is associative, closed and contains the iden-
tity 0(-,£). Such monoid has a finite number of elements, since |Q| < co. Moreover, if 6(-, w) is
bijective for every w € X, then 7 (.A) forms a group, i.e. it contains the inverse for each element.

State-Tracking and Monoid Word Problems. State-tracking is the problem of determining the
state of a system only by observing a sequence of updates applied to it. Formally, it can be expressed
as a monoid word problem (Merrill et al., 2024), where given a monoid (M, -) (M is the set and -
is the associative operation), we want to send words m; ... m; € M*, describing the sequence of
updates, to their product my -ms-...-my € M, representing the state of the system after the updates.
If M is finite there is a corresponding FSA (M, M, e, §) that solves the word problem, where the
starting state is e (the identity element), and the transition function is §(m;, ma) = mgo - my for
mi,my € M. In this work, we focus on group word problems, i.e. problems where the monoid is
also a group. In particular, on the cyclic group Z,,, i.e. addition modulo m and symmetric groups
Sm, 1.e. the group of permutations on m elements. Parity is equivalent to the Sz word problem,
while many state-tracking problems such as tracking chess moves or code evaluation, can be shown
to be harder than the S5 word problem, which cannot be solved by transformers and diagonal LRNNs
even in log-precision (Merrill et al., [2024; Merrill & Sabharwall, 2023)).

One LRNN Layer is an FSA. Given an alphabet ¥ C N, we can view one layer of an LRNN in
as the FSA Ay, = (2, H, Hy, 010 ), where 0y, (H, w) = A(w)H + B(w), which is extended
as we saw preViousl and H = {6n(Hp,w) : w € X*}. We say that a LRNN layer in (1)
implements the FSA A = (3, Q, qo, 9) if Ay, can mimic the state transitions of Aﬂ Formally, if
there exists a surjective function g : H — @, such that forany H € H,w € ¥

(g(H),w) = g(bin(H,w)) = g(A(w)H + B(w))
Every language L recognized by A can also be recognized by this LRNN layer with a sufficiently
powerful dec. In particular if R C () is the recognizing set for L and H| is such that ¢o = g(H)),
then the decoder dec(Hy, w:) = 1{g(H;) € R}, will correctly determine if w € L. Therefore,
implementing A is harder than recognizing L. A principal goal of this work is to show that cur-
rent LRNNs cannot recognize simple languages such as parity (negative results) while appropriate
modifications to the state-transition matrices, enable LRNNs to recognize broader classes of FSA
(positive results), with certain classes of FSA requiring a single layer. Notice, that while LRNNs
with one layer can recognize any regular language, the state transition matrices might not fit into the
structure imposed by current LRNNs, such as those in Table|[T] (see Appendix [A.2]for more details).

4 THEORETICAL ANALYSIS

We begin by highlighting the limitations of current LRNNs, demonstrating that they fail to meet
a necessary condition for solving parity and modular counting problems: the eigenvalues of their
state-transition matrices are restricted to the range [0, 1]. Subsequently, we illustrate how extending
this eigenvalue range to [—1, 1] significantly enhances the expressive power of LRNNs.

4.1 LIMITATIONS OF CURRENT LRNNS

The parity y; € {0,1} of a sequence of ones and zeros x1 ...z; € {0,1}! is 1 if the total num-
ber of ones in the sequence is odd, and O if it’s even. Equivalent to addition modulo 2, it can be
computed by summing the values in the input sequence and then applying the modulo 2 function:
Y = (25:1 x;) mod 2. We can also express this as the linear recursion

hi =hi_1+x¢, ho=0, y=hs;mod?2 2

"We let d1in : R™¥¢ x & — R™*? and extend it to &1, : R**% x 3* — R™*< since we didn’t define { yet
2This definition is equivalent to that of FSA homomorphism, see (Maler & Pnueli, {1994} Definition 3)
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where h; contains the total number of ones. This solution can be implemented by an LRNN with one
layer and scalar states by setting A(z;) = 1, B(z:) = x¢, Hy = 0, and dec(H}, z;) = H; mod 2
in Equation (I)). However, implementing such a solution with finite precision presents an issue: the
state h; can grow indefinitely with ¢, eventually reaching the limit of our precision range. Indeed,
hy € {0,...,t}, requiring log, (¢t + 1) bits for storage. Such solutions, referred to as shortcut
solutions, are the only ones learnable by transformers when allowing O (log(t)) bits of precision and
either depth O(log(t)) or width O(¢) (Liu et al., 2023). Moreover, the MLP in dec must approximate
the modulus 2 function, which is challenging to learn due to its discontinuous and periodic nature.

A more efficient solution, which implements the two-state FSA solving this problem, can still be
realized by a finite-precision LRNN with one layer and scalar states (and consequently with vector
states and diagonal state-transition matrices) using the recursion:

ht = a(x¢)he—1 + b(xe), ho=0, b(1)=a(0)=1,a(1)=-1, y:=hs. 3)

Note that the state-transition scalar a(1) is negative. However, current diagonal LRNNs do not
allow negative values, and so are unable to learn parity. This raises the question: can non-diagonal
LRNN:S, such as DeltaNet, solve parity?

The following result gives an answer to this question by providing necessary condition for a LRNN
to solve parity. It generalizes (Sarrof et al.,|2024] Theorem 2) to non-diagonal matrices, showing that
there must be at least one eigenvalue which is not real and positive. This eigenvalue could simply
have a nonzero imaginary part without necessarily being negative and real.

Theorem 1 (Parity). A finite-precision LRNN with finitely many layers of the form can solve
parity for arbitrary input lengths, in particular it can recognize the language (11)*, only if at every
layer, A(xt) admits at least one eigenvalue A with |\| > 1 and that is not real and positive.

Notice that Mamba, mLSTM, GLA and even non-diagonal LRNNSs such as DeltaNet do not satisfy
such requirement. The proof in Appendix uses the same core idea in the one of (Sarrof et al.|
2024, Theorem 2). For one layer, we show that when = 1% and the conditions for the eigenvalues
of A(1) are not met, each element of state H}, in finite precision will be constant for large enough
k. Thus, y;, cannot be equal to y;, (for k large enough) no matter the choice of dec. To show this, we
use the expression for the powers of the Jordan Canonical form of A (1), to prove that each element
of A(1)* either converges or diverges to a point in the complex infinity when k& — oo.

We now study the problem of counting modulo m, which can be seen as an easier version of addition
modulo m. For this problem the input of length k never changes and is equal to = 1%, while
the correct output is y;, = Zf;l x; mod m. The following theorem establishes that to solve this
problem, the state-transition matrices of the LRNN must have at least one eigenvalue with a nonzero
imaginary part and modulus greater than or equal to one.

Theorem 2 (Modular Counting). A finite-precision LRNN with finitely many layers can solve mod-
ular counting with modulus greater than 2 for arbitrary input lengths, in particular it can recognize
the language (1™)* with m not a power of two, only if at every layer A(x;) admits at least one
eigenvalue \ with nonzero imaginary part and such that |\| > 1.

Note that all LRNNs allowing only symmetric or triangular state-transition matrices with real entries
do not satisfy the assumptions of Theorem [2} For one layer, the proof in Appendix is similar
that of Theorem E]but we consider the two sequences Hoj, and Hoy 1, showing that they have a
defined limit when k— o0, even when A(1) admits negative eigenvalues less or equal than —1.

Theorems|[I]and 2]identify a fundamental limitation of current design choices on the structure of the
state-transition matrices of LRNNs. Specifically, the most popular approaches outlined in Table [I]
are incapable of solving parity problems, as the eigenvalues of their state-transition matrices are
confined to the interval [0,1]. Further, even if we allow negative eigenvalues that are still real,
we cannot solve counting modulus m. However, as we will see in the next section, LRNNs with
state-transition matrices that are products of generalized Householder (GH) matrices, each with
eigenvalues in [—1, 1], are more powerful than LRNNs with diagonal state-transition matrices.

4.2 ALLOWING NEGATIVE EIGENVALUES

In this section, we explore the implications of extending the eigenvalue range to include negative
values. We focus on two classes of LRNNSs: those with diagonal state-transition matrices, which are
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currently the most prevalent (including GLA, Mamba, and Mamba?2), and those with generalized
Householder (GH) state-transition matrices, as recently proposed in the DeltaNet architecture. In
particular, if we let s : R! — [0,1]" and ¢ : R! — [0,1], v : R! — R", being learnable functions
such that ||v(z)|| = 1 for every = € R/, then the state transition matrices of each layer of many
LRNNS, such as those in Table[T] can be written as either

Agiag () := Diag(s(x)), or Acgu(z):=1I-— ¢(az)’u(sc)v(a:)T,

where Agiag () is diagonal and has every eigenvalue s(x); € [0,1] and Agn () is GH and has
all eigenvalues equal to one except for the one associated to the eigenvector v (), which is equal
to 1 — ¢(x) € [0,1]. To address the limitations discussed in the previous section, we propose the
following modification that can be easily applied to any LRNN belonging to either class.

Ajie(x) == Diag(2s(z) — 1), Agy(z):=1- 20(x)v(x)v(x)". 4)
Note that Ay;, () has eigenvalues 2s(x); — 1 € [—1,1] and Ag(z) has all eigenvalues equal

1]
to one, except for one that is equal to 1 — 2¢(x) € [—1,1]. Thus, we have extended the range of
eigenvalues from [0, 1] to [—1, 1].

We know from the previous section, that LRNNs with the modified state transition matrices can
implement the solution to the parity problem by setting s(1) = 0 and ¢(1) = 1 so that if we
consider a scalar recursion, then Ay, (1) = Agy(1) = —1. However, we have also shown that
since the eigenvalues are real, we cannot solve counting modulo m with m > 3. Despite this, we
note that counting modulo m is linked to rotation by an angle of 27 /m radians in R?, and we can
express a rotation as a product of two reflections, each of which can be written as a GH matrix. In
other words, for any integer m > 3 there exist unit norm vectors vy, vs € R? such that

_271'

sinf cos@

R(0) = { cos —sind } _ (I—Z'ulvlT) (I—ZUQ'UQT), 0 -

Interestingly, this construction can be done only with GH matrices having one eigenvalue equal
to —1. If we set the state-transition matrix in eq. (1) to A(1) = R(6), an LRNN with one layer
can count modulo m, since if we also set Hy = (1,0)", M = (Hy, R(6)Hy,...,R((m —
1)0)H,)" € R™*2, B(1) = 0 and dec(H, z) = argmax; M,' H — 1, then for the input = 1¢
we get

¢ = dec(Hy, 1) = dec(A (1) Hy, 1) = dec(R(t0)Hy, 1) = t mod m.

Therefore, we examine the impact of our change to the eigenvalue range on state-transition matrices
constructed as repeated products of GH matrices.

4.3 PRODUCTS OF GENERALIZED HOUSEHOLDER MATRICES

We define the set of all matrices in R”*™ that can be expressed as a product of X GH matrices with
a given range €2 C R of allowed eigenvalues:

Mk(Q) = {0102 - Cy  Ci=1 — Biviv;, (1 — ﬁl) e, v € Rn, Hle = 1} . (5

We first observe that if My € M;({—1}), then My is a reflection, or Householder matrix, and
that for any € R', Agu(x) € M1([0,1]) and Agy(z) € Mi([—1,1]) so that with our change
we also include reflections. Note also that My (©2) C M/ () if either &’ > kand 1 € Q, or if
) C V. Repeated products of diagonal matrices with values in the range [—1, 1] remain diagonal,
with eigenvalues in the same range.

More interestingly, our next result shows that products of GH matrices can represent any matrix
with Euclidean norm less than or equal to 1. Without our modification, however, or even just by
restricting to M, ((—1, 1]), they are limited to matrices where any eigenvalue is either equal to 1 or
has modulus strictly smaller than 1.

Proposition 1 (Expressivity of products of GH matrices). The following hold for My, in eq. (3):
1. Foranyk € Nand N € My([-1,1]), |N| < 1.

2. Forany M € R™™ with | M||< 1, then M € Ms,([—1,1]) and if M is orthogonal
then M € M,,({—1,1}), while M € M,,_1({—1,1}) when M is a permutation matrix.
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3. Any eigenvalue \ of N € My ((—1,1]) is either 1 or satisfies |\| < 1 and if in addition
N e M([0,1]), then A € R.

The proof in Appendix [C.T]uses linear algebra arguments, the SVD decomposition, and the fact that
that every n x n orthogonal matrix can be written as a product of n reflections.

A consequence of Proposition |1|is that if for every layer of an LRNN there exists £ € N such that
the map A from inputs to state transition matrix is such that A : R' — M, ((—1,1]) C R"*", then
the LRNN cannot learn to count modulo m, with m > 3, due to Theorem@ On the contrary, if we
allow A : R — M. ([—1,1]) and k is large enough, we can show that an LRNN with one layer can
implement any FSA whose transition monoid is a group and that with multiple layers the LRNN can
recognize any regular language. This is the content of the following two theorems.

Theorem 3. Every FSA A = (X, Q, qo, 0) whose transition monoid T (A) is also a group, can be
implemented by a finite-precision LRNN with one layer and A : ¥ — My_1({-1,1}) C R"*",
where n is the smallest natural number such that T (A) is isomorphic to a subgroup of Sy, and
k = maxy,ex quQ 1{6(q,w) # q} is the maximum number of changed states after applying a
single transition. Moreover, if T (A) is isomorphic to the cyclic group Z,,, then we can set A : ¥ —
Ms([—1,1]) € R**2. If m = 2 (parity) we can set A : ¥ — {—1,1}.

The proof in Appendix [C.2]uses matrix representations of groups to map each state-transition func-
tion to the corresponding matrix representation. This can always be done using permutation matri-
ces, but for cyclic groups we can also use 2 x 2 rotation matrices. In the case of permutations, if
every state-transitions permutes at most k states then the corresponding permutation matrix will be
in Mj_1({—1,1}), since if it is not the identity, it can be written as a product of at most k — 1
permutations of two elements (swaps), each in M7 ({—1}).

A consequence of Theorem [3|is that if every transition function of the FSA has a permutation rep-
resentation corresponding to a swap or to the identity, then a LRNN layer with A = A, can
implement it. This is useful in practice because the cost of the recursion increases k-fold if we use
a product of k¥ GH matrices compared to just one. Also, for many problems, state-transition for the
FSA might either be simple or be encoded using multiple letters. For example, for addition modulo
5, a word may look like “3+2+6=1" (two letters per addition operations). This makes it possible even
for an LRNN with state-transition matrices in M ([—1, 1]) to model complex transitions. Indeed if
each transition uses k letters, then if we set B = 0 and A : R" — M ([~1,1]) in eq. (1)), then

H,=C(xy,...,0—p)Hi 1, C(xy,...,74_p) = Ax1)A(22) - - Ax4—) € Mp([—1,1]),
which allows to model permutations that change up to k£ + 1 elements.
Theorem 4. Every FSA A = (2,Q, qo,d) can be implemented by a finite-precision LRNN with
s < 2191 layers, each oftheform wheren < |Q|, p<s,d=1, A: R = M, ([-1,1]) C R**"

and B : R' — N™. Therefore, LRNNs with state transition matrices that are repeated products of
GH matrices each with eigenvalues in the range [—1, 1] can recognize any regular languages.

The proof in Appendix [C.4]exploits the landmark Theorem by [Krohn & Rhodes|(1965), which states
that every FSA can be decomposed as a cascade of simpler FSAs whose state-transition functions
are either one-to-one or constant. Each layer of the LRNN will implement each FSA of the cascade
using m X n permutation matrices, with n being the number of states of the FSA, which are in
M —1({—1,1}), for the one-to-one transitions, while for constant (state-independent) transitions it
will set the state-transition matrix to 0 € M,,({0}) and set B in (1) accordingly.

Note that we can obtain the matrix 0 € R™*" only inefficiently as a product of n GH matrices, while
it can also be obtained with a single diagonal matrix. This points towards LRNNs hybrids using a
mix of GH and diagonal matrices, whose exploration we leave for future work.

Discussion The results in Theorems [3] and [4] for LRNNs are in sharp contrast with the ones for
transformers (Liu et al.| 2023} Merrill & Sabharwall 2023)) and diagonal LRNNs (Merrill et al.,
2024])), which always require either the number of layers or the precision growing with the sequence
length, and in most cases can only solve group word problems where the group is solvable, i.e.
excluding S,, with n > 5. Moreover, we note that compared to LRNNs without any restriction
to the norm of the state-transition matrices, which need only one layer to recognize any regular
language, our result requires both the number of layers and the width of the LRNN to be (in the
worst case) exponential in the number of states of the FSA, although we conjecture that the number
of layers can probably be reduced to at most linear using a more refined decomposition.
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5 EXPERIMENTS

We investigate the effects of expanding the
eigenvalue range of state-transition matrices
from [0,1] to [—1,1], as explained in Sec-
tion .2 on both synthetic tasks and language
modeling. Our experiments involve Mamba,
and DeltaNet, with variants trained using both
the original and extended eigenvalue ranges, as
shown in Table 2l We label these variants ac-
cordingly. Note that the changes increase the

Table 2: Summary of modifications to the state-
transition matrices A(x;) to extend the eigen-
value range from [0, 1] (Table [1) to [-1,1]. We
set s(x;) = exp (—Ay; exp(wi ;).

[0, 1] [—1,1]
Mamba  Diag(s(x;)) Diag(2s(x:) —1)
DeltaNet I — ﬁtktk;r I — Qﬁtktk;r

expressivity of Mamba and DeltaNet while coming at no additional computational cost. Detailed
information on the implementation can be found in Appendix

5.1 CHOMSKY HIERARCHY

We conducted experiments with some of the
formal language tasks proposed by |Deletang
et al.| (2023)) and similarly used to benchmark
xLSTM (Beck et al.l 2024). Our focus was on
tasks where mLSTM (a linear RNN) previously
underperformed while sLSTM (a non-linear
RNN) succeeded, specifically parity, modular
arithmetic (both regular languages), and mod-
ular arithmetic with brackets (context-free lan-
guage). As in Beck et al.| (2024), we trained
each model with sequence lengths ranging from
3 to 40 and evaluated on lengths from 40 to 256,
to assess length generalization. Note that our
theoretical results cover just regular languages,
excluding modular arithmetic with brackets.

We compared mLSTM and sLSTM with two
models: Mamba and DeltaNet. Our findings,
presented in Table [3| demonstrate that expand-

Table 3: Performance comparison of various re-
current models on formal language tasks. We re-
port the best of 3 runs (Table [5]in the Appendix
reports the median). Scores are scaled accuracy,
with 1.0 indicating perfect performance and 0.0
random guessing. The positive impact of allow-
ing negative eigenvalues ([—1, 1] range) versus re-
stricting to positive eigenvalues ([0, 1] range) is
evident for both Mamba and DeltaNet. Results in
parenthesis are as reported in|Beck et al.|(2024).

Mod. Arithm. Mod. Arithm.

Parity (w/o brackets) (w/ brackets)
mLSTM 0.087 (0.04) 0.122 (0.04) 0.120 (0.03)
sLSTM 1.000 (1.00) 0.135 (1.00) 0.133 (0.57)
Mamba [0, 1] 0.000 0.003 0.018
Mamba [—1, 1] 1.000 0.111 0.036
DeltaNet [0, 1] 0.017 0.187 0.182
DeltaNet [—1, 1] 1.000 0.612 0.339

ing the range of eigenvalues from [0, 1] to [-1, 1] enables all examined models to fully solve the
parity task, confirming Theorem [I] For modular arithmetic, this expansion led to substantial perfor-
mance improvements for Mamba and especially DeltaNet, since the latter has non-diagonal state-
transition matrices, more suited for this task (see Theorem [3). In Figure 2] we also report perfor-
mance vs sequence length for DeltaNet. Note that we were unable to replicate the SLSTM results
reported by |Beck et al.| (2024)) for the modular arithmetic tasks. Additional experiments and details
on the tasks in Appendix [D.I]

1.0 ; 1.0 } i 1.0 ! q

5 ! | i
£ ! ! ! Eigenvalue
805 ! 1 05F ! 1 05F 1! <4 Range

1
Sl i i 0.1
s i i i [-1, 1]
S00F 0.0F 00F i

il . ‘ i

0 100 200 0 100 200 0 100 200

Sequence Length Sequence Length Sequence Length

(a) Parity (b) Mod. Arithm. w/o brackets (c) Mod. Arithm. w/ brackets

Figure 2: DeltaNet performance (scaled accuracy) on formal language tasks across sequence lengths.
The models were trained on sequences up to length 40 (red dashed line). We test on 8192 randomly
sampled sequences of lengths between 40 and 256. The curves show mean and 95% confidence

interval.
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S5 only swaps S5 swaps, 3-perm. S5 4 tokens per trans.
—-— DeltaNet [-1,1] 1L 100 { : g 100 F=; 100 =TT 100 F TR
—— DeltaNet [-1,1] 5L NS 1 i |
-—-- DeltaNet [0,1] 5L \i L i
Mamba [-1,1] 5L 501 ‘\; SOy 501 |
Mamba [0,1] 5L :. ; 5 i E
""""" Full matrix simple 04 O<—-—>||\‘ i_'___ 04 LY : 01, A ! ‘
10' 10° 10' 10° 10° 100 10
Sequence Length Sequence Length Sequence Length (# tokens) Sequence Length

Figure 3: Validation sequence accuracy for different lengths on Sy after 30 (2 leftmost plots) and 90
epochs of training (1 seed). The dashed vertical line indicates the sequence length used during train-
ing (32 except for the third plot from the left where it is 64 since we use 4 tokens per permutation).
Each method is labeled with name, eigenvalue range, and number of layers. The dashed vertical line
indicates the sequence length used during training. Full matrix simple is a simple one-layer baseline
where the state update matrices are unstructured and have no control on the eigenvalues.

5.2 STATE-TRACKING

We perform experiments on group word problems, relying on the code provided by Merrill et al.,
2024| In particular, we focus on the S5 group, which is the first unsolvable symmetric group where
current LRNN and transformers are known to perform poorly. We also report results for the addition
modulo 60, i.e. the cyclic group Zgg, in Appendix We note that parity is Sp. In these
experiments, the input to the model is a sequence of group elements, while the supervision is given
by another sequence of group elements, each being the product of the previous ones in the input.
Since solving S5 would require LRNNs with state-transition matrices that are repeated products of
4 GH matrices (see Theorem , each with eigenvalues [—1, 1], we also consider three simplified
setups: (i) allowing as inputs only permutations up to 2 elements (identity and swaps), (ii) allowing
only permutations up to 3 elements, (iii) using 4 tokens for each permutation. Additional details are
in Appendix[D.2] We stress that, even when restricting the inputs, possible outputs remain the same,
since swaps are generators of the group.

Results Figure 3] shows that, as predicted by Theorem [3] restricting the inputs to only swap permu-
tations allows DeltaNet [—1, 1] with one layer to fully learn the task (since its state transition matrix
can model a swap), while DeltaNet [0, 1] only manages to fit the training length, even with 5 layers.
On the contrary, just by including also permutations of 3 elements, we notice a substantial decrease
in the performance of all models, although interestingly extending the range is still advantageous and
DeltaNet [—1, 1] with 5 layers reaches a good length generalization. Moreover, using 4 tokens per
group element seems also beneficial compared to standard S, since DeltaNet [—1, 1] with 5 layers
manages to extrapolate very well until around length 120, which corresponds to 30 group elements,
while all models trained on standard S5 have 0 sequence accuracy prior to sequence length 20. We
also report that Mamba, being a diagonal model, performs poorly on all setups, with and without
increased eigenvalue range.

5.3 LANGUAGE MODELING

Experimental Setup We train DeltaNet models with 340M parameters and Mamba models with
370M parameters, each using both original and extended eigenvalue ranges. The training is done
on 32B tokens from the FineWeb-100B dataset (Penedo et al., 2024). For training details, we re-
fer to Appendix [D.3.1] Given our previous theoretical and experimental findings, we hypothesize
that models (especially DeltaNet) with extended eigenvalue range will perform better on language
modeling tasks that require state-tracking such as coding or mathematics, compared to unmodified
models. To test this hypothesis, we evaluate the perplexity of these models in a length extrapolation
setup using various datasets: CodeParrot (Tunstall et al., [2022) for coding, Math-Hard (Hendrycks
et al.}2021) for mathematics, TriviaQA (Joshi et al.,|2017), and SlimPajama (Soboleva et al., [2023)).

Results Both models trained stably even with our modification and without changing the learning
rate. The validation perplexity was comparable, albeit slightly lower, throughout training (See Fig-
ure[/|in the Appendix). The experiments in Figure 4| demonstrate that on coding and math datasets,
DeltaNet with an eigenvalue range of [—1, 1] achieves lower perplexity than the baseline with range
[0, 1]. For TriviaQA, the perplexity of DeltaNet [—1, 1] is slightly higher. Note that this is a task re-
lying on memorization, not linked to state-tracking and hence we do not expect an improvement. On
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CodeParrot Math-Hard Trivia QA SlimPajama
— 32— — 20 — — 18 — —
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Figure 4: Performance vs sequence length of DeltaNet variants on different datasets. DeltaNet with
eigenvalue range [-1, 1] shows improved perplexity on coding and math tasks compared to the [0,
1] baseline. The dashed vertical line indicates the training context length of 2048 tokens.

Table 4: Performance comparison using Im-harness benchmark (Gao et al.| 2024} (SPJ reproduced
from|Yang et al.|(2024b), Fine-Web ours). Results show for original and extended eigenvalue range.
Our models show comparable performance across tasks.

Wiki. LMB. | LMB. PIQA Hella. Wino. ARC-e ARC-c Avg. | SWDE SQUAD FDA

Model ppld  ppll | acct accT accnt acct accT accnt T cont. T cont. T cont. T
2 | 340M params
2 Transformer++ 2839 42.69 | 31.0 63.3 34.0 50.4 44.5 24.2 41.2 422 22.1 21.4
2 Mamba [0, 1] 2839 39.66 | 30.6 65.0 354 50.1 46.3 23.6 41.8 12.4 23.0 2.1
= GLA [0,1] 2947 4553 31.3 65.1 33.8 51.6 44.4 24.6 41.8 24.0 24.7 7.3
= DeltaNet [0, 1] 2824 3737 | 321 64.8 343 522 45.8 23.5 42.1 26.4 28.9 12.8
s | 340M params
§ DeltaNet [0, 1] 28.71 42.63 | 285 67.5 40.4 513 46.8 24.5 432 34.3 30.0 10.5

DeltaNet [—-1,1] | 29.01 46.38 | 28.3 68.0 39.1 51.0 48.4 234 43.0 313 26.3 9.6

370M params
Mamba [0, 1] 32.04 4282 | 29.1 67.4 39.6 52.7 47.0 24.4 43.4 14.2 20.1
Mamba [—1,1] 3241 55.09 | 265 67.6 39.2 53.0 46.8 240 429 12.5 18.2

SlimPajama, we observe no significant difference between the two DeltaNet variants. For Mamba
instead, we see a general degradation of the performance on these tasks compared to the unmodified
version (Figure[§]in the Appendix).

To ensure our models are comparable with those obtained by [Yang et al.| (2024b)), we evaluate them
on the same benchmark tasks from Im-harness (Gao et al., 2024} in TableE] It is worth noting that we
trained on 32B tokens of FineWeb, while Yang et al.|(2024b) reported results from training on 15B
tokens of SlimPajama. We find that our models perform worse in terms of perplexity on WikiText
and LAMBADA, while achieving better average accuracy on classic benchmarks. Furthermore, we
report that DeltaNet [0,1] performs better on recall-intensive tasks SWDE and SQuAD, where our
eigenvalue extension slightly degrades performance.

6 CONCLUSION

In this work, we showed the substantial impact of extending the eigenvalue range of state-transition
matrices in LRNNs from [0, 1] to [—1, 1]. This modification provably enhances the expressivity of
LRNNSs in state-tracking tasks with no additional overhead in training or inference. While Mamba
successfully solves the parity problem, its diagonal matrix structure inherently limits further perfor-
mance gains. In contrast, DeltaNet, by leveraging its non-diagonal matrix structure, excels across a
broader spectrum of tasks. Notably improving the perplexity on CodeParrot by 2 points. Our results
underscore the critical role of non-diagonal state-transition matrices in augmenting state-tracking
capabilities, highlighting a promising direction for future LRNN advancements.

Limitations In our language modeling experiments, we did not observe any performance gains with
the Mamba model. Furthermore, diagonal models such as Mamba2 and GLA use the positivity of
state transition matrices to compute repeated products in log space for numerical precision, a tech-
nique our modification does not directly support. This limitation may introduce potential instabilities
in certain cases (refer to Appendix for more details).

Future work Further research is needed to assess the impact of training large-scale language mod-
els with state-tracking capabilities. To this end, we aim to understand the potential downsides of
increased expressivity, which could guide hybrid model design. For example, we hypothesize a fun-
damental trade-off between state-tracking and memorization, which holds also theoretical interest.

10
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A ADDITIONAL BACKGROUND

In this section, we provide additional details on the notation used, the relationship between RNNs
and regular languages, the assumption of finite-precision, and the decoder function.

A.1 NOTATION

We dentoe with C, R, N the sets of complex, real and natural numbers respectively. We use lower
case letters for scalar quantities (e.g. = € R), bold lower case letters for (column) vectors (e.g.
v € R™), and bold upper case letters for matrices (e.g. M € R"*%). Some functions with matrix
(vector) outputs, such as A and B in Equation (I, are also bold upper (lower) case letters to put
emphasis on the fact that they output matrices (vectors). We denote with ||v|| the euclidean norm of
the vector v € R”. When M € R"*? || M| also refers to the euclidean norm, corresponding to
the largest singular value. The vector e; € R" is the i-th vector of the canonical bases in R", i.e.
the one-hot vector with 1 only in the i-th component and 0 in the others.

We also define for a boolean s
1if s is true
0 if s is false .

10 = {

We define sigmoid(z) := 1/(1 + e~*) and softplus(x) := In(1 + €%).

We sometimes use regular expressions (see e.g. [Hopcroft, 2001), to represent their corresponding
regular language. So thate.g. (11)* = {11}*, where 11 is the set containing the word 11 and * is
the Kleene star operation, is the set of words containing the empty word e and all the words with an
even number of ones, while 1™ is the word containing 1 repeated m times. A language is star-free
if its regular expression does not contain the Kleene star.

A.2 REGULAR LANGUAGES AND RECURRENT NEURAL NETWORKS

RNNs Can Recognize Any Regular Language A layer of a general RNN can be formulated
similarly to eq. (I just by replacing the linear state update with a generic state-transition function g
as:

ht = g(ht717wt)7 h[) S RVL

It is apparent that any FSA can be implemented by an RNN layer if g is sufficiently expressive to
model its state transition function.

LRNNs Can Recognize Any Regular Language As explained in (Liu et al., {2023, Appendix A.2)
and in (Merrill et al., 2024}, Theorem 5), we can always implement any FSA, and thus recognize any
regular language, using matrix-vector multiplication and hence also a one layer LRNN by choosing
n=|Q|, Hy = (1,0...,0)T and by letting, for any w € ¥, B(w)=0 and A(w) € R**" the ma-
trix with entries A(w)y 4 =1{0(w, ¢) =¢'}. However, such construction cannot be implemented
by modern LRNNS since in general A(w) can have norm greater than one and might not be sym-
metric. Both conditions are not allowed by the state-transition matrices in modern LRNNs (see e.g.
the ones in Table[T).

A.3 FINITE PRECISION

For our positive results on LRNNs expressivity (Theorems [3|and[), by finite precision we mean that
since all quantities involved in the computations are a finite number, there exists a finite set D C R
that contains them and and thus we do not require computations to be done in the reals but we can
use D as datatype. In particular, D does not depend on the length of the input sequence. In practice,
such datatype is chosen beforehand, e.g. floating point numbers requiring a given number of bits,
which may not capture all quantities in our constructions.

In our negative results of Theorems [1| and [2| instead, we can pick the finite set D arbitrarily, e.g.
floating point numbers, and we also make the use of the function cast : R — D, that we extend
to C by applying it separately to real and imaginary part and to vector and matrices by applying it
element wise. The cast function is used because some computations of the state of the LRNN will

14
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be allowed to be in infinite precision and then transformed to finite-precision using cast as specified
in the proofs.

We believe that the finite precision setup is not only realistic but also allows a better focus on the
drawbacks of modern LRNN. We note that for transformers, results usually rely instead on the
notion of log-precision (Liu et al.| 2023), meaning that the size of D grows logarithmically with
the sequence length. This is mainly due to their limited expressivity compared to LRNNs. We also
note that concerning the state-transition matrices of modern LRNNs (see Table E]), the values at the
extremes of the eigenvalue range are technically not included (because of the use of the sigmoid and
softplus functions). However, since we are working with finite precision, we can still include them
by choosing the appropriate datatype D, which also in practice includes key values such as 0, 1 and
—1.

A.3.1 THE DECODER FUNCTION

In (1), to compute the output ¢, from the state H,; and the vector =, of an LRNN layer, we use
the function dec, to abstract away the computations that is done on H; and x, since they are not
part of the recurrence. In this work, we do not consider the internal structure of dec, but it usually
contains a normalization and a feed-forward neural network and thus it can usually approximate any
function.

In our negative results on LRNNs expressivity in Theorems|[I]and [2] our choice of arbitrary decoder
guarantees the stronger results. For our positive results instead we either do not consider the decoder
(Theorem|3)) or we make use of a linear decoder (Theorem). We point our that to recognize regular
languages efficiently and with a smaller LRNN state it is beneficial to have a more powerful (non-
linear) decoder, as in the case of word problems for cyclic or permutation groups. However, such
decoder may be hard to approximate.

B PARITY AND MODULAR COUNTING — PROOFS

We report the full proofs for the theorems in Section[4.1]

B.1 PROOF OF THEOREM/[I]

The language (11)* contains all sequences with an even number of ones. An FSA recognizing the
language, for the sequence 1* will output v, = 1 if k is even and y, = 0 if k is odd. Consider an
LRNN with one layer as in . We will prove that if the assumptions on the eigenvalues of A(1)
are not satisfied, then there exists a £ > 0 such that for every & > k, the finite-precision version
of the state H), corresponding to the sequence 1* does not depend on k and is equal to H. Hence,
no matter the choice of dec, also the finite-precision version of g, will not vary with k and thus for
some k' > k, gpr # k' mod 2 = yg/. An inductive argument can then be used for the case of
LRNNs with multiple (finitely many) layers, using the fact that the input of the next layer will be
constant for k large enough, as the input of the first layers.

By unrolling the recursion in [T we obtain a closed form expression for the state

k—1 k—1 k
Hy =) < 11 A(mj)>B(m,-) + (HA@») Hy,
i=1 \ j=i+1 i=1

k—
where we set [ ]

i ]1 A(z;) = I to avoid clutter. We follow Merrill et al.| (2024)) and make the sim-
plifying assumption that H}, is computed using the above expression by first evaluating all products
involving the matrices A(x;) separately and in infinite precision, then casting them into finite preci-
sion, and finally executing the sum also in infinite precision and casting the result in finite precision.
Hence, if we set 1 ...z, = 1*, we get the following the exact and finite precision expressions for

the state at time k.

k—1 k—1
H, = Z A(1)'B(1) + A(1)*Hy, H), = cast <Z cast (A(1)’B(1)) + cast (A(l)kH0)> ,

=0 =0
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where cast is an operation which rounds matrices with complex values elementwise into finite-
precision. In particular, we consider the case where both the real and imaginary parts are casted
separately.

Using the Jordan Canonical Form (e.g. [Horn & Johnson, [2012) we can write A(1) = PJP 1,
where J is block diagonal made of the Jordan blocks J1,...,Js with s < n, J; € RFixki and
with corresponding complex eigenvalues A; ... As. Such decomposition is useful because it allows
to write matrix powers as

A AT AT e ()N
A (ON (L) Akt
A*=PJ*P, Jf =
AN
)\k

L Z .
Therefore, to study limy_, A(l)k, we can study the behaviour of the elements of the Jordan blocks

when k& — oo. If |\;| < 1 then all elements of J¥ converge to zero, since the exponential is faster
than the binomial (’;) with fixed j. Thus limy_, Jl-k = 0. If instead \; € R and \; > 1, then
all nonzero elements of the Jordan block diverge to +oco. Finally, when A; € R and \; = 1,
the diagonal elements are \¥ = 1, while the other nonzero elements diverge to co. Therefore we
have that if |\;| < 1 or ); is real and positive then there exists J; € {0, 1,00}**ki such that
limg o0 J = J,. Now, assume that for every i either |\;| < 1 or A; € R with A\; > 1. Then, from
the structure of the Jordan decomposition, each element of the matrices A(1)* B(1) and A(1)*H|
will be a linear combination (with complex coefficients) of sequences of real numbers with well
defined limits (either 0,1 or +o00), and thus, when k& — oo either converges to a point in C or
diverges to a specific point in the complex infinity.

Now let Cy, = cast(A(1)*B(1)) and D, = cast(A(1)*Hy), then since cast operates elementwise
and has bounded and finite range we have that there exists 7 € N, C € €4 and D € C"*? such
that for every k > 7, Ck — C and D;.c — D and

k-1
Hp=cast | Y Ci+D+(k-k+1)C
i=0
Note that only the last term inside cast varies with k and in particular each element of the matrix
inside cast converges to a point in C, that is the union of C and the complex infinity. Therefore,
since we are applying again the cast operation we obtain that there exists H € C"*? and k > 7
such that for every k > k we have H, » = H, which concludes the proof. O

B.2 PROOF OF THEOREM[Z]

Let Hy, and §, := cast(dec(Hy, xx)) be the finite-precision versions of the state H}, and (scalar)
output of a one-layer LRNN on the input = z; ...2, = 1*. Let also y, = 1{k mod m = 0}
be the correct output recognizing the word. We will show that if the assumptions on the eigenvalues
are not satisfied, there exist H1, Hy € C™*", 1, J» € RP and 7 € N such that for all k > 7

. e H, ifk mod2=0 . Jy ifk mod2=0
¥ 1H, otherwise L

7o otherwise ©
where without loss of generality we take §1,%2 € {0,1}. If g1 = %o, then, similarly to parity,
Uk = Y41 forall k > 7, while if & mod m = m — 1, then 1 = yi41 # yr = 0. Otherwise if
71 # Yo then if we assume that ¥ mod d = 1 and g, = y, = 0, then 1 = 41 # yr+1 = O since
m > 2. This will prove the result for a one-layer LRNN. Then, we will proceed with the proof of
finitely many layers.

The proof can proceed similar to Theorem (1| Indeed, using the k-th power formula for the Jordan
Decomposition of the matrix A(1) with eigenvalues Aq, ..., As we can prove that if 1 < i < s,
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[Ai| <lor); € Rand )\; > 1, then when k — oo each element of the corresponding Jordan block
of A(1)* either converges to a single value or diverges to +occ. If instead \; € R and \; < —1,
the diagonal element of the corresponding Jordan block takes the form ¢, = (—1)*|);|¥, while the

ones in above the diagonal diagonal take the form z;, = (’;) (=1)F=t|\; |kt with ¢, j < n. It can be
shown that if we let ¢ € {1, 0o}, then

hm cop =C, lim cop41 = —C, hm Zop =00, lim zopy1 = —o0.
k— o0 k—o0 k—o0 k—o00

Therefore we can apply the same reasoning of Theorem [I] using the finite-precision assumption to
show that there exist 7 € N, C';, Cy, D1, Dy € C™*¢ such that for every k > 7 we have

G, ::cast(A(l)kB):{CllfkmOdQZI ~ {Dllfk:mod2:1

I k _
Coithmod2—o Dr=cast(A)THo) =15 040

Finally if for simplicity we consider 7 mod 2 = 0, we have that for 2k > 7

T—1
Hy, = cast (;@—i— (k—%+1)52+ (k:— 7) Cl+kD2>
T—1
Hatys = st <Z Ci+t (k N % + 1) (C2+Ch)+ kD1>
i=1

where we note that the limit for & — oo of the term inside cast is well defined. Thus there exist
H,,H, € C"*%and k > 7 such that eq. @ is satisfied, concluding the proof for the case of a
single layer.

Multiple Layers Note that since for one layer we have two sequences (even and odd) of outputs
converging in finite time, there exist a, b € RP such that for all £ > k£ we have

Yok =@, Yokt1 =b.
Therefore, consider an additional layer that takes as input m( ) .. wf) , with 331(2)

. (2 . (2
§),...,y,(€)as

= g, and outputs

HY = AP HP, + BP(2)?), 97 =dec?HP, 2?))

without loss of generality assume for simplicity that & = 1 and that Qg? = a and yéi)ﬂ =b. We

also set A; = AP (a), Ay = A®(b) and B; = B®(a), B, = B®(b) and C; = A, A,,
Cy; = A, B, + Bj. Then we can write

H = AH<,§>1+B1 A AH ,+ A1By + B,
k—1

k 3 +Cy =) CiC,+C{H,
=0

H{ = C\H
Furthermore for the odd sequences of states we have
k—1

HY). | = AH§)) + By =) A;CiCy + CIHy + B

i=0

We notice that the sequences H. 2(? and H éi)ﬂ are in a form similar to H, of the first layer and when
allowing for real but possibly negative eigenvalues we can use the same reasoning using the powers
of the Jordan canonical form to show that if we let H. 2(? and Héi)ﬂ being their finite-precision

counterparts, then there exist ﬁ§ ), H;Q), H(Q) H(Q) R™*4 ko > 0 such that for every k > k

—o  [HPif2kmod2=0 = = if (2 +1) mod 2 = 0
2k — (2) ) H2k+1 —(2) .
H, if2kmod2=1 H, if(2k+1)mod2=1
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Therefore, for k > ks, the the function k — ﬁ;f) will be periodic with period four and hence no

matter the choice of dec®), also the function & > g,@ will be periodic with period 4. Consequently,
with two layers one can recognize the language (1”*)* only when m = 1, m = 2, m = 4, since that
is the only case where k — y;, has a period which is a divisor of 4. We can extend this argument
inductively to the case of an LRNN with L layers, to say that there exists k7, > 0 such that for every
k> kp, if we let y,(CL) be the output of the last layer, the function k > Q,(CL) is periodic with period
2% and thus it can recognize the language (1™)* only when 2 mod m = 0, which happens only

when there exists p < L such that m = 2P and hence m is a power of two, ending the proof. O

C PRODUCTS OF GENERALIZED HOUSEHOLDER MATRICES — PROOFS

We provide proofs for the results stated in Section .3

C.1 PROOF OF PROPOSITION[I]

First item It can be shown by noting that if C € M;([—1,1]), then ||C|| < 1 and using the
sub-multiplicative property of the euclidean norm, i.e the fact that | AB|| < || A|||| B]|.

Second item Note that any real matrix has a singular value decomposition. Hence we can write
M=USV'

with U,V € R™*" orthogonal and S = Diag(oy,...,0,) with o; € [0,1], since | M| < 1.
It follows from the n-reflections theore that we can write U and V as either the identity I €
M ({1}) or the product of at most n reflections, each of which is in M;({—1}). Hence U,V €
M, ({=1,1}). We can also write the matrix .S as the product of n GH matrices as

S=28,8,...8,, Si=I-(1-0)ee

where e; is the i-th element of the canonical basis of R™. Hence, S € M,,([0, 1]). The proof of the
first part is concluded since we wrote each of U, S, V' as a product of at most n GH matrices. If M is
orthogonal we apply the n-reflections theorem directly. While we note that if M = P € {0,1}"*"
with P being a permutation matrix different from the identity, it can be written as products of at
most n — 1 swaps, i.e. permutation matrices permuting only two elements. Therefore we have that

there exists an integer £ < n — 1 and indices iy, ..., it and ji, ..., jr such that ¢; # j; and
kol V2 ifl=i
P=1[Puy Py=0-2v5v)) wvu=1<-1/v2 ifl=j |,
=t 0 otherwise
where we set v;; = (vij1, . - ., Vijn). Note that since ||v;;|| = 1, P;; € My ({—1}) with & < n. For

the the case where M = I we can use the fact that I € M ({1})

Third item Let N = C,Cy---Cy, € My((—1,1]), with C; = I — B;k;k;] with ||k;|| = 1 and
B; €10,2). If N = I the statement is satisfied, otherwise, let V = span{k; : i € {1,...,k},3; >
0}. Any unit vector v € R™ can then be written as v = vy + vy with v1 € V, vy € VT and
[lvi]l, Jvz]] < 1. Now, if v; = 0, then Nv = v, and hence v is an eigenvector with eigenvalue
1. Instead, if v; # 0, then there exists i’ such that ; € (0,2) and v " k; = v{ ks € (0,1] and if
i’ < keither 3; =0orv'k; = 0forall j € {i’ +1,...,k}. Moreover, we have that

[Civ|” = |lv— Bukikjiv|* =1— B (2= By ) (v k;)* < 1,

where the last line comes from the fact that min,cjo9) #(2 — ) = 1 and is only reached at 0
and 2 while 8;; € (0,2). Therefore, since for every 4, ||C;|| < 1 and the euclidean norm is sub-
multiplicative we have

INv| = [|[C1Cs...Cho|| = |CLCs ... Cyv|| < ||Cy| - | Civ]| < 1.

3This is a specialization of the Cartan—Dieudonné Theorem to R™, see Theorem 3 inhttps: //faculty.
uml.edu/dklain/orthogonal . pdf|for a proof.
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Therefore, if v is also an eigenvector with eigenvalue A € C, then | Nv|| = |A| < 1. Hence, we
proved that for every eigenvector with eigenvalue A either A = 1 or |A\| < 1. It remains to show
that all eigenvalues of N € My ([0, 1]) are real. For k = 1 it follows due to IN being symmetric,
fork > 2let D = C1C5---Cj_1 so that N = DC}, and let v be any eigenvector of IN with
eigenvalue A and ||v|| = 1. Then it holds that

v ' CyNv = )\v'Cjv.

Therefore if v Cjv # 0, then A = ’UTCkN’U/'vTCk’U € R. Otherwise when v Cpv = 0 it
follows that

v Cv = |[v||” — Bk v)? =1 — Bu(k)v)? =0,

which is true only if 8, = 1 and either v = kj or v = —kj, and thus Cyv = £Crkr = 0 and
hence A\ = 0, which concludes the proof. O

C.2 PROOF OF THEOREM[3]

We first recall the notion of group isomorphism. Two groups (G, ) and (H,-) where G, H are
the sets and * and - are the associative operations, are isomorphic, if there exist a bijective map
f: G — H such that forevery g € G, h € H

flg*h) = f(g)- f(h).

We view the LRNN layer in eq. as the FSA Ay, = (3, H, Ho, 0yin), where 8y, (H,w) =
A(w)H + B(w), which is extended in the usual way, and H = {0y, (Ho, w) : w € ¥*}. Since
T(A) is a group, from Cayley’s theorem we have that it is isomorphic to a subgroup of .S,,, which
is the set of permutations on a set of a set of n elements. Furthermore, each element in S,, can
be represented as an n X n permutation matrix. Since in general n # |Q|, we cannot let H to
be a set of one hot vectors each corresponding to states in . Instead, we let Hy = (1,...,n) ",
P C {0,1}"*™ be the set of permutation matrices and define B = 0 and A : ¥ — P to be the
function mapping each letter w € X to the permutation matrix corresponding to d(-, w). With this
choice we can see that the function f : T (Ain) — T (A) such that f(dyin(-, w)) = 6(-, w) for
every w € X* is one-to-one (biejctive), and from our choice of Hy, also the map h : T (Ajn) — H
such that for every w € ¥*, h(iin(-, w)) = din(Hp, w) is also bijective. Moreover, the map
¢ : T(A) — @ such that ¢(6(-,w)) = §(qo,w) is surjective because we consider states that are
only reachable from qq, i.e. Q = {0(qo,w) : w € £*}. Hence if we set g = ¢ o f o h™!, then
g : H — @ is surjective and for every w € 3 and H € #H we have that

g(élin(H’w)) = 6(9(H>7w)

Thus, we have shown that such LRNN implements .A and it does so with finite precision because
the entries of all vectors and matrices are bounded integers. The proof is concluded by noting that
permutation matrices have euclidean norm equal to one and real entries.

Moreover, Let k = maxyes Y co 1{(q,w) # ¢} = maxyex Y, H{(A(w)Hy); = Ho}
be the maximum number of displaced element of the permutation associated with the alphabet X.
Then, we know that every A(w) € My_1({—1,1}).

If in addition there exists m € N such that 7 (\A) is isomorphic to a subgroup of the cyclic group Z,,
with elements {0, ..., m — 1}, we can modify the construction above to use a smaller dimension.
If m = 2, then Zy has elements {0, 1}, and .4 implements the parity automaton. Thus, we can
set Hy = —1, A(0) = 1, A(1) = —1 and g(1) = 1 while g(0) = 1, which means that we
can use a scalar recursion. Otherwise, if m > 3, we can modify the construction above by setting
Hy = (1,0) " and, if for simplicity we assume 3 € {0,...,m — 1}, for every w € 3 we let A(w)
be the 2 x 2 rotation matrix corresponding to 6(-, w):

cosf, —sinb, 27w
A(w) = R(0) sinf,, cosf, |’ O = m
such that R(#) € My ({—1}) (from Proposition|[I). O
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C.3 KRHON-RHODES THEOREM

Before presenting the proof for Theorem 4} we provide the statement for the landmark result of
Krohn-Rhodes (Krohn & Rhodes| [1963)), after giving the definition of cascade product of two FSA.

Definition 1 (Cascade product). Given two FSA A = (X,Q,qo,9) and B=(Q xX,Q’, g, "), we
define the cascade product FSA asC = Bo A= (2,Q x @', (q0,4}),0") where for any w € X

" ((g:4"),w) := (0(q,w),d(q", (¢, w)))
Theorem 5 (Krohn-Rhodes, Theorem 4 in Maler & Pnueli (1994). For every FSA A
(2,Q,q0,06) there exists s < 2% and a cascade product FSA C = A®) o ... o A1)
(2,Q%, ¢, 6%), with AW = (Z(i),Q(i),qéi),é(i)), with |QW| < |Q|, and a function WV : Q* —
Q such that for any w € X*, §(go, w) = W(6* (¢, w)) and each AW is permutation-reset au-
tomaton, which means that for every w9 € £, 5(i)(-, w(i)) is either a bijection (i.e. a permutation
over Q) or constant, ie. 5(-,w®) = q(w) € QW.

C.4 PROOF OF THEOREM[4]

We apply the Krohn-Rhodes theorem (Theorem [5) to write A as the cascade product FSA C =
A o0 AW with each FSA AW = (50, Q) q(()l)7 6() being permutation-reset and we show
how the LRNN can implement C.

We now show how the i-th layer of the LRNN with the structure in [1|can implement A®).

Let n = |Q®| and without loss of generality assume that ¥ = {1,2,...,|3|} and Q) =
{1,2,...,n} with q(()z) = 1. Forevery w € %) we set A (w) € {0,1}"*", B®(w) € {0,1}"
such that ¢, ¢’ € Q¥

AD(w)y .o =1{d(q,w) = ¢}, BD(w)y =0, if 6 (-, w) is bijective, or
A (w)g 4 =0, BY(w)y = 1{¢' = q(w)}, if 67 (,w) = g(w).
Then, for every word w() = wy) .. .wt(i) e X0 weset g : R* — R, such that g(z) =
(1,...,n) "z and

H = A (w)HD, + BO@w),  H? =(1,0....0)7 R
y @ = dec? (H”, w(") = (g(H"),w(”) = (09 (g5, w ), w)

So that such construction implements A . In addition, by letting w = w; ... w; € ¥* be the input

to the LRNN, i.e. wit) = w;, and and setting the output of each layer as the input to the next, i.e.

J
wy) = ](-171) for ¢ > 2, for the output of the last layer we get

yi = dec) (Hy, wf”)
= (6 .5
= (5(5)(q(()s)’w(s)),5(571)(q(()s—1),w(sq))’ygs—z))
= (5(8)((1(()8)710(3)), .. »5(1)(q61),w),wt) e No+L

where we removed the nested parenthesis for simplicity. Hence, the first s elements of yt(s) are
exactly the output of the cascade FSA C. Note that our construction can be implemented in finite
precision, since we only used matrices/vectors with entries either in {0, 1}, requiring only one bit,
orin QY C N, that can also be implemented using finite precision with |Q(?)| integers, requiring

log, (|Q®]) bits. Note that we can exclude the last element of y§5> to get a dimension N°.

It is also the case that ||A(i)(w)|| < 1 for every w € X since A (w) is either a permutation
matrix (||A® (w)| = 1) or the zero matrix (|| A®)(w)]|| = 0). Also, for every permutation matrix
P € {0,1}™*™ which permutes only k& < n elements we have that P € Mj_({—1,1}).
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Furthermore, for the zero matrix we have

0= ] - ewe) € Mai0})

It follows that AW (w) € M,,([-1,1]) fori € {1,...,s}. O

D EXPERIMENTS

D.1 CHOMSKY HIERARCHY

Here, we provide details on the formal language tasks and experimental protocol of Section [5.1]

D.1.1 DETAILS ON THE EXPERIMENTAL SETUP

Like Beck et al.|(2024)), we trained each model with sequence lengths ranging from 3 to 40 and eval-
uated on lengths from 40 to 256, to understand the length generalization capabilities. We compared
mLSTM and sLSTM with two models: Mamba (Gu & Daol|2023)) and DeltaNet (Yang et al.| 2024b).
All models contain 2 blocks, with 4 heads for the xXLSTM and DeltaNet models. We set the embed-
ding and heads’ dimension to 128 across all experiments. For Mamba and DeltaNet, we also enable
the 1-D depthwise-separable convolution layer with kernel size equal to 4 after the query/key/value
projection. We train each model using AdamW (Loshchilov & Hutter, |2019) without gradient clip-
ping, using 3 different learning rates (le-2, le-3, le-4), with 3 different seeds each. We pick the
best based on the median of the 3 seeds for every learning rate value. We use a batch size of 1024
(except for SLSTM, where we use 512) and a cosine annealing learning rate schedule (Loshchilov
& Hutter,2017) (mininum learning rate: le-6) after 10% warm-up steps. The weight decay is set to
0.1 during training. We train on every task for 100k steps in total. At each training step, we make
sure to generate a valid random sample from the task at hand (see below).

D.1.2 DETAILS ON THE EVALUATED TASKS

In Section [5.1] we conducted empirical evaluations on 3 tasks —namely parity, modular arithmetic
without brackets and with brackets — from various levels of the Chomsky Hierarchy, as proposed
by Deletang et al.[(2023) and similarly used in xLSTM (Beck et al.,2024). Details for each task are
given below, where |X| is the vocabulary size and Acc,qnq 1s the accuracy of random guessing:

* Parity (|X| = 2, Accrana = 0.5). The parity y; € {0,1} of a sequence of ones and zeros
x =mx1...7¢ € {0,1}! is equal to 1 (resp. 0) if the total number of ones in the sequence is odd
(resp. even). It is equivalent to addition modulo 2, it can be computed by summing all previous

values and then using the modulo 2 function as y; = (22:1 x;) mod 2.

* Modular Arithmetic w/o Brackets (|X| = 10, Accrqna = 1/(]2]|—5)). Given a set of special to-
kens X3 = {4+, —, *, =, [PAD|} and a modulus m > 1, we compute the remainder y; = & mod m,
where x = z1...2; € Yt and y; € {1,...,m — 1}. Here, ¥ = ¥, U {0,...,m — 1}. In our
experiments m = 5. An example sequence is as follows:

2 —3—3%2=3[PAD)

* Modular Arithmetic w/ Brackets (|X| = 12, Accrqng = 1/(|X] — 7)). Same definition as the
modular arithmetic without brackets with a set of special tokens 5 = {+, —, x,=, ), (, [PAD]}. In
our experiments m = 5. An example sequence is as follows:

((B+3)+-1)+-2) = (3-(=3) + ((1) +4))) = 2 [PAD]
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Table 5: Performance comparison of various recurrent models on regular and context-free language
tasks. recurrent models on formal language tasks. We report the median 4+ median absolute deviation
of 3 independent runs with different random seeds. Scores represent scaled accuracy, with 1.0
indicating perfect performance and 0.0 random guessing. The positive impact of allowing negative
eigenvalues ([—1, 1] range) versus restricting to positive eigenvalues ([0, 1] range) is evident across

different model architectures.

Mod. Arithmetic

Mod. Arithmetic

Parity (w/o brackets) (w/ brackets)
mLSTM 0.018 4= 0035 0.093 =+ 0.028 0.097 =+ 0.022
sLSTM 1.000 £ 0000 0.130 = 0.004 0.082 = 0.003
Mamba [0, 1] 0.000 £ 0000 0.000 = 0.005 0.016 =+ 0002
Mamba [—1, 1] 1.000 £ 0000 0.079 = 0032 0.029 = 0.007
DeltaNet [0, 1] 0.010 £ 0005 0.126 = .00 0.174 = o008
DeltaNet [—1,1]  0.999 £ o006 0.422 + 0.189 0.212 = 0.008

Parity Mod. Arithmetic w/o Brackets Mod. Arithmetic w/ Brackets
1.0 " I I 1.0 ! ! T 1 1.0 i ! T R
5 i | !
E 1 1 I
=5 ] I I
305F ! 105F 1 105F 1 1 mLSTM
z | i i SLSTM
S i i i
[+ 1 1 1
@ 00 1 0.0 ! 0.0F !
i i i
1 1 1 1 1 1 1 1 1
0 100 200 0 100 200 0 100 200
Sequence Length Sequence Length Sequence Length
(a) mLSTM and xLSTM
Parity Mod. Arithmetic w/o Brackets Mod. Arithmetic w/ Brackets
1.0 I ! 1.0 I ' ' 7 1.0 I ' ' B
1 1 :
5 i ! !
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@ 0.5+ ! 4 0.5 ! 405 | 4 Range
< 1 ] i
< ! i i [0, 1]
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(c) DeltaNet
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Figure 5: Performance (scaled accuracy) vs sequence length of mLSTM, sLSTM, Mamba and
DeltaNet variants on different formal language tasks. Trained on sequences up to length 40 (dashed
vertical red line). At test time, we sample uniformly at random 8192 sequences with lengths between
40 and 256. The curves show the mean and 95% CI.
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D.2 STATE-TRACKING
D.2.1 DETAILS OF THE EXPERIMENTS

For the experiments in Section[5.2] we map each element of the group S5 to an integer from 0 to 119,
where 0 corresponds to the identity permutation, and then construct inputs and output sequences of
integers x1,...x: and yq, . . ., y; as follows

* S5 We sample z; uniformly at random from {0, ...,119}. y; is computed as the product
of the permutations corresponding to z1, . .., ;.

* S5 only swaps As S5 but x; is sampled from the permutations that permute up to two
elements (swaps and identity).

* S5 swaps, 3-permutations As S5 but z; is sampled from the permutations that permute up
to three elements.

* S5 4 tokens per transition If : mod 4 = 0, then z; is sampled uniformly at random from
{0,...,119}, otherwise x; = 120 (special token). For ¢ > 3, y; 3 is the product of the
premutations corresponding to x1, . . ., x;, where 120 is treated as the identity permutation.
y; =0fori € {1,2,3}.

For each input we also add a beginning of sequence token. For each setup we always sample 1.6M
examples for training and 40K examples of length 500 for testing. We note that we are using a
substantially larger training set compared to [Merrill & Sabharwal| (2023)), to reduce the chances of
overfitting.

We train all models using AdamW with weight decay 0.01, learning rate 0.0001, gradient clipping
to 1.0 and a batch size of 512.

Both DeltaNet and Mamba models use an embedding dimension of 128 and 4 heads for DeltaNet.
In the case of DeltaNet we do not use the 1-D convolutions for these experiments. Other parameters
are kept as defaults.

Full Matrix Baseline. For the full matrix baseline we use a single layer and map directly each token
x; to a learnable full state-transition matrix A(z;) € R™*™ via one-hot encoding. We then compute,
fori € {1,...,t} the recursion

H, = A(Ii)Hi_l, Hy=1¢€¢ R™"™

where n is set to 32 for efficiency reason (memory and compute time grow quickly with n). After
that we flatten each H; into a vector and apply first a projection on the unit ball and then a linear
decoder to get the final outputs. The projection was added to increase stability since we do not
bound the norm of A(z;). Since this model uses a full matrix, with n > 5 it should be fully able to
learn S5 without restricting the permutation in input. However in some situations the performance
degrade quickly after some length, probably due to the fact that the norm of the learned A(z;) is not
close enough to one.

D.2.2 CycLic GROUPS

We report in Figure [6] some experiments on group word problems with the group Zgo. For this
experiment we also consider the simplified version where each transition is encoded using 2 tokens.
This is done as in the experiments of S5 with 4 tokens, but using two tokens instead of 4. Using
one additional token should allow DeltaNet [-1,1] with more layers to learn the rotations needed
to solve the task. However, using more tokens does not seem to help in this case. Extending the
eigenvalue range seems to help in both settings, although surprizingly, Mamba [-1,1], even though
it has a diagonal state-transition matrix, seems to perform best. We conjecture that in this case, the
models might learn the shortcut solutions, also because they do not generalize very well to longer
sequences.
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Z¢, with 2 tokens per transition

100 1 ;
80Y, i
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10 Y —— Mamba[-1,1] (5 layers)
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Figure 6: Validation sequence accuracy at different sequence lengths on the cyclic group Zgg (1
seed). Dashed vertical lines indicate the sequence length used for training (left 32, right 64). Using 2
tokens per transition seems to help only marginally in this case. Mamba [-1,1] is the best performing
model. The variants with eigenvalues in [0,1] performed worse.

D.3 LANGUAGE MODELING
D.3.1 DETAILS ON THE EXPERIMENTAL SETUP

Each model is trained for 200,000 steps with a per-GPU batch size of 10, distributed across 8 Nvidia
A100 GPUs, using a context length of 2048. For optimization, we use AdamW
with learning rates of 3.1e-3 for DeltaNet and 5e-4 for Mamba (higher rates led to
training instability). The learning rate was adjusted using cosine annealing (Loshchilov & Hutter,
following a linear warm-up period of 5000 steps. We applied a weight decay of 0.1 throughout
the training process.

D.3.2 DETAILS ON THE EVALUATED TASKS

To produce the results in Table[d we use the Im-harness benchmark 2024), focusing on
the same tasks as|Yang et al.|(2024b): LAMBADA (LMB) (Paperno et al., 2016), PIQA (Bisk et al.}
[2020), HellaSwag (Hella.) (Zellers et al., 2019), Winogrande (Wino.) (Sakaguchi et al., 2021), and
ARC-easy (ARC-e) and ARC-challenge (ARC-c) (Clark et al., 2018). Additionally, we evaluate the
performance on recall-intensive tasks (like[Yang et al.|(2024b)), including FDA 2023),

SWDE (Lockard et al} 2019), and SQUAD (Rajpurkar et al.l 2018)), to provide a comprehensive
evaluation of our models’ capabilities.

3.0 3.0 T 20 T
o Eigenvalue
/5«29> 929> 318' Range
E z 2 — L1
= 28¢F % 2.8F Z
; 7 B 16l \— [0.1]
227k 27k 5
14}
2.6 2.6 .
200000 0 200000 0 200000
Training Steps Training Steps Training Steps
(a) DeltaNet

W
o
g
o
)
S

= Eigenvalue
e 29+t b = 29F E 18k Range
g > - 1,1
East X 3 =) 1]
; Z 3l \— 011 ]
=27 1 b 5
14} .
2.6 L 2.6 L v
0 200000 0 200000 0 200000
Training Steps Training Steps Training Steps
(b) Mamba

Figure 7: Learning curves of Mamba and DeltaNet when training on 32B tokens of Fine-Web 100B.
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Figure 8: Length extrapolation performance of Mamba variants on different datasets. Mamba with
eigenvalue range [—1, 1] shows worse perplexity on coding and math tasks compared to the [0, 1]
baseline. The dashed, vertical line indicates the training context length of 2048 tokens.

D.4 IMPLEMENTATION

We build on the original code for Mambeﬂ and DeltaNeﬂ For DeltaNet, implementing the ex-
tended eigenvalue range is straightforward, since there is no need to modify the Triton kernel. How-
ever, Mamba requires modifications to the CUDA code of the associative scan for both forward and
backward passes which however had no impact computational cost. We ensured the accuracy of
the modifications by comparing the results with a naive implementation using a for-loop. For ini-
tial testing of the extended eigenvalue range, we used the pure pytorch implementation of Mamba
by Torres| (2024). We provide listings of the necessary code changes in Mamba and DeltaNet in Ap-
pendix[D.4.1]

Products in Log-space We note that some diagonal models such as Mamba2 (Dao & Gul [2024),
GLA |Yang et al.[(2024a), mLSTM [Beck et al.|(2024)) take advantage of the fact that all values of the
state-transition matrices are positive to compute their repeated products in log-space. Our change
would not allow to do this directly, and early tests on the chunkwise parallel form of GLA showed
degraded performance. Therefore, for this work, we decided to focus on Mamba and DeltaNet since
they do not compute the products in log-space. We mention however, that at the cost of increased
computation time, it would be possible to do products in log-space by converting each value in
the diagonal state-transition matrix to the product of its absolute value and sign. This way, absolute
values can be multiplied in log space, while products of signs is coincidentally equivalent to addition
modulo 2, i.e. parity, and hence can be done stably. We leave the investigation of this approach to
future work. Furthermore, we also believe that our change may be less suited to method which use
a normalized RNN state, such as mLSTM.

D.4.1 IMPLEMENTATION OF EXTENDED EIGENVALUE RANGE

if constexpr (!kIsComplex) {
- thread.data[i] = make_float2 (exp2f (delta_vals[r][i] * A.val[r]),
+ thread_-data[i] = make_float2(2.0f * exp2f(delta.vals([r][i] » Awvallr]) - 1.0f,
'kIsVariableB ? delta_u_vals[r][i] : B_vals[i] x delta_u_vals[r][i]);
if constexpr (!Ktraits::kIsEvenLen) {
if (threadIdx.x  kNItems + i >= params.seglen - chunk % kChunkSize) {
thread_data[i] = make_float2(l1.f, 0.f);

}

Figure 9: Modifications to the forward pass of the Mamba associative scan . These changes extend
the eigenvalue range from [0, 1] to [—1, 1], enhancing the model’s expressive capacity. Adapted
from selective_scan_fwd_kernel.cuhl

Ynttps://github.com/state-spaces/mamba
*https://github.com/sustcsonglin/flash-linear—-attention
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— const float delta-a_exp = exp2f (delta-vals[i] x A_scaled)
+ const float delta-a-exp = 2.0f * exp2f (delta-vals[i] * A.scaled) - 1.0f

— typename Ktraits::BlockScanT (smem-scan) .InclusiveScan (
+ typename Ktraits::BlockScanT (smem_scan) .ExclusiveScan (
thread_data, thread_data, SSMScanOp<weight_t> (), prefix_op
)i

— const float a = thread-data[i].y - ('kIsVariableB ? delta-vals[i] * float (u-vals[i])
- delta_vals[i] * float (u.vals[i]) * B_vals[il]);

+ float delta.aexp = 2.0f % exp2f(delta-vals[i] * A_scaled) - 1.0f;

+ const float ddelta.a_.exp = delta.a.exp + 1;

+ const float a = ddelta-a.exp * thread-datali].y;

+ const float hi = delta.a-exp » thread-data[i].y + (!kIsVariableB ? delta-vals[i] =

+ float (uvals[i1]) : delta.vals[i] % float (u.vals[i]) = B_vals([i]);

- const float a = thread-data[i].y - ('kIsVariableB ? delta-vals[i] % float (u-vals[i])
= delta-vals[i] = float (u-vals[i]) =* B-vals[il]);

+ float delta.a_exp = 2.0f % exp2f(delta-vals[i] * A_scaled) - 1.0f;

+ const float ddelta.a_.exp = delta.a_exp + 1;

+ const float a = ddelta.a.exp * thread-datali].y;

+ const float hi = delta.a.exp * thread-data[i].y + (!kIsVariableB ? delta-vals[i] =*
+ float (u-vals[i]) : delta-vals[i] * float(u-vals[i]) =* B.vals[i]);

if constexpr (!kIsVariableB || !kIsVariableC) {

if constexpr (!kIsVariableB) { // dBC\_val is dB\_val
- dBC.val += dout.vals[i] * (!kIsVariableC ? thread-data[i].y : thread-datal[i].y * C-vals[i]);
+ dBC_val += dout.vals[i] * (!kIsVariableC ? hi : hi % C_vals[i]);

} else { // dBC\_val is dC\_val
- dBC.val += dout-vals[i] * thread-datal[i].y;
+ dBC_val += dout.vals[i] =x thread.datal[i].y;
}
}

if constexpr (kIsVariableB) { dB_vals[i] = dx % delta_vals[i] » float (u_vals[i]); }

if constexpr (kIsVariableC) {

- dC.vals[i] = dout.vals[i] * (!kIsVariableB ? thread-data([i].y * B_val : thread.datal[i].y);
+ dCvals[i] = dout.vals[i] * ('kIsVariableB ? hi = B_val : hi);

}

Figure 10: Necessary changes to[selective_scan_bwd_kernel.cuh

if self.use_beta:
- beta = rearrange (self.b_proj(hidden_states), b 1 h -> b h 1’).sigmoid()
+ beta = 2 x rearrange (self.b_proj(hidden_states), b 1 h -> b h 1’).sigmoid()
else:
beta = g.new_ones (g.shape([0], g.shape[l], g.shape[2])

Figure 11: Simple modification to the beta calculation in DeltaNet |(Source) allowing the extension
of the eigenvalues to the range [—1,1] . The original implementation (in red) is replaced with an
adjusted version (in green).
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