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Abstract

Query-focused summarization (QFS) has been001
well-studied in the context of text-based data,002
However, QFS over semi-structured data such003
as tables remains under-explored. Existing004
studies primarily focus on single-table context,005
thus limiting the capability to handle complex006
multi-table scenarios. In this paper, we intro-007
duce a novel query-focused multi-table sum-008
marization task (QFMTS), where generation009
models should produce comprehensive query-010
focused summaries from multi-table contexts.011
This requires the models to perform arithmetic012
and multi-table operations such as join and in-013
tersect. To facilitate this task, we automatically014
collect the QFMTS dataset by leveraging large015
language models (LLMs) as data annotators.016
The dataset consists of 6, 404 query-summary017
pairs, each accompanied by multiple tables.018
Our quality evaluation, including automatic and019
human evaluation, illustrates the high quality020
of the dataset. To demonstrate the efficacy of021
the dataset, we experiment with state-of-the-022
art models, including open-source generation023
models and closed LLMs, on QFMTS. Experi-024
ment results and qualitative analysis reveal the025
significant challenges of the proposed task.026

1 Introduction027

Query-focused summarization (QFS) aims to gener-028

ate summaries from given contexts to answer a user029

question (Xu and Lapata, 2020, 2021; Vig et al.,030

2022; Zhang et al., 2023). This enables personal-031

ized response generation tailored to users’ specific032

information needs. In spite of being extensively033

explored with text-based data, query-focused sum-034

marization over semi-structured data such as ta-035

bles remains under-explored. The only existing036

research (Zhao et al., 2023a) introduces query-037

focused table summarization over a single input038

table. However, it does not handle multiple-table039

questions, thus limiting its capability in multi-table040

scenarios. Since these scenarios pose additional041

There are 5 teachers in total. Anne Walker teaches 2 courses,
and Gustaaf Deloor, Kearsley Brown, Lucy Wong, and Vicente

Carretero teach 1 course.

1 Joseph Huts 32

2 Gustaaf Deloor 29

3 Vicente
Carretero 26

Teacher
ID Name Age

Blackrod Urban District

Bolton County Borough
Farnworth Municipal

Borough

Hometown

4 John Deloor  33 Horwich Urban District 

5 Kearsley
Brownrretero 45 Kearsley Urban District 

6 Anne Walker 41 Little Lever Urban District

7 Lucy Wong 39 Turton Urban District

2 5

2 3 3

3 2 5

Course
ID

4 6 7

5 6 1

10 7

What are the names of the teachers who teach courses and how
many courses do they teach?

Teacher Course Arrange

4

Teacher
ID Grade

1

Figure 1: A example of query-focused multi-table sum-
marization. One should combine the information of the
teachers from the two tables to answer the query.

challenges such as multi-table operations join, in- 042

tersect, union, etc. 043

To address these limitations, we propose query- 044

focused multi-table summarization, a new task for 045

summarizing information across multiple tables. 046

For example, as shown in Figure 1, the user ques- 047

tion “What are the names of the teachers who teach 048

courses and how many courses do they teach?” in- 049

volves identifying names of teachers to be associ- 050

ated with the column Name in the table Teacher, 051

and number of courses they teach to be associated 052

with the column Course ID in the table Course 053

Arrange. Next, an association between the two 054

table columns needs to be established using the 055

common column Teacher ID, which is present in 056

both tables to compute the final answer. In addi- 057

tion, models need to summarize all the answers by 058

aggregating the number of teachers and providing 059

the names and corresponding courses. This task 060

not only involves the challenges of the multi-table 061

question answering (QA) (Pal et al., 2023), such as 062

measuring the faithfulness and correctness of the 063

generated text, but also requires the generated text 064
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to be coherent and fluent.065

To facilitate this new task, we release a new066

dataset, QFMTS (Query Focused Multi-Table067

Summarization), comprising of 6, 404 query-068

summary pairs, each accompanied by multiple in-069

put tables. We design automatic data generation070

using large language models (LLMs) and conduct071

automatic and manual quality verification. Specif-072

ically, we adopt LLMs as data annotators using073

proper instructions and few-show demonstrations.074

Our quality evaluation, including automatic and075

human evaluation, demonstrates the high quality of076

the dataset with respect to completeness, faithful-077

ness, and fluency. To investigate the efficacy of our078

dataset, we experiment with state-of-the-art models,079

including open-source models and closed LLMs.080

In particular, to instruct LLMs to perform the task,081

we first decompose the task into two sub-tasks, in-082

cluding multi-table QA and summarization. Then,083

we design two promoting strategies, namely single-084

stage and multi-stage prompting to address sub-085

tasks differently. Our experimental results show086

that open models fine-tuned on our dataset outper-087

form closed LLMs, such as GPT-3.5 (Ouyang et al.,088

2022). Extensive qualitative analysis demonstrates089

that multi-table scenarios are much more challeng-090

ing compared to single-table scenarios, indicating091

that there is large room for improvement.092

To the best of our knowledge, we are the first to093

address the task of query-focused multi-table sum-094

marization, our main contributions are summarized095

as follows:096

(1) We introduce the task of query-focused sum-097

marization over multiple tables, which requires098

models to generate summaries tailored to users’099

information needs. Our task generalizes to100

complex multi-table scenarios with operations,101

such as join, intersect, etc.102

(2) We release a multi-table summarization dataset,103

QFMTS, comprising of 6, 404 question-104

summary pairs, each accompanied by multi-105

ple tables. We design an automatic data gen-106

eration and evaluation process that facilitates107

large-scale data development.1108

(3) We benchmark our task with state-of-the-art109

models, including closed-source and open-110

source LLMs, to demonstrate the efficacy of111

our dataset. Our extensive analysis demon-112

1We only release the validation set during the review:
https://anonymfile.com/VByB/qfmts-valid.
jsonl. The whole data and code will be released upon
publication.

strates that handling multi-table scenarios is 113

much more challenging compared to single- 114

table scenarios. This suggests the need for 115

further research efforts. 116

2 Related Work 117

Table-to-Text Generation Table-to-text gener- 118

ation involves generating an informative descrip- 119

tion or summary for a given table. Existing stud- 120

ies (Chen et al., 2020a; Suadaa et al., 2021; Liu 121

et al., 2022a; Zhao et al., 2023b) primarily focus on 122

summarizing the entire table. However, adapting 123

these methods to multi-table scenarios that require 124

combinations of tables is not straightforward. Ad- 125

ditionally, users often possess specific information- 126

seeking needs for partial information from tables. 127

This motivates the need for query-focused table 128

summarization. Query-focused single-table sum- 129

marization was introduced by QTSUMM (Zhao 130

et al., 2023a). While our work generalizes to a 131

more realistic multi-table setting, introducing the 132

challenges of multi-table reasoning. 133

Table Question Answering Table QA requires 134

answering questions from table(s) (Pasupat and 135

Liang, 2015; Yin et al., 2020; Liu et al., 2022c; Nan 136

et al., 2022; Zhang et al., 2020a; Pal et al., 2022). 137

Our work is inspired by MultiTabQA (Pal et al., 138

2023), which introduces generating tabular answers 139

from multiple tables. We adapt the task to query- 140

focused summarization that aligns with practical 141

applications, such as conversational assistants and 142

search engines (Ma et al., 2023). 143

3 QFMTS Task 144

3.1 Task Formulation 145

We formulate the QFMTS task as query-focused 146

multi-table summarization, where the goal is to 147

produce a fluent and informative summary from 148

a question over multiple tables. Specifically, 149

given a user question q and a set of input ta- 150

bles T = {t1, . . . , tk}, an effective query-focused 151

multi-table summarizer reasons over T constrained 152

by q and generates a paragraph-level summary s. 153

The summary s should be factually correct and 154

fluent. 155

3.2 Research Questions 156

In the context of the query-focused multi-table sum- 157

marization task (QFMTS), we aim to answer the 158

following research questions: 159
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RQ1 How can we automatically generate the160

QFMTS dataset using large language mod-161

els?162

RQ2 How can we evaluate the quality of the163

QFMTS dataset?164

RQ3 How do neural models, including open165

and closed source models, perform in the166

QFMTS task?167

RQ4 To what extent do multi-table contexts bring168

challenges to neural models compared to169

single-table contexts?170

4 QFMTS Dataset171

We build our dataset on top of a subset of the multi-172

table QA dataset (Pal et al., 2023). The dataset173

comprises 6, 715 training and 985 validation sam-174

ples, with each sample consisting of an SQL query,175

an associated natural language question, one or176

more input tables, and an answer table. The natural177

language question is a rewrite of the correspond-178

ing SQL query, and the answer table is a tabular179

answer to the question. The goal of the original180

task is to generate the answer table for either the181

natural language question or the SQL query based182

on the input tables. We repurpose this dataset to a183

query-focused multi-table summarization setting.184

To achieve this, we reframe the task’s goal to gen-185

erate an answer summary given the natural lan-186

guage question and input tables. We observe that187

more than 10% samples contain exceptionally large188

tables (> 10, 000 tokens). This results in input189

truncation due to the models’ maximum sequence190

length constraint, leading to sub-optimal generated191

results. To address this issue and ensure compatibil-192

ity with different models, we exclude samples with193

a total number of input tokens (question and tables)194

exceeding 2, 000. This results in 5, 721 training195

and 683 validation samples, which we utilize to196

construct our dataset.197

4.1 Summary Generation198

Previous work in query-focused summarization199

over single tables, such as QTSUMM (Zhao et al.,200

2023a), relies on human annotation to ensure the201

correctness of the summaries in table reasoning.202

However, manual annotation is time-consuming203

and costly. To address these limitations, we ex-204

plore RQ1 by designing an automatic annotation205

process to synthetically generate summaries for our206

dataset. Recent studies (Ding et al., 2023; Laskar207

et al., 2023b; He et al., 2023) have demonstrated208

that LLMs with proper instructions and demonstra- 209

tions achieve competitive performance compared 210

to crowdsourced workers. Thus, we employ LLMs 211

as data annotators for summary generation. Specif- 212

ically, we design a straightforward task of table- 213

to-text transformation. However, instead of using 214

input tables, we utilize the ground-truth answer 215

tables for answer table-to-text transformation. This 216

simplified task does not involve complex multi- 217

table reasoning but ensures that the generated sum- 218

maries are grounded in answer tables, thus ensur- 219

ing the correctness and faithfulness of summaries. 220

Finally, we instruct ChatGPT to perform this trans- 221

formation via the public OpenAI API.2 The overall 222

annotation cost of API usage is approximately 30 223

dollars. 224

Input Formulation The input provided to Chat- 225

GPT is the ground-truth answer table. How- 226

ever, ChatGPT only accepts text-formatted inputs. 227

Hence, we should first serialize the answer table 228

within the prompt. There are several options, in- 229

cluding markdown-style (Zhao et al., 2023a) and 230

linearized flattening (Liu et al., 2022c; Pal et al., 231

2023). After manual inspection, we found that lin- 232

earized flattening performs the best. For linearized 233

flattening, a table is flattened to a sequence with 234

sentinel words. For instance, a table named t with 235

m rows and n columns is flattened as follows: 236

Prompt 4.1: Table formatting

<table_name> t col: h1 | . . . | hn row 1: c1,1 | . . . |
c1,n row i: ci,1 | . . . | ci,n . . . row m: cm,1 | . . . | rm,n

237

where hj is j-th column header, and ci,j is the i-th 238

row and j-th column cell. 239

Furthermore, we found that relying solely on 240

the answer table is often insufficient to generate a 241

self-contained summary, as it lacks the essential 242

contextual information. However, we observe that 243

Such missing contextual information can be ex- 244

tracted from the user question. For instance, the 245

answer table 246
semester_name semester_id
summer 2010 2 247

lacks contextual information to demonstrate that 248

semester Summer 2010 has the most registered 249

students in response to the question “What is the 250

semester in which most students registered? Show 251

both the name and the id.”. Thus, we use the ques- 252

tion as additional input to ensure the complete- 253

2gpt-3.5-turbo-0613
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ness of the summary. Accordingly, an example254

summary is “The semester with the most student255

registrations is the summer 2010 semester, with a256

semester ID of 2.”257

Instruction Design Our instruction follows the258

standard few-shot prompting technique (Brown259

et al., 2020). Specifically, we first write a compre-260

hensive annotation guideline, including a descrip-261

tion of the expected summary’s discourse structure262

and length requirement. We observe that a more263

precise guideline leads to better generation quality.264

To provide further clarity to ChatGPT, we manually265

write summaries for a small number of examples266

as few-shot demonstrations (we use 5-shot in our267

experiments). The structure of the prompt for sum-268

mary generation is shown in Prompt 4.2, and the269

complete prompt can be found in Appendix A.270

Prompt 4.2: Summary generation

Instruction: A comprehensive guideline including input
formats, expected summary’s discourse structure, and
length requirement.

Demonstrations:
Few-shot human-written demonstrations.

The input question and answer table.
271

4.2 Quality Verification272

We address RQ2 by developing both automatic and273

manual quality evaluations to assess the quality of274

the generated summaries. We define three primary275

desiderata for quality verification as follows:276

• Faithfulness: All statements in the summary277

should be factually consistent with the ground-278

truth answer table.279

• Completeness: The summary should include all280

the information needs of the user, i.e., all facts in281

the ground-truth answer tables are present in the282

summary. Partial information from the answer283

table is deemed incomplete.284

• Fluency: The summary is clear, articulate, and285

easy to understand by humans.286

In our experiments, we employ standard sequence287

similarity metrics to measure completeness. Since288

there are no ideal metrics for faithfulness and flu-289

ency, we conduct a human evaluation to measure290

them. The results of the quality evaluation are291

shown in Table 1.292

Automatic Evaluation We automatically evalu-293

ate the completeness of the generated summaries294

using the answer tables. However, as discussed295

in section 4.1, the answer table alone provides in- 296

sufficient contextual information for completeness 297

evaluation. Thus, we further evaluate the summary 298

with respect to the question in addition to the an- 299

swer to measure completeness. 300

Specifically, we adopt the lexical similarity score 301

ROUGE (Lin, 2004), a widely used metric in table- 302

to-text generation (Lin et al., 2023). As our primary 303

focus lies in assessing the presence of informa- 304

tion from the question and answer table within the 305

summary, we report recall versions of ROUGE-1 306

and ROUGE-L, termed, ROUGE-1-R and ROUGE- 307

L-R, respectively. We define ROUGE-1Q-R and 308

ROUGE-LQ-R as the estimate of the lexical com- 309

pleteness of the summary regarding the question as 310

the reference text, and ROUGE-1T-R and ROUGE- 311

LT-R as the lexical completeness regarding the an- 312

swer table. As shown in Table 1, ROUGE-1T-R 313

and ROUGE-LT-R surpass 90, indicating that the 314

generated summaries cover most facts, such as nu- 315

merals and named entities from the answer tables. 316

We also observe that ROUGE-1Q-R and ROUGE- 317

LQ-R exhibit lower scores than table-based scores, 318

yet exceeding 75. This indicates that the summaries 319

retain the majority of keywords in the questions. 320

The lower question-based scores may be because of 321

stop-words and rewrite of the question to a declara- 322

tive statement, where stop-words may be replaced 323

or removed. 324

Human Evaluation To evaluate the faithfulness 325

and fluency of the summaries, we randomly sam- 326

pled 100 examples from the training and validation 327

set, respectively. Three annotators who are well- 328

versed in SQL and fluent in English were engaged 329

to assess the faithfulness and fluency of the sum- 330

maries with respect to the corresponding questions, 331

input tables, and answer tables. We instructed the 332

annotators to assign a binary label for faithfulness, 333

commonly used in table-to-text generation (Chen 334

et al., 2020b). They were to rate a summary as 1 if 335

it is faithful to the associated answer table without 336

containing hallucinations; otherwise, it is assigned 337

0. The annotators were also provided the ques- 338

tion and input tables for interpretability. Follow- 339

ing Zhao et al. (2023a), we estimate fluency with 340

a 5-point Likert scale from 1 to 5, where a higher 341

value indicates better fluency. The final human 342

judgment for each example was computed by aver- 343

aging the scores assigned by the three annotators. 344

As shown in Table 1, the total of generated sum- 345

maries are faithful with a high score of 0.99 and flu- 346
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Split Automatic Evaluation (%) Human Evaluation†

ROUGE-1Q-R ROUGE-LQ-R ROUGE-1T-R ROUGE-LT-R Faithfulness Fluency
Train 86.86 74.52 93.24 91.45 0.99 4.73
Valid 86.22 74.37 93.62 91.75 1.00 4.81
Total 86.79 75.50 93.28 91.48 0.99 4.77

Table 1: Evaluation results of the quality of QFMTS. We report recall scores for both ROUGE-based scores and
BERTScore. †represents that we randomly sample 100 examples from the training and validation set, respectively.

ent with a score of 4.77, indicating more than 99%347

summaries are faithful to the associated answer ta-348

bles. To measure the inter-annotator agreement, we349

adopt Fleiss Kappa (Fleiss, 1971). We obtained350

Kappa scores of 0.97 and 0.80 for faithfulness and351

fluency, respectively, indicating substantial agree-352

ment and almost perfect agreement, respectively.353

Data Post-processing Based on the results of354

the quality evaluation, we manually revise samples355

with lower ROUGE scores. In particular, when356

their ROUGE-LQ-R scores are below the threshold357

0.7 or ROUGE-LT-R scores are below the thresh-358

old 0.9. we revised them to ensure that they include359

sufficient information in the questions and answer360

tables.361

4.3 Dataset Analysis362

We analyze the generated dataset on the number363

of input tables and make comparisons with ex-364

isting related datasets. Existing work on query-365

focused table summarization, QTSUMM (Zhao366

et al., 2023a), is contemporary with ours but fo-367

cuses on the simpler single-table setting.3 As QT-368

SUMM is only the query-focused table summariza-369

tion dataset, we compare our dataset, QFMTS,370

with QTSUMM in Table 2. On average, our dataset371

contains 1.5 input tables per question whereas QT-372

SUMM is focused on only 1 input table. Our373

summaries are shorter, averaging 54.8 words com-374

pared to 67.7 of QTSUMM, since our summaries375

only contain essential contextual information and376

the answers. Additionally, our QFMTS con-377

tains both single numeric operations such as sum,378

average, and multiple-table operations such as379

join, intersect, which are not present in QT-380

SUMM.381

We further analyze the presence of multiple input382

tables in Table 3. Our training data contains both383

single and multiple input tables, with 58.8% of384

questions over a single table, 31.5% of samples385

3At the time of writing, this dataset has not been released
yet.

Dataset Statistics Reasoning

#Q
#Table
per Q

#Words
in Summ

Num
Multi-
Table

QTSUMM 5,625 1.0 67.7 ✓ ✗

QFMTS 6,422 1.5 54.8 ✓ ✓

Table 2: Comparison of QFMTS with existing query-
focused table summarization dataset. QFMTS is the
only dataset that allows for both numeric and multi-
table reasoning. Q, Summ, and Num indicate question,
summary, and numeric, respectively.

Split # Input tables

1 2 3+
Train 3,383 (58.8%) 1,810 (31.5%) 557 (9.7%)
Valid 392 (56.9%) 256 (37.2%) 41 (6.0%)
Total 4,387 (58.6%) 2,066 (32.1%) 598 (9.3%)

Table 3: Data statistics by the number of input tables.
We have 5, 721 training and 683 validation examples in
total.

over 2 tables, and 9.7% over more than 3 tables. 386

The validation set displays a similar pattern with 387

56.6% samples over single tables, 37.2% samples 388

over 2 tables, and 6% of samples over 3 tables. 389

5 Methodology 390

We employ a variety of state-of-the-art models to 391

demonstrate the efficacy of the QFMTS dataset, in- 392

cluding open-source encoder-decoder models and 393

closed-source LLMs. The open-source models are 394

fine-tuned on our dataset while the LLMs are in- 395

structed with few-shot prompting (Brown et al., 396

2020). 397

5.1 Few-shot Prompting 398

We directly instruct LLMs, such as GPT- 399

3.5 (Ouyang et al., 2022), to produce the expected 400

summaries with few-shot demonstrations and with- 401

out updating their parameters. To ensure the effec- 402

tiveness of few-shot prompting, we decompose our 403

task into two sub-tasks. The first sub-task involves 404

answering a question from tables, where LLMs are 405
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instructed to perform reasoning over multiple tables406

to obtain a list-like answer. The second sub-task407

requires writing a summary of the answer obtained408

in the first sub-task. We explore two prompting409

strategies to tackle both sub-tasks: one-stage and410

multi-stage prompting. One-stage prompting re-411

quires the LLM to perform the two sub-tasks in412

a single prompt while multi-stage prompting re-413

quires the LLM to perform sequential sub-tasks414

with independent prompts for each sub-task.415

One-stage Prompting In one-stage prompting,416

we instruct the LLMs to complete two sub-tasks417

step by step within a single prompt. The prompt418

comprises two parts. First, we prompt the LLM419

to answer the question from the tables. Note that420

the answer is a list-like answer rather than a ta-421

ble. We follow the chain-of-thoughts (CoT) style422

prompts (Wei et al., 2022; Kojima et al., 2022) by423

adding “Let’s think step by step” to enhance the424

reasoning abilities of the LLM. Second, we instruct425

the LLM to write a summary based on the ques-426

tion and previously generated answers. We ensure427

that the task description is similar to the instruc-428

tion used in the annotation process, described in429

subsection 4.1, so the generated summarises share430

the same structure as reference summaries. The431

outline of the prompt is shown in Prompt 5.1, and432

the complete prompt is shown in Appendix A.433

Prompt 5.1: One-stage prompting

Instruction: A introduction of input formats and
objectives to complete two tasks below step by step.

Task 1: Answering Question from Tables
A task description with CoT for obtaining a list-like
answer.

Task 2: Write Summary for Answers
A task description for generating a summary.

Demonstrations:
Few-shot human-written demonstrations.

The input question and tables.
434

Multi-stage Prompting In multi-stage prompt-435

ing, the LLM completes two independent sub-tasks436

in a sequential manner. In the first stage, we instruct437

the LLM to only answer the given question, with-438

out instruction to generate a summary or specific439

constraints on the answer format. This results in440

the LLM generating a list-like response. In the sec-441

ond stage, the questions and the generated answers442

from the first stage are used to prompt the LLM443

to generate a summary. The outline of prompts 444

is shown in Prompt 5.2 and 5.3. The complete 445

prompts are shown in Appendix A. 446

Prompt 5.2: Stage 1: Multi-table QA

Instruction: A introduction of input formats and
objectives.

Task: Answering Question from Tables
A task description for obtaining a list-like answer.

Demonstrations:
Few-shot human-written demonstrations.

The input question and tables.
447

Prompt 5.3: Stage 2: Summarization

Instruction: A introduction of objectives.

Task: Write Summary for Answers
A task description for generating a summary.

Demonstrations:
Few-shot human-written demonstrations.

The input question and generated answers.
448

Discussion The one-stage method is straightfor- 449

ward yet more challenging since the LLM is re- 450

quired to perform both table reasoning and sum- 451

mary generation in an end-to-end manner. In con- 452

trast, the multi-stage method provides more flexibil- 453

ity by enabling the LLM to focus on one sub-task at 454

a time. Furthermore, the comparison between the 455

single and the multi-stage method can be used to 456

analyze the relative difficulty between multi-table 457

summarization and multi-table QA. 458

5.2 Fine-tuning 459

In addition to prompting the LLM to produce 460

summaries directly, we also fine-tune open-source 461

encoder-decoder models on QFMTS. Specifically, 462

the input to the models is the concatenated se- 463

quence of the question and all linearized input 464

tables. The table names are appended to the re- 465

spective tables to disambiguate among different 466

input table content. The final input sequence 467

for a sample with k tables is represented as 468

question [table1] . . . [tablek] where [tablei] is the 469

linearized representation of input table i as shown 470

in prompt 4.1. The output of the model is the query- 471

focused summary. 472
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6 Experimental Setup473

We utilize state-of-the-art open-source and474

closed-source models to benchmark QFMTS.475

For open-source models, we use pre-trained476

models bart-base (139M parameters),477

bart-large (406M parameters) (Lewis et al.,478

2020), and state-of-the-art multi-table QA model479

MultiTabQA (Pal et al., 2023) to evaluate480

the efficacy of our dataset. MultiTabQA481

generates answer tables to multi-table questions,482

which was trained on a multi-table QA task483

using a pre-trained bart-base model. We484

name the fine-tuned models BART-Base-TS,485

BART-Large-TS, and MultiTabQA-TS, with486

TS indicating that they are fine-tuned on our487

Table Sumarization dataset. For closed LLMs,488

we explore GPT-3.5 (Ouyang et al., 2022) and489

GPT-4 (OpenAI, 2023) as backbones 4 in our ex-490

periments. Since the GPT family has demonstrated491

significant unsupervised performance in many492

downstream NLP tasks (Laskar et al., 2023a).493

We design zero- and few-shot settings to instruct494

GPT-3.5 to produce summaries. However, due495

to budget constraints, we only include a few-shot496

setting for GPT-4. Details of the prompts can be497

found in Appendix A.498

We fine-tune the open-source models on the499

QFMTS training set using the AdamW opti-500

mizer (Loshchilov and Hutter, 2019) for 64 epochs501

with a learning rate of 1e−4, batch size of 256,502

and the maximum sequence length of 1024. We503

randomly split 10% of the training set as a develop-504

ment set and choose the best-performing model505

based on the loss of development. All experi-506

ments are conducted on a single A6000 GPU. For507

GPT-3.5 and GPT-4, we set the temperature and508

top-p to 0.1 and 0.95, respectively. We set max509

tokens of outputs to 700 and 400 for one-stage and510

multi-stage methods, respectively. We included511

both 0-shot and 3-shot settings.512

Evaluation Metrics We evaluate the predicted513

summary with respect to the reference summary by514

estimating the similarity between them in different515

aspects, such as fluency and correctness. Follow-516

ing Zhao et al. (2023a), We adopt two lexical-based517

metrics, SacreBLEU (Papineni et al., 2002) and518

ROUGE-L (Lin and Hovy, 2003), and a semantic519

similarity metric, BERTScore (Zhang et al., 2020b).520

We report the F1 version for ROUGE-L (longest521

4gpt-3.5-turbo-0613 and gpt-4-0613

Model SB RL BSc

One-stage prompting
GPT-3.5 (0-shot) 32.99 58.72 59.07
GPT-3.5 (3-shot) 37.94 62.23 64.94

Multi-stage prompting
GPT-3.5 (0-shot) 38.94 63.05 65.59
GPT-3.5 (3-shot) 42.55 66.53 68.30
GPT-4 (3-shot) 45.13 69.02 72.11

Fine-tuned on QFMTS
BART-Base-TS 44.03 66.70 67.03
BART-Large-TS 47.33 68.98 70.10
MultiTabQA-TS 50.67 72.38 72.59

Table 4: Performance comparison of baseline mod-
els on the QFMTS validation set. They are either
prompted with few-shot demonstrations or fine-tuned
on the QFMTS training set. SB, RL, and BSc denote
SacreBLEU, ROUGE-L, and BERTScore, respectively.

common subsequences) and BERTScore. We use 522

deberta-xlarge-mnli (He et al., 2021) as 523

the backbone for BERTScore. 524

7 Results and Analysis 525

We explore RQ3 by comparing the model 526

performance on our dataset. We show the 527

results in Table 4. We find that the fine-tuned 528

models achieve better results compared to all 529

instruction-tuned GPT-3.5 variants. How- 530

ever, GPT-4 exhibits competitive performance 531

as BART-Large-TS. Among all models, 532

MultiTabQA-TS achieves the highest perfor- 533

mance. Note that MultiTabQA-TS has been 534

fine-tuned on our dataset using the bart-base 535

structure. Even though the BART-Large-TS is 536

larger, MultiTabQA-TS exhibits better multi- 537

table reasoning and summarization performance. 538

We also observe that multi-stage prompted 539

GPT-3.5 outperforms one-stage one by a large 540

margin. Note that multi-stage prompting breaks 541

down the task into two independent sub-tasks: 542

(i) multi-table QA, and (ii) summarization. The re- 543

sults indicate that end-to-end query-focused multi- 544

table summarization is much more challenging than 545

multi-table QA. As the LLM focuses on only the 546

multi-table reasoning sub-task in the first stage, it 547

generates a correct answer more frequently. The 548

follow-up sub-task of summarization is simpler and 549

leads to better summaries compared to one-stage 550

prompting. 551

To answer RQ4, we show the performance com- 552

parison between samples with single-table inputs 553
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Model
#Input Tables

1 (Single-table) 2+ (Multi-table)

R-L BSc R-L BSc
GPT-3.5 68.57 70.82 63.63 64.95
GPT-4 69.48 73.05 68.30 70.85
MultiTab
QA-TS

74.64 74.95 69.30 69.47

Table 5: Results of GPT-3.5 and GPT-4 with 3-shot
multi-stage prompting, and MultiTabQA-TS regard-
ing the number of input tables. R-L and BSc denote,
ROUGE-L and BERTScore, respectively.

and multi-table inputs in Table 5. We observe that554

multiple input tables lead to a drop in all scores555

for all models. The drop is most significant for the556

smaller sized MultiTabQA-TS, and least for the557

largest sized GPT-4. Although reasoning across558

multiple tables is more challenging than single ta-559

bles, model capacity diminishes this gap. However,560

instruction-tuned LLMs do not necessitate better561

table reasoning than the best-performing models562

fine-tuned on our dataset.563

Qualitative Analysis To provide deeper insights564

into the efficacy and challenges of our task, we565

conduct a manual analysis of the summaries gener-566

ated by MultiTabQA-TS on the QFMTS val-567

idation set, including success and failure cases.568

We observe that MultiTabQA-TS successfully569

performs arithmetic and multi-table operations in570

some cases. A success case illustrates this. For571

the question “Which employee received the most572

awards in evaluations? Give me the employee573

name.” over 2 input tables:574

Employee
ID Name Age

1 George
Chuter 23

2 Lee
Mears 29

... ... ...

Evaluation

ID Year
_awarded Bonus

1 2011 3000
2 2015 3200
1 2016 2900
... ... ...

575

With the reference summary “The employee who576

received the most awards in evaluations is George577

Chuter.”, MultiTabQA-TS reasons over the 2578

tables, perform the complex table operations, such579

as count and join. Particularly, the model finds580

two records of awards of George Chuter in the table581

Evaluation and aggregates the total number of582

awards. After joining the two tables, the model583

accurately identifies George Chuter as the person584

with the most awards, generating “The employee585

who received the most awards in evaluations is586

George Chuter.”. 587

A failure case of MultiTabQA-TS also illus- 588

trates the challenges of multiple-table scenarios. 589

For the question “What are the names of all Eu- 590

ropean countries with at least 3 manufacturers?” 591

over 3 input tables: 592

Continents
Cont

Id Continent

1 America
2 Europe
3 Asia
4 Africa
5 Australia

Countries
Country

Id
Country
Name

Cont-
inent

2 Germany 2
3 France 2
1 USA 1
8 Korea 3
... ... ...

593

Car Makers
Id Maker Full Name Country
2 Volkswagen Volkswagen 2
3 bmw BMW 2
... ... ... ...
7 citroen Citroen 3
... ... ... ...
14 opel Opel 2
15 peugeaut Peugeaut 3
16 renault Renault 3
... ... ... ...
22 kia Kia Motors 8

594

With the reference summary “There are 2 European 595

countries with at least 3 manufacturers. The names 596

of these countries are France and Germany.”, the 597

model mistakenly generates "There are 2 European 598

countries with at least 3 manufacturers. The names 599

of these countries are France and Korea.". Even 600

though this generated summary exhibits a high de- 601

gree of fluency, it is only partially faithful and com- 602

plete due to the incorrect inclusion of Korea, a 603

country not located in Europe. 604

8 Conclusion 605

We present QFMTS, query-focused multi-table 606

summarization that enables models to perform com- 607

plex arithmetic and multi-table reasoning. We 608

create the QFMTS dataset, comprising of 6, 404 609

query-summary pairs, each accompanied by multi- 610

ple input tables. We utilize LLMs for dataset gen- 611

eration by designing a simple task of transforming 612

answer tables to summaries, which leads to high- 613

quality summaries. We benchmark our dataset with 614

both open-source models and closed-source LLMs. 615

Experimental results show that smaller open-source 616

models fine-tuned on QFMTS outperform LLMs 617

by a large margin. We also highlight the greater 618

complexity of multi-table scenarios compared to 619

single-table scenarios. This suggests that there is 620

large room for improvement in complex multi-table 621

reasoning, and more research efforts are needed. 622
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9 Limitations623

The summaries on our QFMTS were automati-624

cally generated by GPT-3.5, despite being scalable625

and cost-effective, which may limit the diversity626

of the summaries regarding vocabulary or sentence627

structure compared to expert annotators. For few-628

shot prompting baselines, we used fixed few-shot629

demonstrations, which are easy to implement yet630

sub-optimal. Advanced demonstration selection631

methods, such as retrieval-augmented methods (Liu632

et al., 2022b; Rubin et al., 2022), have the potential633

to enhance generation capabilities. Furthermore,634

these baselines do not explore re-verifying the cor-635

rectness of the answers before summary generation.636

Such a verification mechanism may boost the faith-637

fulness of the summaries and can be explored in638

the future.639

10 Ethical Considerations640

The source questions and tables in QFMTS are641

derived from a multi-table QA dataset (Pal et al.,642

2023), which is openly access under the MIT li-643

cense. It facilitates its usage for research purposes.644

The baseline models used in this paper include645

closed LLMs accessible via the commercial Ope-646

nAI API 5 and publicly available open-source mod-647

els. In particular, we leverage Copilot primarily to648

assist with data processing code. We use ChatGPT649

to mainly correct grammatical errors and ensure650

the paper does not contain any of the generated text651

directly from ChatGPT.652
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A Prompts898

Complete prompts used in the paper are shown899

below.900
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Appendix A.1: Complete prompt for summary generation

Instruction: You will be provided with a question and its tabular answer. Your task is to write a concise, fluent, and accurate
summary for the given table. The table consists of m rows and n columns, following this format:
col: <column header 1> | <column header 2> | ... | <column header n> row 1: <value 1,1> | <value 1,2> | ... | <value 1,n> row
2: <value 2,1> | <value 2,2> | ... | <value 2,n> ... row m: <value m,1> | <value m,2> | ... | <value m,n>.
The summary should comprise two sections: 1) The initial segment first mentions the total number of data if there are 2 or
more rows in the table. Then, it should rephrase the question as a declarative statement while retaining all relevant keywords.
2) The subsequent segment must include all the information, including numerical data and entities, from the table. Describe
the table row by row without explaining the column headers. The summary should be a conventional text paragraph without
any list, containing a minimum of 5 words while not exceeding 300 words in length.
You can refer to the demonstrations below. Each demonstration consists of a question, its tabular answer, and a human-written
summary.

Demonstrations:
Question: What is the total number of singers?
Table: col: count(*) row 1 : 6
Summary: The total number of singers is 6.

Question: What is the abbreviation of the airline that has the fewest flights and what country is it in?
Table: col : Abbreviation | Country row 1 : AirTran | USA
Summary: The abbreviation of the airline that has the fewest flights is AirTran, and its country of location is the USA.

Question: List the maximum weight and type for each type of pet.
Table: col: max(weight) | PetType row 1 : 12.0 | cat row 2 : 13.4 | dog
Summary: There are 2 types of pets, which are the cat and the dog. The maximum weight of the cat is 12.0 and the maximum
weight of the dog is 13.4.

Question: What are the different first names and ages of the students who do have pets?
Table: col : Fname | Age row 1 : Linda | 18 row 2 : Tracy | 19
Summary: There are 2 different students who do have pets. The first names and ages of the students are Linda with 18 years
old and Tracy with 19 years old.
. . . . . .

Now follow the instructions and the demonstrated style above to write a concise, fluent, and accurate summary
for the question and its tabular answer provided below:

Question: input question here
Table: answer table here
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Appendix A.2: Complete single-stage prompt

Instruction: You will be given a question along with one or more tables to complete two tasks step by step. Each table
contains a name and content with multiple rows and columns, formatted as follows:
col: <column header 1> | <column header 2> | ... | <column header n> row 1: <value 1,1> | <value 1,2> | ... | <value 1,n> row
2: <value 2,1> | <value 2,2> | ... | <value 2,n> ... row m: <value m,1> | <value m,2> | ... | <value m,n>.

Task 1: Answering the Question from the Tables.
Your first task is to answer the question using only the information from the tables, such as numerical data and entities. This
may involve performing arithmetic calculations and combining data from multiple tables if necessary. Please begin your
response with "Answers:" and enumerate all discovered answers one by one, separating them with commas ",". Let’s think
step by step.

Task 2: Writing a Summary for the Answers.
Your second task is to write a concise, fluent, and accurate summary based on the answers generated in the first task. This
summary should begin with the word "Summary:" and follow the guidelines as follows: 1) Introduction: Begin by using
a numeral to indicate the total number of answers if there are two or more; Then, rephrase the question as a declarative
statement while retaining all relevant keywords. 2) Body: Present all discovered answers one by one. The summary should
be a standard paragraph format without using lists, containing a minimum of 5 words but not exceeding 300 words in length.
You can refer to the demonstrations below. Each demonstration consists of a question, tables, and human-written answers,
and a summary.

Demonstrations:
Question: Show the name for regions not affected.
Table 1: Name: region; Content: col : Region_id | Region_code | Region_name row 1 : 1 | AF | Afghanistan row 2 : 2 | AL |
Albania row 3 : 3 | DZ | Algeria row 4 : 4 | DS | American Samoa row 5 : 5 | AD | Andorra row 6 : 6 | AO | Angola row 7 : 7 |
AI | Anguilla row 8 : 8 | AQ | Antarctica row 9 : 9 | AG | Antigua and Barbuda row 10 : 10 | CY | Cyprus row 11 : 11 | CZ |
Czech Republic row 12 : 12 | DK | Denmark row 13 : 13 | DJ | Djibouti
Table 2: Name: Affected Region; Content: col : Region_id | Storm_ID | Number_city_affected row 1 : 1 | 1 | 10 row 2 : 2 | 1 |
15 row 3 : 3 | 3 | 30 row 4 : 1 | 4 | 22 row 5 : 12 | 5 | 37 row 6 : 2 | 5 | 12
Answers: American Samoa, Andorra, Angola, Anguilla, Antarctica, Antigua and Barbuda, Cyprus, Czech Republic, and
Djibouti are the names for regions not affected.
Summary: There are 9 regions that are not affected. These regions include American Samoa, Andorra, Angola, Anguilla,
Antarctica, Antigua and Barbuda, Cyprus, Czech Republic, and Djibouti.
. . . . . .

Now follow the instructions and the demonstrated style above to complete the two tasks step by step for the
question and tables provided below:

Question: input question here
Tables: input tables here
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Appendix A.3: Complete prompt for stage 1

Instruction: You will be given a question along with one or more tables to complete the task below. Each table contains a
name and content with multiple rows and columns, formatted as follows:
col: <column header 1> | <column header 2> | ... | <column header n> row 1: <value 1,1> | <value 1,2> | ... | <value 1,n> row
2: <value 2,1> | <value 2,2> | ... | <value 2,n> ... row m: <value m,1> | <value m,2> | ... | <value m,n>.

Task: Answering the Question from the Tables.
Your task is to answer the question using only the information from the tables, such as numerical data and entities. This may
involve performing arithmetic calculations and combining data from multiple tables if necessary. Please begin your response
with ’Answers:’ and enumerate all discovered answers one by one, separating them with commas ’,’. Let’s think step by step.

Demonstrations:
Question: Show the name for regions not affected.
Table 1: Name: region; Content: col : Region_id | Region_code | Region_name row 1 : 1 | AF | Afghanistan row 2 : 2 | AL |
Albania row 3 : 3 | DZ | Algeria row 4 : 4 | DS | American Samoa row 5 : 5 | AD | Andorra row 6 : 6 | AO | Angola row 7 : 7 |
AI | Anguilla row 8 : 8 | AQ | Antarctica row 9 : 9 | AG | Antigua and Barbuda row 10 : 10 | CY | Cyprus row 11 : 11 | CZ |
Czech Republic row 12 : 12 | DK | Denmark row 13 : 13 | DJ | Djibouti
Table 2: Name: Affected Region; Content: col : Region_id | Storm_ID | Number_city_affected row 1 : 1 | 1 | 10 row 2 : 2 | 1 |
15 row 3 : 3 | 3 | 30 row 4 : 1 | 4 | 22 row 5 : 12 | 5 | 37 row 6 : 2 | 5 | 12
Answers: American Samoa, Andorra, Angola, Anguilla, Antarctica, Antigua and Barbuda, Cyprus, Czech Republic, and
Djibouti are the names for regions not affected.
. . . . . .

Now follow the instructions and the demonstrated style above to complete the task step by step for the question
and tables provided below:

Question: input question here
Tables: input tables here

Appendix A.4: Complete prompt for stage 2

Instruction: You will be given a question along with its one or more answers to complete the task below.
Task: Writing a Summary for the Answers.
Your task is to write a concise, fluent, and accurate summary based on the answers generated in the first task. This summary
should begin with the word "Summary:" and follow the guidelines as follows: 1) Introduction: Begin by using a numeral to
indicate the total number of answers if there are two or more; Then, rephrase the question as a declarative statement while
retaining all relevant keywords. 2) Body: Present all discovered answers one by one. The summary should be a standard
paragraph format without using lists, containing a minimum of 5 words but not exceeding 300 words in length.
You can refer to the demonstrations below. Each demonstration consists of a question, tables, and human-written answers,
and a summary.

Demonstrations:
Question: Show the name for regions not affected.
Answers: American Samoa, Andorra, Angola, Anguilla, Antarctica, Antigua and Barbuda, Cyprus, Czech Republic, and
Djibouti are the names for regions not affected.
Summary: There are 9 regions that are not affected. These regions include American Samoa, Andorra, Angola, Anguilla,
Antarctica, Antigua and Barbuda, Cyprus, Czech Republic, and Djibouti.
. . . . . .

Now follow the instructions and the demonstrated style above to complete the task step by step for the question
and answers provided below:

Question: input question here
Answers: generated answers here
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