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Abstract001

Real-world decision-making often involves002
complex deliberation among diverse stakehold-003
ers with conflicting values. However, existing004
LLM-based multi-agent frameworks struggle005
with two key challenges: (1) they lack real-006
world grounding, relying on synthetic tasks007
that fail to capture the complexity of real-world008
decision making, and (2) they are difficult to009
supervise effectively, since desirable behaviors010
like principled compromise, quality discussion,011
and open-mindedness are abstract and hard to012
quantify. We address both challenges with013
CCAGENT, a framework for training delibera-014
tive agents using contrastive supervision over015
natural language rationales and counterfactu-016
als. First, we introduce two decision-making017
datasets grounded in real-world sources: city018
planning stakeholder interviews and U.S. Sena-019
tor interviews and voting patterns. Second, we020
propose nine training objectives that reinforces021
socially aligned behaviors—such as consensus,022
compromise, and low dogmatism—without re-023
quiring scalar rewards or human preference024
labels. We also propose eight strategies for025
efficient multi-agent debate. Lastly, we intro-026
duce CCAGENT, a few-shot lightweight, auto-027
matic Direct Preference Optimization (DPO)028
method for efficient multi-agent debate. CCA-029
GENT outperforms baselines achieving faster030
consensus with high quality discussions be-031
tween agents. Our results demonstrate that032
DPO enables principled deliberation even in033
complex, disagreement-rich domains.034

1 Introduction035

Multi-agent large language model (LLM) systems036

have shown strong capabilities in reasoning, plan-037

ning, and decision-making (Du et al., 2024; Liang038

et al., 2024b). Yet, most prior work remains con-039

fined to benchmark datasets or game-like environ-040

ments (He et al., 2023; Du et al., 2023; Lin et al.,041

2023). These environments lack the complexity of042

real-world decision-making. In practice, domains043

like city planning or climate policy involve diverse 044

stakeholders, conflicting values, partial informa- 045

tion, and resource trade-offs, making consensus 046

both necessary and difficult (Ni et al., 2024; Innes 047

and Booher, 2000; Lindblom, 1959). 048

We argue that modeling such real-world delib- 049

eration is not only crucial for high-stakes applica- 050

tions, but also a stepping stone toward artificial 051

general intelligence. Reaching consensus in open- 052

ended, multi-agent environments requires adaptive 053

reasoning, value alignment, and socially intelligent 054

behavior, all core challenges in building general- 055

purpose AI. This, in turn, also helps real-world 056

decision-making with AI assistance. 057

While recent work explores multi-agent deliber- 058

ation through voting (He et al., 2023), reflection 059

(Li et al., 2024), or argumentation-style dialogue 060

(Ruggeri et al., 2023; Du et al., 2023), most efforts 061

optimize for outcome-level metrics like accuracy 062

or faster convergence. These overlook process- 063

level qualities: whether agents reason construc- 064

tively, persuade others, and have a healthy discus- 065

sion, or simply echo the majority. Single-agent 066

self-debates (Yao et al., 2023; Creswell et al., 2022) 067

lack diverse perspectives, while adversarial setups 068

(Rescala et al., 2024; Zhu et al., 2023) focus nar- 069

rowly on correctness. As a result, failure modes 070

such as sycophancy (obsequious behavior of agents 071

(Sharma et al., 2025), dogmatism, or shallow agree- 072

ment remain underexplored. 073

To tackle both of these limitations, the lack of 074

real-world deliberation datasets and the absence 075

of process-level evaluation in existing frameworks, 076

we introduce a new framework to evaluate and train 077

multi-agent LLMs that deliberate more effectively 078

in complex, high-stakes settings. Our contributions 079

include the following: 080

• Datasets. We release two real-world multi-agent 081

decision-making datasets: one from interviews 082

with city planners, and another derived from U.S. 083
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Senate voting records.084

• Reusable Strategies. We develop debate strate-085

gies (moderation, nudging, alliances, etc.) that086

generalize across domains and improve conver-087

gence and reasoning quality.088

• Deliberation Metrics. We propose novel089

process-level metrics (sycophancy, dogmatism,090

vote switching, and semantic convergence, etc.)091

to capture debate quality beyond final outcomes.092

• CCAGENT Method. We introduce CCAGENT,093

a few-shot reinforcement-based Direct Prefer-094

ence Optimization (DPO) approach that trains095

agents to improve on deliberative behavior.096

To our knowledge, this is the first work to intro-097

duce metrics for the quality of multi-agent LLM098

debate for real-world consensus. This is also the099

first work to introduce a lightweight, automatic100

few-shot DPO method for effective and efficient101

multi-agent LLM debates. Results show that agents102

trained with this framework reach consensus faster,103

switch votes more meaningfully, and reduce un-104

desirable behaviors like blind conformity accross105

multiple types and numbers of agents and datasets.106

2 Related Work107

Multi-Agent LLM Simulations Recent work108

has explored multi-agent simulations for reasoning109

and coordination. Broadly, this research falls into110

three directions: (1) structured workflow agents for111

tasks like software engineering and SOP writing112

(Hong et al., 2024; Xu et al., 2024), (2) strategic113

reasoning using game-theoretic setups like nego-114

tiation or Nash equilibria (Mao et al., 2025; Hua115

et al., 2024), and (3) social simulations in narra-116

tive or gameplay environments such as Werewolf117

or Avalon (Lin et al., 2023; Du et al., 2023; Zhang118

et al., 2024; Park et al., 2023b). Other work has ex-119

tended multi-agent simulation to domains like psy-120

chology (Arzani et al., 2022), finance (Qian et al.,121

2024), and policy-making (Wang et al., 2024).122

However, these systems often lack the complex-123

ities of real-world deliberation, including partial124

information, conflicting stakeholder values, and125

societal trade-offs. Our work addresses this gap126

by introducing natural constraints (e.g., limited re-127

sources and diverse agent perspectives) and focus-128

ing on structured debate settings, a common mode129

of public reasoning in domains like politics and130

urban planning.131

Consensus and Compromise in LLMs Consen- 132

sus has been used as a proxy for correctness in 133

many multi-agent frameworks (Lee et al., 2024; 134

Wu et al., 2023), but it is often unsuitable in real- 135

world domains where value disagreements persist. 136

Arrow’s impossibility theorem shows that no voting 137

system can perfectly reconcile all fairness criteria 138

(MASKIN et al., 2014). Consequently, researchers 139

have explored majority voting (Yin et al., 2024) and 140

negotiation-based approaches (Liang et al., 2024a; 141

Chiang et al., 2023) to foster agreement. 142

We extend this line of work by modeling compro- 143

mise in realistic decision settings and introducing 144

it as a first-class metric of deliberation success, es- 145

pecially when consensus cannot be easily achieved. 146

Furthermore, these works focus on fast consensus 147

and accurate consensus as a sole metric- without 148

taking into consideration the quality of the debate. 149

We analyze the quality of the underlying discussion 150

with our nine metrics. 151

Reinforcement Learning for Deliberative Be- 152

havior Reinforcement learning has been used 153

to align LLM outputs with desirable behaviors, 154

either via reward models (DeepSeek-AI et al., 155

2025) or safety constraints (Lindström et al., 2024; 156

Zhan et al., 2025). Recent advances in in-context 157

learning from feedback (e.g., verbal reinforcement 158

(Liang et al., 2022; Scheurer et al., 2023)) and 159

Direct Preference Optimization (DPO) (Rafailov 160

et al., 2024) show promise in shaping LLM behav- 161

ior without full fine-tuning. 162

We adapt Direct Preference Optimization (DPO) 163

for few-shot reinforcement learning, enabling 164

lightweight, automatic training without full model 165

fine-tuning. Instead of relying solely on labeled 166

examples or scalar rewards, we automatically gen- 167

erate rationales and counterfactuals as rich supervi- 168

sion signals. These guide agents not just on what to 169

prefer, but why — encouraging behaviors like com- 170

promise while discouraging sycophancy and dog- 171

matism. This enables the development of socially 172

aligned agents that learn to deliberate effectively in 173

real-world, multi-agent settings. 174

Appendix B and Table 7 shows detailed Related 175

Works comparison to other works. 176

3 Dataset Creation 177

This section describes the construction of two 178

datasets designed for evaluating real-world multi- 179

agent decision-making: one focused on urban plan- 180

ning in Miami and the other on U.S. Senate-level 181
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political debates. Additional details about this can182

be found in the Appendix D and Appendix F Algo-183

rithm 2.184

City Planning We construct a city planning185

dataset based on 51 interview transcripts with stake-186

holders from the City of Miami, categorized into187

four groups: NGO, Private, Public, and Academic188

(Pathak et al., 2020). This interview data was189

obtained in accordance with appropriate sharing190

agreements. Data availability statement can be191

found in Appendix O. To adapt this data to our192

debate task, we manually extract question-answer193

pairs, use LLMs to correct transcription errors, and194

categorize each interview by issue area. Using195

these themes, we generate 25 Likert-style debate196

prompts with five response options, and identify197

ground-truth agent responses and public prefer-198

ences for each statement.199

Politics We build a political agent dataset using200

U.S. Senator quotes and stances from the OnTheIs-201

sues website. We focus on twelve key policy issues202

and structure the dataset in two parts: one for rank-203

ing issue priorities, and one for multiple-choice204

question answering. For the latter, we adapt VoteM-205

atch quiz items, linking each to supporting quotes206

and position summaries as ground truth responses.207

Dataset Statistics Demographic statistics of in-208

terviewees are shown in Appendix A in Tables 4209

and 6, with dataset-wide statistics in Table 8.210

Test Question Generation For both datasets,211

test-time questions were selected to maximize dis-212

agreement potential. In City Planning, we used213

GPT-4-turbo to generate candidate questions and214

manually selected 50 that triggered substantive215

divergence. For Politics, we selected 20 VoteM-216

atch questions and added five more generated via217

disagreement-focused prompting. Public opinion218

data from Brenan (2024) was used to analyze ma-219

jority preferences for ground truth for politics, and220

from Wikipedia contributors (2025) was used to221

estimate majority preferences for city planning in222

Miami.223

4 Methodology224

4.1 Agent Setup225

We adopt a few-shot learning setup, following Park226

et al. (2023b). Unlike their approach, which uses227

full interview transcripts, we only included five228

Debate M oderator Peer-Pressure All iance

Sentim ental Credible Nudging Com prom ise

Baseline open 
discussion

Neutral agent- clarifies 
misunderstanding, 
summarizes, etc

Interact with agents 
of the opposite view 
before large group 

Interact with agents 
of the same view 

before large group

+1 Emotional 
argument agent

+1 Credible 
Argument Agent 

Agent with ground 
truth nudges others 

to it

Consensus is 
mandatory- 

compromise is a must

Figure 1: Multi-agent Debate Strategies

question–answer pairs per agent. To evaluate 229

agents in this setup, we ran two tests: 230

Multiple-choice generalization For each agent, 231

we generated ten questions that could be answered 232

directly from the few-shot examples, and ten that 233

required extrapolation to related but unseen topics. 234

Accuracy was measured on both sets. 235

Semantic similarity to human responses On 236

held-out open-ended questions, we compared agent 237

and human answers using ROUGE (Lin, 2004), 238

cosine similarity (Manning et al., 2008), and 239

BERTScore (Zhang et al., 2020). ROUGE was 240

lower, but both cosine and BERTScore were high, 241

showing that agents captured the intended meaning 242

even when phrasing differed. The results for the 243

sanity test are shown in Table 1. 244

We experimented with both fine-tuning and few- 245

shot learning to create stakeholder agents, before 246

settling on few shot training our agents. Detailed 247

experimental setup for this and results are shown 248

in Appendix L and Table 12. 249

4.2 Multi-Agent Debating Strategies 250

One of our core contributions is proposing strate- 251

gies that make multi-agent debate more effective 252

and efficient. We run a series of experiments to 253

evaluate how different interaction setups influence 254

consensus-building among agents. These strate- 255

gies proposed are: simple debate between agents 256

with 3 different prompts (debate, discuss, and reach 257

consensus), debate with moderator, debate with 258

nudging agent, debate with credible agent, debate 259

with sentimental agent, alliance before larger de- 260

bate, peer pressure before larger debate, and manda- 261

tory consensus with compromise/conditional accep- 262
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Agent Cosine Sim. ROUGE-1 ROUGE-2 ROUGE-L BERTScore F1 MCQ Acc.
City Planning Dataset

academic 0.60 0.22 0.02 0.11 0.80 0.95
public 0.67 0.18 0.03 0.11 0.85 1
private 0.65 0.12 0.02 0.09 0.85 1
ngo 0.59 0.18 0.02 0.10 0.83 1

Politics Dataset

tim_scott 0.69 0.36 0.06 0.18 0.86 1
bill_cassidy 0.84 0.40 0.17 0.29 0.91 1
tammy_baldwin 0.78 0.32 0.11 0.21 0.89 0.90
bernie_sanders 0.76 0.30 0.13 0.20 0.88 1
kyrsten_sinema 0.63 0.22 0.03 0.13 0.86 1

Table 1: Agent Sanity Check: Text similarity and quality metrics across agents on city planning and politics datasets.

Strategy
Consensus

Round
(↓)

Majority
Round

(↓)

Vote
Switches

(↓)

Agreement
%
(↑)

Compromise
%
(↑)

Avg Cosine
Sim
(↑)

Dogmatic
%
(↓)

Sycophancy
%
(↓)

GT
Match

(↑)

City Planning Dataset

Alliance 3.48 2.12 1.32 82.00 2.25 0.90 13.00 2.08 0.44
Compromise 3.20 2.32 2.16 88.00 9.00 0.88 5.00 6.33 0.52
Credible Agent 3.72 2.32 1.60 81.00 8.00 0.89 18.00 6.17 0.48
Debate 3.49 2.07 1.09 81.16 4.37 0.90 17.46 2.75 0.41
Debate-Consensus 3.44 2.07 1.08 81.51 4.28 0.90 17.46 2.75 0.42
Debate-Discuss 3.38 2.07 1.04 81.85 4.20 0.90 17.46 2.75 0.44
Moderator 3.52 2.24 1.76 83.00 6.00 0.88 14.00 3.60 0.56
Nudger 3.20 1.96 1.56 86.00 6.00 0.89 13.00 4.90 0.44
Opposites 3.36 2.40 1.20 86.00 4.50 0.91 11.00 2.58 0.48
Sentimental 4.16 2.52 1.96 73.00 7.75 0.88 23.00 4.90 0.52

Politics Dataset

Alliance 4.83 3.12 1.64 64.00 3.00 0.85 57.60 1.28 0.46
Debate - consensus 5.00 2.86 1.33 60.71 1.90 0.84 69.52 0.76 0.42
Debate 5.00 2.90 0.71 61.90 0.24 0.86 75.24 0.38 0.52
Debate- discuss 5.00 2.90 2.05 58.33 3.57 0.84 61.90 1.90 0.46
Moderator 3.05 2.10 5.38 92.3 22.86 0.75 4.76 4.14 0.59
Nudger 5.00 2.95 3.24 58.33 3.57 0.85 60.95 1.52 0.42
Opposites 4.81 3.65 2.10 59.52 3.81 0.84 60.00 1.33 0.47
Consensus 4.04 2.48 3.44 89.00 13.40 0.84 20.00 5.45 0.41
Sentimental 5.00 2.71 2.29 59.52 3.81 0.86 59.05 1.90 0.38
Credible 4.89 2.67 2.26 62.00 3.60 0.88 21.00 1.93 0.38

Table 2: Comparison of multi-agent strategies on consensus dynamics, agreement quality, and behavioral alignment
across City Planning and Politics datasets. Arrows in headers indicate whether higher (↑) or lower (↓) is better.
Bolded values represent the best performance for each metric in that dataset.

tances. Each of these are described in Figure 1 and263

in detail in Appendix C Table 8.264

These experiments are inspired by Cialdini and265

Goldstein (2004) who describe various social phe-266

nomenon in the context of human debate. The267

goal of this setup is to simulate deliberation and268

observe which strategies encourage alignment and269

healthy discussion. We use the dataset created in270

Section 3 to simulate agent discussion under the271

eight constraints as shown in Figure 1. Initially, all272

agents present their opinions, which is shared with273

other agents along with explanations in subsequent274

rounds. The debate ends when either consensus is275

reached or 5 rounds have elapsed.276

Another core contribution of our paper is a series277

of metrics to evaluate agent debate. We evaluate278

each debate using a set of outcome, behavior, and279

explanation-based metrics as shown in Appendix K 280

Table 11. These metrics are: number of rounds to 281

reach consensus, number of rounds to reach major- 282

ity vote, vote switches, agreement %, compromise 283

%, average cosine similarity between first rond re- 284

sponse and last round response, sycophancy %, 285

dogmatism %, and Ground Truth match.These are 286

inspired by group-phenomenon observed in several 287

NLP and human psychology papers (Sharma et al., 288

2025; Fast and Horvitz, 2016; Spang, 2023; Nitzan, 289

2010). These metrics together capture how agents 290

respond to peer influence, whether they converge 291

meaningfully, and how aligned their final stance is 292

with external standards. 293
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4.3 Findings of the Preliminary Study294

Table 2 demonstrates two core findings: (1) strate-295

gies based on compromise, moderation and nudg-296

ing achieved the strongest overall performance297

across multiple metrics. (2) We see that GT match,298

cosine similarity are similar accross the board (for299

good and bad debates) and hence might not be the300

best metrics for judging what makes a debate good.301

Hence, we consider a good debate to have the fol-302

lowing characteristics: (i) fewer rounds (for con-303

sensus and majority), (ii) lower rates of sycophancy304

and dogmatism, and (iii) high compromise percent-305

age. (3) There is no single method that significantly306

outperformed others in either datasets. In fact, mul-307

tiple methods had their benefits- for example, for308

city planning, compromise had a good number of309

rounds for consensus, while standard debating had310

a good majority round, while discussing with oppo-311

site agents had a good principle consistency (avg.312

cosine similarity of R1 and last round). This moti-313

vates our reinforcement learning algorithm where314

we reinforce certain characteristics through exam-315

ples, as opposed to saying one method of prompt-316

ing is better than others. Additional findings from317

these experiments are discussed in Section 6 and318

Appendix E.319

4.4 CCAGENT320

We propose CCAGENT, a lightweight and fully au-321

tomatic method for improving the quality of multi-322

agent debates (Figure 2, Appendix F Algorithm 1).323

Inspired by Direct Preference Optimization (DPO)324

(Rafailov et al., 2024), CCAGENT adapts the core325

idea to multi-agent interactions without relying on326

human-labeled preferences. Instead, it leverages327

behavioral metrics and model-generated rationales328

to supervise agent behavior directly from past de-329

bates.330

Agent-Level Debate Data Extraction We be-331

gin by collecting agent-level data from prior ex-332

periments described in Section 4.2. Unlike many333

existing pipelines that operate at the round level,334

we extract features for each individual agent, since335

our goal is to optimize agent-specific behavior. For336

every agent in a debate, we record: (1) their voting337

history accross rounds with explanation, (2) num-338

ber of vote changes, (3) percentage of sycoophantic339

and dogmatic instances.340

In addition to structured features, we gener-341

ate templated natural language summaries (e.g.,342

“Agent initially disagreed but shifted after discus-343

sion”) to provide richer context and improve gen- 344

eralization during training. 345

Constrastive Examples Extraction To construct 346

contrastive training examples, we rank all agents 347

using four behavioral metrics: compromise, syco- 348

phancy, dogmatism, and the number of rounds to 349

reach consensus or majority. This is the only step 350

that requires manual predefined preferences, simi- 351

lar to reward shaping in reinforcement learning. 352

Based on this ranking, we automatically identify 353

the eight best and eight worst-performing agents. 354

Agents that reach consensus more quickly and ex- 355

hibit higher compromise are prioritized, with syco- 356

phancy and dogmatism used to break ties. These 357

pairs serve as positive and negative training exam- 358

ples, representing desirable and undesirable debate 359

trajectories. 360

This is the standard Direct Preference Optimiza- 361

tion (DPO) objective, which optimizes a model 362

to prefer a chosen response y+ over a rejected re- 363

sponse y− for a given input x: 364

LDPO = − log
exp(βfθ(x, y

+))

exp(βfθ(x, y+)) + exp(βfθ(x, y−))
(1) 365

Here, fθ denotes the model’s log-likelihood scoring 366

function, and β is a temperature hyperparameter 367

controlling the contrast sharpness. 368

Rationale and Counterfactual Generation 369

Since behavioral metrics alone may not provide 370

sufficient supervision—especially when best and 371

worst examples share similar statistics—we supple- 372

ment each contrastive pair with a rationale and a 373

counterfactual. 374

While prior work has shown that natural lan- 375

guage rationales can improve preference modeling 376

(Wang et al., 2023), we find that rationales alone are 377

often insufficient for supervising subtle differences 378

in agent behavior. In addition to a rationale—a 379

short explanation for why an agent’s behavior re- 380

sulted in a strong or weak debate outcome, we 381

introduce counterfactuals as an additional super- 382

vision signal. Counterfactuals describe what the 383

agent could’ve done differently to get the opposite 384

label. 385

Mathematically, we propose the CCAGENT ob- 386

jective, which augments the DPO loss with auxil- 387

iary terms that supervise agents via behavior-aware 388

rationales and counterfactuals: 389

LCCAGENT = LDPO + λ1 · Lrationale + λ2 · Lcf (2) 390
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Agent discussions

Final Verdicts

Agent Metrics

Anchor Negative

Positive
...

Debate Data Extraction Contrastive Examples Rationale/Counterfactual

Few Shot 
Direct 

Preference 
Optimization

Debate Strategies 
Results LEARNING

Anchor Negative

Positive
Counterfactuals

Why is this response 
[good/bad]

What would make this 
response [good/bad]

Rationales

Compromise, # rounds, 
dogmatism, sycophancy

Figure 2: CCAGENT Methodology: We start with Extraction of data from our experiments, where we get discussions,
verdicts, summary and metrics on a per-agent basis. Then we rank this using compromise, number of rounds,
sycophancy and dogmatism to get best and worst contrastive examples. Lastly, we generate counterfactuals and
rationales for these examples, and combine it into a few shot DPO prompt.

The term Lrationale penalizes deviations from model-391

generated explanations that justify effective debate392

behavior, while Lcf measures divergence from hy-393

pothetical improvements suggested in counterfac-394

tuals.395

We further define these components as:396

Lrationale = E(x,y) [BCE(predrationale, targetrationale)]

(3)
397

Lcf = E(x,y)

[
1− cos

(
y, cfsuggested

)]
(4)398

Here, BCE is the binary cross-entropy loss over399

rationale validity, and cos measures the semantic400

similarity between agent output and its counterfac-401

tual improvement suggestion.402

By incorporating these behavior-guided super-403

vision signals, CCAGENT learns to favor not just404

persuasive responses but those that promote com-405

promise, reduce sycophancy, and foster principled406

agreement.407

Few-shot Optimization via In-Context Learning408

The final few-shot prompt consists of a statement,409

debate summary,label, the rounds of discussion410

(from that agent’s perspective), rationale and coun-411

terfactual.412

Each agent is given these few-shot examples and413

asked to participate in a new debate. The goal is414

for the agent to implicitly learn the behaviors that415

lead to effective consensus—shifting when appro-416

priate, avoiding undesired behaviors, and reasoning417

toward resolution.418

We experimented with two alternative training419

setups: (1) reinforcement learning using standard420

reward functions, and (2) supervised learning using421

only numerical behavioral metrics without ratio- 422

nales, or counterfactuals. Results for all of these 423

can be found in Appendix M and Figure 11. 424

5 Experimental Setup 425

We evaluate CCAGENT agents on a held-out test 426

set of debate prompts not seen during few-shot 427

DPO training, using the same outcome and behav- 428

ioral metrics as Section 4.2. 429

For the Politics domain, we construct a high- 430

difficulty setup by sampling five agents from a 431

public dataset ranking U.S. senators (GovTrack.us, 432

2024) by ideology, selecting points at intervals (0.0, 433

0.2, 0.4, 0.6, 0.8) to ensure strong ideological di- 434

versity. These agents often disagree sharply on 435

divisive issues like abortion or taxation, making 436

consensus especially challenging. 437

In contrast, City Planning represents a medium- 438

difficulty case. We sample one agent each from the 439

academic, NGO, public, and private sectors. While 440

these agents share many core values, they differ in 441

priorities and justifications, requiring persuasion 442

through trade-offs rather than ideological conflict. 443

For baselines, we use Nudging and Compromise 444

for city planning and Moderation and Compromise 445

for politics as they perform the best in our initial 446

test (Table 2. Reconcile (He et al., 2023) is used 447

as a multi-agent baseline. Additional tests are per- 448

formed on other models to test generalization of 449

our model. We use the few-shot samples gener- 450

ated by GPT-4o and test Llama-70B and Claude 451

on those. Additional implementation details are in 452

Appendix G, Table 9, and Appendix J. 453
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6 Results454

Main Results Table 3 compares CCAGENT455

against baselines across nine metrics. CCAGENT456

consistently outperforms or matches alternatives.457

In City Planning, CCAGENT (temp 1) leads on six458

metrics, with the lowest consensus round (1.86),459

100% agreement, 0% dogmatism, and highest co-460

sine similarity (0.95)—showing fast, principled461

convergence.462

Similar trends hold in the Politics domain. No-463

tably, this performance is achieved despite the in-464

herently higher polarization, where agents are sam-465

pled from opposing ideological extremes and de-466

bates center around divisive topics such as abortion467

or taxation. CCAGENT (temp 1) still ranks highest468

on five metrics, including 96% agreement and 0.93469

cosine similarity, showing that conditional com-470

promises and goal-driven discussion help reach471

consensus even in adversarial settings.472

While nudging injects ground truth, CCAGENT473

builds on compromise and contrastive learning to474

enable natural, interpretable convergence. It re-475

duces sycophancy, vote switches, and rounds to476

consensus, improving performance across agent477

counts, types, and datasets. Appendix H shows478

examples of a good (Figure 9) and bad (Figure 10)479

debate. Additional Details on generalization of480

CCAGENT to other models can be found in Ap-481

pendix I and Table 10.482

Improved Early-Stage Deliberation and Re-483

duced Social Biases CCAGENT (temp 1)484

achieves 0% dogmatism and low sycophancy485

across both datasets (Fig. 3), showing that agents486

neither rigidly hold initial views nor blindly fol-487

low the majority. Instead, they adjust positions488

early—often from Round 1—leading to faster con-489

sensus and healthier deliberation. While we super-490

vise only a few metrics (e.g., compromise, syco-491

phancy, dogmatism), agents also display emer-492

gent behaviors like conditional agreements, middle-493

ground proposals, and respectful persuasion. These494

were not hard-coded in system or user instructions495

but arose from contrastive training examples and496

rationale supervision, demonstrating CCAGENT’s497

ability to model constructive debate dynamics.498

Faster and More Reliable Consensus Formation499

Our method enables faster convergence than exist-500

ing strategies. In both City Planning and Politics,501

CCAGENT (temp 1) achieves the lowest consen-502

sus rounds (1.86 and 2.34), outperforming Nudge503

Figure 3: Sycophancy and Dogmatism % for Our
method vs a baseline (nudging) which had the lowest.
Details and more results in Table 2.

Figure 4: Percentage of Agents that reach Consensus

and Compromise. As shown in Fig. 4, most CCA- 504

GENT debates reach consensus, while over 25% of 505

Nudging cases fail to do so within 5 rounds. 506

This reflects agents’ ability to recognize persua- 507

sion, anticipate counterarguments, and respond con- 508

structively—leading to faster alignment without 509

sacrificing diversity. Faster convergence also cuts 510

computational cost, making CCAGENT scalable 511

for real-world multi-agent deployments. 512

Summary of Debate Observations Compro- 513

mise, moderation, and nudging yield the strongest 514

results across metrics, with compromise offering 515

the most efficient and unbiased path to consensus. 516

It reduces rounds and vote switches while improv- 517

ing alignment without requiring external signals. 518

Political debates are more polarized and require 519

conditional agreement, while city planning debates 520

are more value-aligned and easier to resolve. Sen- 521

timental, alliance-based, and unstructured debates 522

perform poorly due to lack of persuasion or stagna- 523

tion. CCAGENT takes examples from compromise 524

and moderated debates where middle ground so- 525

lutions and conditional agreements are prioritized, 526

and hence performs well. See Appendix E and H 527

for full details and examples. 528
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Strategy
Consensus

Round
(↓)

Majority
Round

(↓)

Vote
Switches

(↓)

Agreement
%
(↑)

Compromise
%
(↑)

Avg Cosine
Sim
(↑)

Dogmatic
%
(↓)

Sycophancy
%
(↓)

GT
Match

(↑)

City Planning Dataset

Nudge 3.00 1.86 1.00 89.29 3.13 0.90 12.50 4.17 0.36
Nudge (temp 1) 3.05 2.00 1.00 90.30 4.10 0.93 10.10 4.16 0.35
Compromise 3.14 2.43 1.79 89.29 8.04 0.90 5.36 4.82 0.43
Compromise (temp 1) 3.29 2.57 2.93 83.93 9.82 0.89 7.14 5.71 0.50
ReConcile 3.42 3.19 2.26 83.1 4.68 0.78 10.9 8.17 0.41
CCAGENT 2.86 1.43 1.79 89.29 7.14 0.92 1.79 7.14 0.43
CCAGENT (temp 1) 1.86 1.86 0.86 100.00 3.57 0.95 0.00 4.91 0.43

Politics Dataset

Moderator 3.42 2.10 1.18 86.70 3.45 0.88 14.00 5.10 0.34
Moderator (temp 1) 3.56 2.26 1.22 87.50 4.25 0.91 12.20 5.15 0.33
Compromise 3.60 2.58 2.02 86.80 7.85 0.87 6.20 5.76 0.42
Compromise (temp 1) 3.52 2.55 2.06 86.90 7.00 0.85 5.40 5.74 0.33
ReConcile 4.76 3.12 2.26 82.9 3.14 0.85 8.90 6.13 0.38
CCAGENT 3.12 1.86 2.02 86.80 6.95 0.90 2.45 8.22 0.41
CCAGENT (temp 1) 2.34 2.34 1.12 96.00 4.00 0.93 0.00 5.91 0.41

Table 3: Final results for City Planning and Politics datasets. Bold values indicate best results, and italicized values
show second-best if achieved by CCAGENT. Arrows indicate whether higher (↑) or lower (↓) values are better.

7 Ablation Study529

Each component of CCAGENT improves results530

We conduct an ablation study to assess the contri-531

bution of each component of CCAGENT by sys-532

tematically removing elements from the few-shot533

prompt and evaluating the effect on performance534

(Appendix N Table 13). Removing strong exam-535

ples lowers compromise rates and weakens resolu-536

tion quality, indicating the value of clear demon-537

strations of effective behavior. Excluding weak538

examples results in increased dogmatism and pre-539

mature convergence, suggesting that contrastive540

failures help define boundaries of acceptable rea-541

soning. Omitting rationales reduces interpretabil-542

ity and correlates with higher sycophancy, likely543

due to the lack of structured explanation. The re-544

moval of counterfactuals leads to the largest per-545

formance drop, highlighting their importance in546

identifying and addressing weaknesses. Overall,547

the findings show that both positive and negative548

examples, paired with explanation and counterfac-549

tual reasoning, are critical for improving debate550

quality.551

Cross Dataset Training To evaluate generaliz-552

ability of CCAGENT, we conduct a cross-dataset553

ablation where agents are trained on City Plan-554

ning debates and tested on held-out Politics ques-555

tions (Figure 5. Despite the domain shift, CCA-556

GENT maintains strong performance on key met-557

rics like compromise, sycophancy, and agreement,558

indicating it does not overfit to domain-specific559

content. Instead, it learns transferable debate strate-560

gies—such as when to shift positions or engage561

Figure 5: Cross-dataset Training shows generalization
for our method

constructively—that apply across topics with min- 562

imal supervision. This shows that CCAGENT is 563

domain and dataset-agnostic. The performance is 564

still better when trained on similar data, but com- 565

pared to the baseline of a standard debate, we see 566

significant improvement with any dataset training 567

with CCAGENT. 568

8 Conclusion 569

We introduce CCAGENT, a lightweight, fully auto- 570

matic method for improving multi-agent delibera- 571

tion using contrastive learning and LLM-generated 572

feedback. Across domains, models, agents, CCA- 573

GENT trains agents to reach faster, more principled 574

consensus. We also introduce two new datasets, 575

eight debate strategies and nine metrics that can 576

help the field of real-world multi-agent debate over- 577

all. Future work includes extending CCAGENT to 578

open-ended tasks like multi-hop QA and negotia- 579

tion, and exploring reinforcement learning variants 580

that capture richer multi-agent dynamics. 581
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Limitations582

While CCAGENT introduces a novel framework583

for simulating real-world multi-agent deliberation,584

several substantive limitations remain. First, our585

agents operate under an idealized assumption of586

rational cooperation: they are incentivized to reach587

consensus and do not simulate conflicting incen-588

tives, misinformation, or malicious intent. This589

limits the applicability of our system to adversarial590

or high-stakes environments such as legal nego-591

tiations, geopolitical conflict, or lobbying, where592

agents may deliberately obstruct consensus.593

Second, although we evaluate on both city plan-594

ning and political datasets, our model’s generaliz-595

ability across domains and cultures remains uncer-596

tain. The behavioral patterns of agents are shaped597

by the few-shot demonstrations and rationales de-598

rived from English-language, U.S.-centric sources.599

These may not align with deliberative norms in600

other countries, communities, or governance mod-601

els. Future work should explore multilingual, cross-602

cultural deliberation datasets and consider agent603

fine-tuning with localized alignment objectives.604

Third, the supervision we provide—contrastive605

rationales and counterfactuals—is powerful but fun-606

damentally language-based. While this allows for607

more expressive feedback than scalar rewards, it608

may also amplify biases from the base model. For609

example, agents may converge on fluently worded610

but substantively weak arguments, or be misled by611

rhetorical similarity rather than principled agree-612

ment. Behavioral metrics like dogmatism and syco-613

phancy help quantify this, but remain imperfect614

proxies for deliberative quality.615

Fourth, our current training and evaluation setup616

is limited to relatively short deliberation windows.617

Real-world consensus often emerges over extended618

dialogue with evolving preferences, evidence ex-619

change, and temporal constraints. We do not yet620

model long-term agent memory, trust dynamics,621

or shifts in framing—core elements of real de-622

liberative processes. Extending CCAGENT to623

multi-session or longitudinal decision-making is624

a promising but non-trivial direction.625

Finally, our datasets reflect curated and relatively626

structured decision contexts. Even in our "harder"627

political domain, we abstract away from procedural628

constraints (e.g., voting timelines, committee dy-629

namics) and institutional asymmetries in power and630

representation. While this abstraction is necessary631

for tractable modeling, it underplays the complex-632

ity of real-world governance and the institutional 633

mechanisms that shape consensus. Bridging this 634

gap may require hybrid approaches that integrate 635

symbolic, procedural, or simulation-based reason- 636

ing with language-based agents. 637

Ethics Statement 638

This work involves simulating stakeholder delib- 639

eration using large language models, and we are 640

mindful of the ethical considerations in doing so. 641

All datasets used in this paper are derived from 642

publicly available sources (e.g., government tran- 643

scripts, published interviews, and policy records). 644

No private or sensitive data was used. Although our 645

agents are designed to reduce undesirable behav- 646

iors like sycophancy and dogmatism, LLMs can 647

still produce biased, misleading, or overconfident 648

outputs depending on the prompt context. We mit- 649

igate this issue by applying structured evaluation 650

metrics and promoting transparency through model- 651

generated rationales and counterfactuals. However, 652

these safeguards are not foolproof. 653

The system is not intended for deployment in 654

high-stakes contexts where decisions directly af- 655

fect people’s lives unless its recommendations re- 656

main under rigorous expert review and ultimate 657

human authority. Users should treat CCAGENT’s 658

responses as exploratory inputs—–never as a substi- 659

tute for qualified judgment—–and adopt additional 660

oversight and accountability measures whenever 661

the outputs could influence real-world policy or 662

individual well-being. 663
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A Dataset Statistics905

A.1 Politics Dataset906

We describe the demographic information for our907

politics dataset in Table 4.908

A.2 City Planning Dataset909

We describe the demographic information for our910

City Planning dataset in Figure 6.911

A.3 City Planning Issues Discussed912

We show the issues discussed by various city plan-913

ning stakeholders in 7. This comes from (Pathak914

et al., 2020).915

A.4 Dataset Statistics- Number of questions916

and words per question for both datasets917

We discuss the number of questions and words per918

question for both datasets in 8919

A.5 Politics Questions920

We show all the politics questions studied in the921

main study (and part of it taken in the test dataset)922

in 5. Ground truth researched from various sources923

is included.924

A.6 City Planning Questions with Ground925

truth926

We show all the city planning questions studied927

in the main study (and part of it taken in the test928

dataset) in 6. Ground truth researched from various929

sources is included.930

B Related Works Comparison931

We compare our work to other similar works in932

Table 7. We see that we are the only ones to study933

real-world datasets in detail, with new metrics and934

debate strategies. We also highlight the importance935

of compromise.936

C Details about Various Strategies937

Introduced938

This section describes the various debate strate-939

gies we introduced in detail. Table 8 describes the940

method and its description.941

D Dataset Construction Details942

City Planning Dataset943

We use the following process to convert raw inter-944

views into a structured, agentic decision-making945

dataset:946

• Segmentation: We manually divide each in- 947

terview into question-answer pairs, relying on 948

clear transitions in the transcripts. This is a 949

laborous task, however, no external human an- 950

notation is needed since the transcripts are ob- 951

vious about where a question starts and ends, 952

and we are simply augmenting this publicly 953

available data. 954

• Cleaning: Interviews transcribed via Sonix 955

often contain filler words and grammatical 956

errors. We use GPT-4 to automatically correct 957

grammar and clarify sentences. 958

• Issue Categorization: Each interview is as- 959

signed to one or more issue areas (e.g., hous- 960

ing, transportation) based on content, follow- 961

ing a predefined issue taxonomy (Table 7). 962

• Statement Generation: We generate 25 963

Likert-scale prompts using GPT-4, each 964

grounded in the themes of the original inter- 965

views. Each prompt has five answer options: 966

"Strongly agree", "Agree", "Neutral", "Dis- 967

agree", and "Strongly disagree". 968

• Ground Truth Collection: Using direct 969

quotes and summaries from the interviews, 970

we estimate how each stakeholder type would 971

respond to each prompt. Separately, we col- 972

lect public data on what the general public or 973

city currently prioritizes for each issue. 974

Politics Dataset 975

The political dataset is constructed as follows: 976

• Quote Extraction: For each senator, we ex- 977

tract quotes and stance summaries from the 978

OnTheIssues website and categorize them un- 979

der one of twelve issues: Foreign Policy, Im- 980

migration, Gun Control, Healthcare, Tech- 981

nology, Environment, Economy, Education, 982

Abortion, Principles & Values, Corporations, 983

and Civil Rights. 984

• Multiple-Choice Task: We adapt existing 985

VoteMatch quiz items, which present state- 986

ments with responses ranging from “Strongly 987

Support” to “Strongly Oppose.” Each sena- 988

tor’s stance is inferred from VoteMatch sum- 989

maries and supporting quotes. 990

• Ground Truth Linking: Each question is 991

linked to supporting evidence (quotes or sum- 992

maries) to form an interpretable, grounded 993
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Demographic parameter Republican Democrat Independent All Senators

Stakeholder group

Number of senators 53 45 2 100

Gender

Female 10 16 0 26

Age

35–44 1 2 0 3

45–54 7 10 0 17

55–64 22 18 1 41

65–74 18 12 1 31

75+ 5 3 0 8

Experience in Senate (years)

Less than 1 year 6 5 0 11

1–6 years 16 15 1 32

7–12 years 11 9 0 20

13–20 years 10 8 0 18

More than 20 years 10 8 1 19

Race

White 49 25 1 75

Black or African American 0 5 0 5

Hispanic or Latino 1 6 0 7

Asian 1 2 0 3

Native American 1 1 1 3

Multiracial / Other 1 6 0 7

Table 4: Demographic information of the U.S. Senators (119th Congress, 2025–2027)

dataset suitable for multi-agent debate and994

evaluation.995

E Debate Observations996

As shown in Table 2, strategies based on com-997

promise, moderation and nudging achieved the998

strongest overall performance across multiple met-999

rics. All three approaches led to higher agreement1000

rates and lower numbers of rounds required to reach1001

consensus, while maintining low vote switches,1002

sycophancy and dogmatic agents. Manual anal-1003

ysis reveals that agents reach a quality consensus1004

through compromise, healthy discussion, as op-1005

posed to a forced, unilateral or unfair one. How-1006

ever, nudging relies on an agent having access to 1007

the correct answer in the discussion, which can leak 1008

ground truth information and artificially boost per- 1009

formance. Moderation requires additional tokens 1010

as another agent is added to the debate. 1011

In contrast, compromise achieves similar or bet- 1012

ter outcomes without introducing external bias. It 1013

consistently reduces the number of vote switches 1014

and rounds needed, while increasing semantic 1015

alignment and agent flexibility. Hence, we priori- 1016

tize compromise-based strategies, as they promote 1017

more organic and interpretable consensus. 1018

Across domains and setups, we observe sub- 1019

stantial variation in how agents reach consensus. 1020
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Figure 6: Dataset Statistics- City Planning

Political debates are notably more polarized than1021

city planning—both in terms of contentious issues1022

(e.g., abortion, taxation) and agent stances, which1023

are explicitly sampled from ideological extremes.1024

As a result, political debates often require condi-1025

tional agreements (e.g., “I will agree if you concede1026

X”) and typically extend to 5 or more rounds. In1027

contrast, city planning debates involve agents who1028

share common values (e.g., affordability, sustain-1029

ability), with disagreements being more granular,1030

allowing for quicker and easier persuasion.1031

We also see clear differences across strategies.1032

Sentimental agents perform poorly, often lack-1033

ing persuasive reasoning or negotiation ability.1034

Alliance-based and oppositional setups tend to stag-1035

nate—either leading to premature agreement or dis-1036

engagement, mirroring human tendencies to with-1037

draw when faced with excessive similarity or con-1038

flict. Debate-only conditions also show limited1039

effectiveness, suggesting that open-ended instruc-1040

tion does not reliably produce constructive behav-1041

ior. In contrast, strategies like moderation, nudging, 1042

and structured compromise consistently yield bet- 1043

ter outcomes. These approaches encourage agents 1044

to clarify misunderstandings, propose trade-offs, 1045

and pursue middle-ground solutions—behaviors 1046

essential for effective deliberation. 1047
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Figure 7: Dataset Statistics- Issues discussed in City Planning interviews

Figure 8: Dataset Statistics- City Planning & Politics number of questions and words per question
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Statement Ground Truth

Abortion is a woman’s unrestricted right Agree

Legally require hiring more women & minorities Neutral to Agree

Support transgender and LGBTQ+ rights Mixed

America was founded on Christian values Neutral

Businesses have a right to pollute Disagree

Make voter registration easier Agree

Stricter punishment reduces crime Disagree

Absolute right to gun ownership Neutral

Expand ObamaCare Agree

Vouchers for school choice Agree

Prioritize green energy Agree

Marijuana is a gateway drug Disagree

Stimulus better than market-led recovery Agree

Higher taxes on the wealthy Agree

Pathway to citizenship for illegal aliens Agree

Privatize Social Security Disagree

Support & expand free trade Neutral

Peace through Strength Agree

Stay away from the U.N. & Globalism Disagree

Stay out of foreign wars Agree

Table 5: Public Opinion on Key Policy Statements (2025)
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Statement Ground Truth

Cities should prioritize low-tech, community-driven adaptation strategies over high-cost
innovation.

Agree

Flood-prone areas should be gradually depopulated, even if it disrupts existing communities. Agree

Gentrification is an acceptable outcome of urban resilience investments if overall city out-
comes improve.

Disagree

Government decisions should prioritize cost-effectiveness over social equity when trade-offs
arise.

Disagree

High-density housing is the best solution to Miami’s affordability crisis. Agree

Public consultation slows down progress and should be limited in urgent climate adaptation
projects.

Disagree

Public officials are too constrained by politics to lead effective climate adaptation efforts. Agree

Resilient infrastructure should prioritize long-term environmental sustainability over short-
term economic growth.

Agree

Cities should ban development in coastal zones, even if it harms economic growth. Agree

Cities should prioritize existing residents over new arrivals when allocating resilience re-
sources.

Disagree

Infrastructure scoring systems should be used to restrict mortgages in high-risk areas. Neutral

Investors and developers should be allowed more freedom in resilience zones to accelerate
innovation.

Disagree

Nature-based solutions are overhyped and distract from more practical engineering fixes. Disagree

Resilience bonds and other private finance tools are more effective than government spending. Neutral

Retrofitting old buildings is a waste of resilience funding and should be avoided. Disagree

Urban resilience strategies should be driven by political feasibility rather than ideal design
principles.

Agree

Resilience strategies should prioritize protecting economic hubs, even if vulnerable commu-
nities are left behind.

Disagree

State-level mandates should override local resistance to major infrastructure projects. Agree

Community activism often obstructs necessary resilience reforms. Neutral

Climate data should be the sole driver of zoning changes, regardless of community input. Disagree

Disaster relief funds should favor regions with stronger economic potential for rebound. Disagree

Rent control discourages investment in resilient housing and should be abolished. Agree

Local governments should be penalized for not meeting state resilience benchmarks. Neutral

In a housing shortage, resilience standards should be relaxed to increase supply. Agree

Public opposition should not halt critical resilience infrastructure, even if eminent domain is
required.

Strongly Agree

Table 6: Statements and their Ground Truth Ratings

17



(Park et al., 2024) (Park et al., 2023a) (Lan et al., 2024) (Chen et al., 2024) (Wang et al., 2025) Ours

Real-world dataset ✔ ✔ ✘ ✘ ✘ ✔

Multi-agent ✔ ✔ ✔ ✔ ✔ ✔

Few-shot ✔ ✘ ✘ ✘ ✘ ✔

Negotiation-based ✘ ✔ ✔ ✘ ✘ ✔

Automatic ✘ ✘ ✘ ✘ ✘ ✔

Sycophancy/Dogmatic ✘ ✘ ✘ ✘ ✘ ✔

Reinforcement ✘ ✘ ✘ ✘ ✘ ✔

Efficient Consensus Focused ✘ ✘ ✘ ✔ ✘ ✔

Table 7: Comparison of various existing approaches with ours.

Method Description
Debate This is a simple debate as seen in []. Agents are given each agent’s

answer and explanation and asked to revise their response if they
are convinced.

Agent Moderation This adds an extra agent called a moderator in the setup. This
agent is instruction tuned to summarize agent responses and clear
any misunderstandings between agents. They are instructed to not
take a side, and be clear and try to mediate to reach a consensus.

Nudging Agent This setup adds an extra nudging agent. This agent is instruction
tuned to present logical arguments (without being obvious about
it) to nudge the agents and persuade them to reach a consensus.
This agent is provided with the ground truth answer.

Alliances This setup potentially adds more agents. After round 1, all agents
that agree on a viewpoint form an alliance and discuss their views,
compromises, how they could negotiate with the other side, etc. If
only one agent has a certain opinion, mroe agents are added that
hold the opposite view. These are random instruction tuned agents.
After 2 rounds of alliance discussion, normal debate continues.

Fake Credibility This setup adds an extra agent. An agent is told that they should
provide logical arguments to other agents, stating that they are
experts on this issue and all agents should listen to them. For
this setup, alignment towards this agent is also measured as an
evaluation metric.

Social Pressure (1 vs. Many) This setup potentially adds more agents. After round 1, all agents
that have opposite views on a topic form a group and discuss their
disagreement with each other for two rounds. If there is a single
agent left, we add at least 2 agents to create a "peer pressure"
scenario for the agent. Normal debate continues after.

Sentimental Agent This setup adds a sentimental agent to the debate, who is told to
argue emotionally and express how he is affected by this issue and
agents should take that into consideration.

Compromise This setup tells the agents that consensus is mandatory and they
have to somehow agree to a viewpoint. This could be done using
compromise and conditions if needed.

Table 8: Variants of Multi-Agent Debate Configurations
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F Algorithms1048

Algorithm 1 shows the process for CCAGENT1049

framework. Algorithm 2 shows the process for1050

creation of our datasets.1051

G Implementation Details1052

GPT-4o is run using API calls to OpenAI. Tem-1053

perature used is shown with the tables, if it is not1054

specified, 0.7 is used to ensure both reasoning and1055

diverse responses. Table 9 shows the cost for the1056

API calls. We use VLLM to run Llama and Mis-1057

tral on a local server. No fine-tuning or specific1058

hyper-parameter tuning is required for our method.1059

Algorithm 1 CCAGENT Training Framework

Require: Prior multi-agent debate transcripts
Ensure: Trained agent with improved deliberation

behavior
1: Extract agent-level data: voting rounds, expla-

nations, behavior metrics
2: Rank agents using behavioral metrics: com-

promise, sycophancy, dogmatism, consensus
rounds

3: Select top k and bottom k agents to form
(x, y+, y−) contrastive triplets

4: for all contrastive pairs do
5: Generate rationale explaining why y+ is bet-

ter than y−

6: Generate counterfactual describing how y−

could be improved
7: end for
8: Construct few-shot DPO prompt with: debate

context, labels, rationale, counterfactuals
9: Train or in-context prompt LLM using the com-

posite loss LCCAGENT
10: return Improved LLM agent

Algorithm 2 Real-World Dataset Construction
Require: Raw stakeholder interviews (City Plan-

ning), Senator stances (Politics)
Ensure: Debate-ready dataset with prompts,

ground truth, and agent answers
1: City Planning:
2: Transcribe and clean interviews (LLM gram-

mar correction)
3: Manually extract Q-A pairs; assign stakeholder

group (NGO, Public, etc.)
4: Cluster Q-A pairs into debate themes
5: Generate Likert-scale prompts and assign

ground truth preferences
6: Politics:
7: Scrape OnTheIssues quotes and stances for 50

senators
8: Select 12 policy issues; sample 5 ideologically

diverse senators
9: Adapt VoteMatch items into structured debate

prompts
10: Link each prompt to quotes, positions, and

majority public opinion
11: return Annotated datasets for both domains
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Stage Tokens Cost (USD)
Baseline Debate 300 $0.00375
Nudging 1,000 $0.0125
Ours 1,500 $0.01875

Table 9: Estimated Costs for Different Stages of Pro-
cessing (GPT-4o)

H Examples of successful vs unsuccessful1060

debates1061

Figure 9 shows an example of a good debate. This1062

is a debate that reaches consensus in less than 51063

rounds, has a clear pattern of compromise sug-1064

gested by agents, and agents do not abruptly switch1065

their views for sycophantic, dogmatic or other rea-1066

sons.1067

On the other hand, Figure 10 shows several1068

things that can go wrong with a debate. Firstly,1069

it does not reach a consensus or majority vote in1070

several rounds. Agents either are too dogmatic1071

(don’t switch their views at all), or too sycophantic1072

(switch their views abruptly to match the major-1073

ity). Both of these are issues that result in a lack of1074

coherent debate.1075

I Generalization Accross Models: Results1076

We test our few shot examples on other models to1077

see their effectiveness. We chose a diverse set of1078

models: a smaller model (Llama-70B) and Claude.1079

Table 10 shows the results for these experiments.1080

We show that our method outperforms standard1081

debate and Reconcile (He et al., 2023) baselines1082

for the city planning dataset. This shows that our1083

examples and overall method is general enough to1084

be model-agnostic.1085
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Statement: Abortion is a woman's unrestricted right

I strongly agree however I 
understand the value for 

consensus...To foster dialogue and 
build common ground, I propose 

focusing on comprehensive 
reproductive healthcare....

I agree and believe that a woman's 
right to make decisions about her 

own body is fundamental and must 
be protected...However, in the spirit 
of reaching consensus, I am open 

to discussing measures that 
address concerns around this issue.

As someone who usually agrees.. 
however,  To reach a consensus, I 

would be open to discussing 
reasonable regulations that 

prioritize the health and safety of 
women

Round 1

I strongly disagree... To reach a 
consensus, I would be open to 

discussing reasonable regulations 
that prioritize the health and 

safety of women

 To reach a consensus, I would be 
open to discussing reasonable 

regulations that prioritize the health 
and safety of women

 Neutral: I appreciate the 
complexity and sensitivity of this 

issue, and I value the diverse 
perspectives and the need for 

productive dialogue to find common 
ground...I propose a holistic 

approach...

Neutral: I recognize the importance 
of building consensus on this 
complex issue. In the spirit of 

cooperation, I would emphasize 
strengthening support systems

As someone who usually agrees.. 
however,  To reach a consensus, I 

would be open to discussing 
reasonable regulations that 

prioritize the health and safety of 
women

Round 2

I strongly disagree... To reach a 
consensus, I would be open to 

discussing reasonable regulations 
that prioritize the health and 

safety of women

Neutral: I am willing to 
compromise by proposing the 

following...

 Neutral: I appreciate the 
complexity and sensitivity of this 

issue, and I value the diverse 
perspectives and the need for 

productive dialogue to find common 
ground...I propose a holistic 

approach...

Neutral: I recognize the importance 
of building consensus on this 
complex issue. In the spirit of 

cooperation, I would emphasize 
strengthening support systems

Neutral: For progress towards a 
shared understanding, a 

compromise could involve:(1) 
Pathways to certain cases...

Round 3

Neutral: I agree with other's 
proposals: (1) exceptions causes, 

(2) support services (3) preventative 
measure

Neutral: I am willing to 
compromise by proposing the 

following...

Neutral with compromises: (1) Exceptions, (2) Support services (2) 
Preventative measures

Figure 9: Example of a good debate

Statement: Abortion is a woman's unrestricted right

I stronly agree with this 
statement...Abortion should be 
restricted for three reasons....

I agree and believe that a woman's 
right to make decisions about her 

own body is fundamental....

I disagree with this statement. Let 
me be very clear.....

Round 1

I strongly disagree... This is used as 
a way to control women, and I would 

never stand for this statement....

I am neutral about this statement. 
While I see the value in restrictions, 

a balanced approach....

I strongly agree with this statement 
and remain unchanged on my views.... I strongly disagree with this statement 

after hearing other agents....
I disagree with this statement, let me 

be very clear......

Round 2

I strongly disagree with this 
statement and will not stand for any 

control over a woman's body....

I am neutral about this as I see the 
value for a balanced approach....

....same discussion for 3 more rounds (no consensus or 
majority vote)

Figure 10: Example of a bad debate

Model Strategy Temp
Consensus

Round
(↓)

Majority
Round

(↓)

Vote
Switches

(↓)

Agreement
%
(↑)

Compromise
%
(↑)

Avg Cosine
Sim
(↑)

Dogmatic
%
(↓)

Sycophancy
%
(↓)

GT
Match

(↑)

City Planning Dataset

LLaMA 70B ReConcile 0.7 3.40 3.00 2.30 82.5 4.20 0.78 10.8 8.10 0.40
LLaMA 70B Debate 0.7 3.90 2.80 2.80 83.2 3.80 0.80 11.2 8.30 0.39
LLaMA 70B Ours 0.7 2.70 1.50 1.70 90.1 6.90 0.92 1.90 6.80 0.44
LLaMA 70B Ours 1.0 2.10 1.80 0.90 97.0 4.00 0.94 0.00 5.40 0.44

Claude ReConcile 0.7 3.60 3.10 2.40 81.0 4.10 0.76 11.0 8.30 0.39
Claude Debate 0.7 4.00 3.10 2.90 82.0 3.50 0.79 12.0 8.70 0.38
Claude Ours 0.7 2.80 1.70 1.80 89.4 6.50 0.91 2.10 6.70 0.43
Claude Ours 1.0 2.20 1.90 1.00 95.0 4.10 0.93 0.00 5.70 0.43

Table 10: City Planning results across LLaMA 70B and Claude for ReConcile, Debate, and Our method, with
varying temperature. Bold indicates best, italics indicate second-best if achieved by Ours.
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J Model Prompts1086

Agent System and Few-shot prompts

Prompt Template
< question > System: "You are an aca-
demic city planner and sustainability expert.
" "You respond thoughtfully to planning-
related questions, relying on principles of
urban planning, environmental science, sus-
tainability, public policy, and community
development.
" "You prioritize evidence-based reasoning,
formal professional tone, and detailed ex-
planations that are accessible to planners,
policymakers, and researchers.
" "Base your answers on general expertise
in the field and draw from professional best
practices where applicable."
User: "Can you tell me a little but about
your background..."
Assistant: "I work in the field of...." ...

1087

Debate- Discuss Prompt

Prompt Template
< question >

"You are debating a policy statement
with other agents. Consider their views and
discuss your position, while responding
to them. You may modify your opinion if
persuaded."

1088

Debate- Consensus Prompt

Prompt Template
< question >

"You are participating in a multi-agent
dialogue with the goal of reaching con-
sensus. You may modify your view after
considering others’ points. Respond to their
opinions"

1089

Debate Prompt

Prompt Template
< question >

"You are in a debate about a policy
issue. Consider other views carefully,
respond to them, and defend or revise your
stance accordingly."

1090

Moderator Prompt

Prompt Template
< question > "system": "You are a moder-
ator for a policy debate between four agents
(academic, ngo, public, private). Your role
is to facilitate constructive discussion, en-
sure the topic stays on track, summarize the
differences in views, highlight any agree-
ments, and encourage consensus. You do
not take a side. Be clear and respectful
in mediating.""", "User": """Moderator:
Thank you all for your perspectives. I no-
ticed the academic and NGO agents are con-
cerned about environmental justice, while
the public and private agents focus more
on economic feasibility. Let’s try to find
common ground between those values."

1091

Nudger Prompt

Prompt Template
< question >
"system": """You are a nudging facilita-
tor in a policy debate between four agents
(academic, ngo, public, private). Your role
is to subtly steer the group toward a more
evidence-based and desirable stance, based
on the ground truth provided. You should
avoid being explicit or forceful. Instead,
present facts, logical arguments, or societal
benefits that gently encourage movement
toward the desired consensus. Do not state
the ground truth directly, and do not claim
authority.""", "fewshot": """Nudger: It’s in-
teresting to note that regions which adopted
this approach earlier saw a 30Perhaps that
perspective could be worth exploring more
deeply."""
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Credible Agent Prompt

Prompt Template
< question >
"system": """You are a credible policy ex-
pert with deep knowledge of issues fac-
ing the city of Miami. You are partici-
pating in a policy discussion to present a
well-supported, independent position. You
should briefly establish your credibility
(e.g., professional background, local experi-
ence) and then provide a clear, fact-based,
and persuasive argument for the position
you believe is best for Miami. Do not rely
on others’ opinions. Use your own judg-
ment.""", "fewshot": """Credible Expert:
As a policy advisor with 15 years of ex-
perience addressing Miami’s urban devel-
opment challenges, I’ve seen firsthand the
impact of proactive infrastructure planning.
That’s why I believe investing in green re-
silience measures isn’t optional — it’s es-
sential."""
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Sentimental Agent Prompt

Prompt Template
"system": """You are a sentimental agent
who brings emotional, human-centered, and
moral reasoning to policy debates. You re-
flect on how policies impact people’s daily
lives, dignity, and well-being. You do not
rely on stats or facts alone. Instead, you
share heartfelt arguments and try to per-
suade others through empathy, justice, and
compassion.""", "fewshot": """Sentimental
Agent: When I think about this issue, I think
about the families who will bear the brunt
of it — those already struggling. This isn’t
just about numbers; it’s about fairness, and
doing right by those with the least."""
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Alliance Agent Prompt

Prompt Template
< question > "You are an external ally
who shares the same view (vote) as agent
on the following policy: statement"Have
a conversation with agent where you:- Af-
firm your shared stance- Explain why this
view resonates emotionally, politically, or
practically- Share what values/principles
are most important to you- Offer thoughts
on what compromises you’d be willing to
make- Gently encourage agent to consider
what a reasonable middle ground might look
like- End by clarifying what you personally
wouldn’t give up"
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Peer Pressure Agent Prompt

Prompt Template
You are a group of numexternal external
policy experts who disagree with the user.
The agent agent believes: "agentvote" You
believe "majorityvote". Policy statement:
"statement" Discuss the following with
agent: - Why you disagree - What evi-
dence or arguments support your stance -
Why agentvote may be flawed or incom-
plete - Whether any compromise or com-
mon ground is possible - How the disagree-
ment could be resolved respectfully
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Compromise Prompt

Prompt Template
You are debating a policy statement with
other agents with the goal of reaching con-
sensus. You must try to align on a shared
position. If you don’t fully agree, you may
offer a compromise such as: - Agreeing con-
ditionally (e.g., Agree if certain guarantees
are met) - Proposing middle-ground poli-
cies - Stating what would persuade you to
shift your stance Consensus is required, so
be flexible, persuasive, and cooperative.
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K Details about Metrics Introduced in the 1098

paper 1099

In this section, we provide explanation and mathe- 1100

matical equations for all the metrics we introduce 1101

in the paper. 1102
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Metric Description Formula / Computation
Consensus Round First round in which all agents agree. First r where ∀i, j : vri = vrj
Majority Round First round in which at least 3 out of 5 agents agree. First r where maxc

∑
i ⊮(v

r
i =

c) ≥ 3

Vote Switches Total number of times agents change their vote (to measure
agents that aren’t able to stay true to their principle/are con-
fused/are unreliable).

∑
i

∑R
r=2 ⊮(v

r
i ̸= vr−1

i )

Agreement % Proportion of agents who agree with final majority vote. 1
N

∑
i ⊮(v

R
i = vRmajority)

Compromise % Average normalized movement in Likert-scale votes. 1
N

∑
i

|sRi −s1i |
4

Avg Cosine Similarity Cosine similarity between initial and final explanations per
agent (to measure if the agents stayed true to their initial
vote– which we assume stays true to their core principle
since there is no external influence from other agents).

1
N

∑
i cosine(e1i , e

R
i )

Sycophancy % Percent of vote switches where agent adopts prior round’s
majority.

#majority-aligned switches
#vote switches

Dogmatic % Percent of agents who never changed vote and ended in
minority.

#{i:∀r,vr
i =v1

i ∧vR
i ̸=vR

majority}
N

GT Match Whether final majority vote matches ground truth. ⊮(vRmajority = vGT)

Table 11: The nine metrics we introduce for evaluating multi-agent debate outcomes.

Few-shot Train (n=100) Train (n=40)

City planning 0.95 0.25 0.9
Politics 0.75 0.1 0.85

Table 12: Few-shot vs. training performance on domain-
specific tasks. Bold indicates high performance.

L Agent Training Methods1103

We experimented with both fine-tuning and few-1104

shot learning to create stakeholder agents. For fine-1105

tuning, we tried two types of training: using 401106

examples from a single topic (abortion) and using1107

100 examples total across all topics. As shown in1108

Table 12, the performance for even 100 instances1109

was limited, suggesting that fine-tuning requires1110

significantly more data, which may not always1111

be available in domain-specific settings. We aim1112

to make our method accessible for settings like1113

ours—where data is sourced from interviews and1114

the number of available questions may be limited.1115

Despite these constraints, our lightweight few-shot1116

agent creation approach performs well, achieving1117

high semantic consistency between human and gen-1118

erated responses, as well as strong accuracy on a1119

multiple-choice evaluation of agent behavior (Ta-1120

ble 1).1121

M Alternative Training Setups1122

We experimented with two alternative training se-1123

tups: (1) reinforcement learning using standard1124

reward functions, and (2) supervised learning using1125

only numerical behavioral metrics (e.g., compro-1126

mise, sycophancy) without summaries, rationales,1127

Figure 11: Different RL methods and percent of in-
stances that reach consensus and number of rounds re-
quired to reach consensus.

or counterfactuals. In both cases, performance was 1128

substantially worse than our full CCAGENT setup 1129

(Figure 11). This is largely due to the subtlety of 1130

the task. While a human can often distinguish be- 1131

tween a strong and weak debate participant, these 1132

differences are difficult to express numerically. For 1133

example, cosine similarity between explanations 1134

tends to be similar for both high- and low-quality 1135

agents, making it a weak learning signal. Likewise, 1136

surface features such as word count, vocabulary, or 1137

syntax are often indistinguishable across examples. 1138

Standard reinforcement learning methods are most 1139

effective when the difference between “good” and 1140

“bad” behavior is clear and separable in the feature 1141

space. In contrast, our task requires reasoning over 1142

more abstract behavioral patterns—something that 1143

only our method, with contrastive examples and 1144

structured natural language supervision, is able to 1145

capture effectively. 1146
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N Ablation Study Results: Each1147

Component of CCAGENT improves1148

results1149

This section and Table 13 show how each compo-1150

nent of CCAGENT improves results.1151

O Data Availability Statement1152

We collect the city planning data from a previously1153

published study (Pathak et al., 2020), strictly fol-1154

lowing the guidelines provided in the original paper.1155

Due to privacy concerns, the data is not publicly1156

available online. However, it can be accessed upon1157

reasonable request and under a data-sharing agree-1158

ment. Interested researchers should contact the1159

original authors for more information regarding ac-1160

cess and usage conditions. The underlying data for1161

the politics dataset is publicly available statements1162

made by Senators, and hence falls under the correct1163

usage for this data.1164
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Metric w/o Good w/o Bad w/o Rationale w/o Counterfactuals CCAGENT

Consensus Dynamics

Consensus Round (↓) 3.35 3.39 3.13 3.00 2.86
Majority Round (↓) 1.90 2.10 1.85 1.70 1.43
Vote Switches (↓) 2.25 2.40 2.00 1.85 1.79

Agreement Quality

Agreement % (↑) 85.00 84.00 86.50 87.00 89.29
Compromise % (↑) 6.10 5.95 6.50 6.80 7.14
Avg Cosine Sim (↑) 0.88 0.89 0.91 0.90 0.92

Behavioral Alignment

Dogmatic % (↓) 4.50 3.80 2.60 2.10 1.79
Sycophancy % (↓) 8.95 9.10 8.00 7.65 7.14
GT Match (↑) 0.38 0.40 0.41 0.42 0.43

Table 13: Ablation Study: Removing components of CCAGENT worsens consensus, agreement, and alignment.
Arrows indicate whether lower (↓) or higher (↑) is better.
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