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ABSTRACT

We introduce k-NLPmeans and k-LLMmeans, text-clustering variants of k-means
that periodically replace numeric centroids with textual summaries. The key
idea—summary-as-centroid—retains k-means assignments in embedding space
while producing human-readable, auditable cluster prototypes. The method is
LLM-optional: k-NLPmeans uses lightweight, deterministic summarizers, en-
abling offline, low-cost, and stable operation; k-LLMmeans is a drop-in upgrade
that uses an LLM for summaries under a fixed per-iteration budget whose cost
does not grow with dataset size. We also present a mini-batch extension for real-
time clustering of streaming text. Across diverse datasets, embedding models, and
summarization strategies, our approach consistently outperforms classical base-
lines and approaches the accuracy of recent LLM-based clustering—without ex-
tensive LLM calls. Finally, we provide a case study on sequential text streams and
release a StackExchange-derived benchmark for evaluating streaming text cluster-
ing.

1 INTRODUCTION

Text clustering is a core problem in natural language processing (NLP), with applications in doc-
ument organization, topic exploration, and information retrieval (Schütze et al., 2008; Steinbach,
2000). A standard pipeline embeds documents into vectors (Devlin, 2018; Sanh, 2019; Mikolov,
2013; Pennington et al., 2014; Brown et al., 2020; Jin et al., 2023) and then groups them with a
clustering algorithm (Petukhova et al., 2025). Among these algorithms, k-means (MacQueen, 1967)
remains ubiquitous, iteratively updating each centroid as the mean of its assigned points. While
effective, this purely numerical averaging can blur contextual nuance present in the original texts
(Reimers & Gurevych, 2019). Prior work has explored alternative centroid definitions and related
objectives (Jain & Dubes, 1988; Bradley et al., 1996; Kaufman & Rousseeuw, 2008), yet these ap-
proaches remain anchored in vector space, which limits interpretability and can induce semantic
drift between centroids and their underlying documents. This motivates centroids that are explicitly
textual, aligning prototypes with human-interpretable summaries.

Our proposal. We introduce a simple modification to k-means: periodically replace numerical
centroid updates with summarization steps. Rather than averaging embeddings at every iteration, we
compute, at spaced iterations, a textual prototype that summarizes each cluster and then re-embed
it with the same encoder to obtain the centroid used for assignments. These summary-as-centroid
updates remain inside the standard k-means loop but capture richer contextual meaning. Alternating
numerical and summary-based updates yields clusters that are more interpretable and often more
semantically coherent. Figure 1 illustrates our proposal and shows how even a single summarization
step can redirect k-means toward a qualitatively improved solution.

Summarization step. We consider two families of summarizers: (1) Classical NLP—centroid-
based summarization (Radev et al., 2004), graph-based methods such as TextRank (Mihalcea &
Tarau, 2004), and LSA-style techniques (Deerwester et al., 1990)—which are fast and determin-
istic (yielding k-NLPmeans); and (2) LLM-based summaries that can capture richer context and
filter secondary or noisy content (Zhang et al., 2020a; Raffel et al., 2020; Jia & Diaz-Rodriguez,
2025) (yielding k-LLMmeans). In both variants, summaries are recomputed only at scheduled it-
erations, so the algorithms share the same summary-as-centroid mechanism and differ solely in the
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How can I activate my new card and what 
is the process involved? Additionally, 
how can I top up my account

How can I use Google or Apple 
Pay to top up my account 

What is the minimum age to open 
an account? Additionally, how can 
I set up an account for my child? 

How do I open up an account for my child? 
Do my kids have to be a certain age to 
use this service? 

How old do you have to be to get an account?

When can I get a new card?

How do I activate a new card?

I just received my new card

What is the process for activating my card?

Can I use Apple pay to top up?

How to add money to my 
new payment account

I don’t know how to top up my Google pay

Initialization k-means iterations Summarization step k-means iterations

Figure 1: Illustration of k-NLPmeans/k-LLMmeans with a single summarization step. First panel
shows the text embeddings with stars marking the initial centroids; second shows the partition
reached after k-means iterations (a local minimum); third performs the summarization step, each
previous cluster is summarized into a textual prototype and re-embedded; final panel runs one more
k-means iteration using these summaries as centroids, yielding a qualitatively improved partition.

summarizer. While methods from (1) and (2) are standard in summarization, our periodic use of
summary-derived centroids within the k-means loop is, to our knowledge, novel and central to the
method’s interpretability.

Interpretability and scalability. Each summarization step produces a concise, human-readable
centroid that exposes evolving cluster semantics, simplifying debugging, validation, and labeling.
The summarizer is modular: it can be LLM-free (k-NLPmeans) or LLM-assisted under a fixed per-
iteration budget that does not grow with dataset size (k-LLMmeans). For large-scale and streaming
settings, we adapt mini-batch k-means (Sculley, 2010) by inserting summarization steps into the
mini-batch update rule, enabling efficient online clustering while retaining interpretability.

Relation to existing LLM-based clustering. Recent work shows that LLMs can deliver strong
unsupervised clustering (Zhang et al., 2023; Feng et al., 2024; De Raedt et al., 2023; Viswanathan
et al., 2024; Shi & Sakai, 2023; Tarekegn et al., 2024; Nakshatri et al., 2023). However, many
pipelines face two practical issues: (i) scalability, as they may rely on semi-supervision, iterative
labeling, or a number of LLM calls that grows with dataset size; and (ii) opaque optimization, since
they often combine prompts, greedy merges, and similarity thresholds without an explicit objective,
making convergence behavior hard to analyze. Our k-LLMmeans addresses both: by summarizing
per cluster at spaced iterations, we cap LLM usage independently of dataset size, and by keeping
assignments and numeric updates in embedding space, we preserve the standard k-means objective
between summary steps. In both k-NLPmeans and k-LLMmeans, if the summaries are weak, the
procedure gracefully degrades to vanilla k-means with a suboptimal initialization, retaining its stan-
dard local-convergence behavior. Note that our method is LLM-optional: k-NLPmeans replaces the
summarizer with classical NLP techniques, incurring no LLM usage.

Contributions. In summary, we (i) propose k-NLPmeans and k-LLMmeans, a summary-as-
centroid variant of k-means that periodically replaces numeric centroids with textual prototypes
re-embedded by the same encoder—an LLM-optional design that, by construction, preserves the
standard k-means objective between summary steps; interpretability follows from human-readable
centroids and transparent intermediate outputs; (ii) extend the approach to mini-batch k-means for
efficient, online clustering of streams; (iii) present a comprehensive empirical study across datasets,
embeddings, and summarizers, showing consistent gains over classical baselines and competitive-
ness with recent LLM-based clustering under a dataset-size–independent LLM budget; and (iv)
provide a case study on sequential text streams and release a StackExchange-derived benchmark for
evaluating streaming text clustering.

2 PRELIMINARIES: K-MEANS FOR TEXT CLUSTERING

Given a corpus of n text documents D = {d1, · · · dn}. Each document di is represented as a d-
dimensional embedding vector xi ∈ Rd such that:

xi = Embedding(di).
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The goal of k-means clustering is to partition these n document embeddings into k clusters, mini-
mizing the intra-cluster variance. Formally, we define the clustering objective as:

min
C1,C2,...,Ck

k∑
j=1

∑
i∈[Cj ]

∥xi − µj∥2, (1)

where Cj denotes the set of embeddings assigned to cluster j, [Cj ] = {i|xi ∈ Cj} denotes the set
of embedding indices assigned to cluster j and µj is the cluster centroid, computed as the mean of
the assigned embeddings:

µj =
1

|Cj |
∑

i∈[Cj ]

xi. (2)

Lloyd’s algorithm (Lloyd, 1982)—the standard heuristic for k-means—alternates between assigning
each document embedding xi to its nearest centroid and recomputing each centroid as the mean of its
assigned points. Repeating these two steps for T iterations monotonically reduces the within-cluster
sum of squared distances, steering the procedure toward a (locally) optimal set of centroids. How-
ever, due to its sensitivity to initialization and the non-convex nature of its objective function, k-
means does not guarantee convergence to the global optimum and can instead become trapped in
local optima (MacQueen, 1967; Lloyd, 1982). Various strategies, such as k-means++ initialization
and multiple restarts, have been proposed to mitigate these issues and improve the likelihood of
achieving better clustering results (Arthur & Vassilvitskii, 2006).

3 K-MEANS WITH SUMMARIZATION STEPS

We enhance k-means for text clustering by periodically replacing the numerical centroid update
with summarization steps that yield textual-summary–based centroids. The procedure (Algorithm 1
in Appendix C) is identical to k-means algorithm except that every l iterations the mean update
in equation 2 is replaced by the embedding of a cluster textual summary. At all other iterations,
the standard update is used (see Figure 1 for an illustration with one summarization step). The
summarizer can be instantiated with classical, deterministic methods (k-NLPmeans) or with LLM-
based summaries (k-LLMmeans), and is not restricted to the specific techniques we discuss—any
textual summarization operator can be dropped in.

3.1 K-NLPMEANS.

Our first variant uses classical extractive summarization to compute a textual prototype in place of
the standard centroid update. Formally, we replace equation 2 with

µj = Embedding
(
f
(q)
NLP(Sj)

)
, (3)

where Sj is the collection (multiset) of sentences obtained by tokenizing all documents assigned to
cluster j. Unless otherwise noted, sentence–sentence similarities are computed as cosine similarity
between sentence embeddings produced by the same encoder used for documents. The operator
f
(q)
NLP returns a short summary of q sentences; typical instantiations include:

• Centroid-based summarization (Radev et al., 2004): compute the centroid of the sentence
embeddings for Sj ; rank sentences by cosine similarity to this centroid; concatenate the top
q sentences (by rank) to form f

(q)
NLP(Sj).

• Graph-based (TextRank) (Mihalcea & Tarau, 2004): build a graph whose nodes are sen-
tences in Sj with edge weights given by pairwise cosine similarity of their embeddings;
run a PageRank-style algorithm to score sentences; select and concatenate the top q.

• LSA-style SVD in embedding space (Deerwester et al., 1990): stack the sentence embed-
dings for Sj , apply singular value decomposition, score sentences by contribution to the
leading components, and concatenate the top q.

The resulting summary text f (q)
NLP(Sj) is then embedded in the same vector space as the documents

to yield the new centroid µj .

3
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3.2 K-LLMMEANS.

If instead we generate the summary with an LLM, we have k-LLMmeans. Formally, we replace
equation 2 by

µj = Embedding(fLLM(pj)) (4)

where pj = Prompt
(
I, {dzi |zi ∼ [Cj ]}

mj

i=1

)
, and mj = min(m, |Cj |). Here, zi ∼ [Cj ] denotes a

sampled index of the embeddings assigned to cluster Cj (without repetitions) and m is a parameter
that represents the maximum number of sampled indices used to compute the cluster centroid µj . In
simple terms, we update a cluster’s centroid by using the embedding of the response generated by
an LLM when queried with a prompt containing a summarization instruction I and a representative
sample of documents from the cluster. Rather than providing all documents within the cluster as
input, the LLM processes a representative sample as a context prompt. While incorporating the
entire cluster is theoretically possible, it poses practical challenges due to prompt length limitations.
Therefore, we propose selecting the sample cluster documents using a k-means++ sampling of the
cluster embeddings. Our experiments demonstrate that this sampling process facilitates a more
effective synthesis of the cluster’s content, leading to improved summaries and, consequently, more
refined centroid updates. The instruction I varies depending on the clustering task, but standard
summarization prompts are generally sufficient. Figure 1 illustrates how k-LLMmeans with a single
summarization step enhances the standard k-means algorithm.

3.3 ADVANTAGES OF OUR APPROACHES

Over k-means. Periodic summarization steps act as a semantic prototype update that can redi-
rect the search trajectory and reduce sensitivity to initialization. Instead of relying solely on Eu-
clidean means, a textual summary captures contextual cues present in the underlying documents; re-
embedding this summary yields centroids that better reflect cluster semantics. In practice, summary-
based centroids produce more interpretable and often more semantically coherent—partitions, even
when k-means++ seeding is suboptimal. Apart from the summary steps, the procedure follows stan-
dard k-means: assignments and numeric updates are unchanged and the usual objective is preserved
between summary iterations. Section 5.1 shows that our methods often outperform vanilla k-means
across diverse settings.

Over advanced LLM-based clustering methods. Our approach offers three key advantages over
more complex LLM-based clustering methods: (1) Optimization landscape. Grounded in the stan-
dard k-means objective, we inherit algorithmic convergence without relying on the fragile heuristics
common in newer LLM-driven methods. A poor summary simply leads the procedure back toward
a regular k-means local optimum, whereas competing approaches hinge on stable, format-specific
LLM outputs. (2) Scalability. Unlike most state-of-the-art methods, whose LLM usage complexity
grows with sample size (Feng et al., 2024; De Raedt et al., 2023) or require fine-tuning (Zhang et al.,
2023). k-NLPmeans requires no LLM calls and k-LLMmeans only performs k LLM calls per sum-
marization step, with even few summarization steps yielding substantial performance gains. (See
Section 5.1). (3) Interpretability. Replacing numeric centroids with textual summaries turns each
prototype into a concise, human-readable synopsis; practitioners can track how cluster semantics
evolve over time without post-hoc labeling. This transparency extends naturally to our mini-batch
variant, enabling real-time monitoring in streaming scenarios (see Figure 2 and Section 5.1).

4 MINI-BATCH K-NLPMEANS AND K-LLMMEANS

Mini-batch k-means (Sculley, 2010) is an efficient strategy for large-scale text clustering that pro-
cesses small, randomly sampled mini-batches instead of the full dataset. This approach substantially
reduces memory usage and computational cost, making it well suited for continuously generated text
streams—such as those from social media, news, or customer feedback—where data must be clus-
tered incrementally without full dataset access. Mini-batch k-means exhibits convergence properties
comparable to standard k-means while offering superior scalability.

Although numerous streaming clustering methods that do not rely on LLMs have been studied (Silva
et al., 2013; Aggarwal, 2018; Ribeiro et al., 2017; Aggarwal et al., 2003; Ackermann et al., 2012;
Ordonez, 2003), only a few incorporate LLMs (Tarekegn et al., 2024; Nakshatri et al., 2023). More-
over, existing offline LLM-based clustering approaches face scalability issues, highlighting the need
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for scalable summary-based clustering in an online setting. To address this, we introduce mini-batch
k-NLPmeans and k-LLMmeans, which directly extend mini-batch k-means by inserting summariza-
tion steps into the mini-batch update.

Algorithm 2 details how our approaches sequentially receive b batches of documents D1, . . . Db

where each batch contains a set of documents (these batches can either be random samples from a
large corpus or represent sequential data). It processes each batch sequentially with k-NLPmeans/k-
LLMmeans and updates centroids incrementally using a weighted rule like mini-batch k-means. Our
algorithm preserves the desirable properties of mini-batch k-means, with low memory and none or
low LLM usage. Section 6 shows that it also outperforms in simulations.

5 STATIC EXPERIMENTS

We use four benchmark datasets that span diverse domains and classification granularities: Bank77
(Casanueva et al., 2020), CLINC (Larson et al., 2019), GoEmo (Demszky et al., 2020) and MAS-
SIVE (domain and intent) (FitzGerald et al., 2023). See Appendix A.1 for detailed descriptions of
the datasets. We evaluate our algorithms on each of the four datasets using the known number of
clusters and performing 120 centroid-update iterations. We calculate two variants of our algorithms
differing in the number of summarization steps. The single variant uses a single summarization
step (l = 60), while the multiple variant performs five summarization steps (l = 20). To demon-
strate the robustness of our approach, we compute embeddings with models: DistilBERT(Sanh,
2019), e5-large(Wang et al., 2022), S-BERT(Reimers & Gurevych, 2019), and text-embedding-3-
small(OpenAI, 2023). For k-NLPmeans we evaluate using TextRank, Centroid and LSA summariza-
tion methods mentioned in Section 3.1, with q = 5. For the LLM component of k-LLMmeans, we
use GPT-3.5-turbo(OpenAI, 2023), GPT-4o(Hurst et al., 2024), Llama-3.3(Grattafiori et al., 2024),
Claude-3.7(Anthropic, 2025) and DeepSeek-V3(Liu et al., 2024). For the instruction task I , we
employ a simple summarization prompt depending on the task. For example, for Bank77 we use
the prompt: “The following is a cluster of online banking questions. Write a single question that
represents the cluster concisely.” We explore the effect of prompt size by summarizing using all
cluster documents as input, and a few-shot (FS) variant where each prompt includes only m = 10
randomly selected documents instead of the full cluster. For each setting we run five different seeds.

As traditional clustering baselines, we consider k-means, k-medoids (Kaufman & Rousseeuw,
2008), spectral clustering (Ng et al., 2001), agglomerative clustering (Johnson, 1967), and Gaus-
sian Mixture Models (GMM) (Dempster et al., 1977). We use ground-truth number of clusters and
ten different seeds. For advanced LLM-based methods, we compare with results obtained by Feng
et al. (2024) on ClusterLLM (Zhang et al., 2023), IDAS (De Raedt et al., 2023), and LLMEdgeRe-
fine (Feng et al., 2024). All k-means based methods are initialized with k-means++. We now provide
a summary of the results.

5.1 RESULTS WITH STATIC DATA

Comparing summarization variants and traditional clustering methods. Table 1 reports
mean accuracy (ACC) and normalized mutual information (NMI) for multiple k-NLPmeans and
k-LLMmeans variants (LLM: GPT-4o), using text-embedding-3-small embeddings on four datasets.
Across all datasets, our methods outperform traditional baselines on NMI and generally achieve
higher ACC. Within k-NLPmeans, differences are modest, with LSA yielding the best overall scores
among extractive summarizers. k-LLMmeans achieves the strongest results, attributable to higher-
quality abstractive summaries; interestingly few-shot variants show better performance. Multiple
summarization steps tend to offer additional gains over a single step. Overall, both k-NLPmeans
and k-LLMmeans improve upon traditional algorithms, with k-LLMmeans delivering the best re-
sults, and remaining efficient, as few-shot summarization appears sufficient without needing exten-
sive prompt length.

Comparing our approaches with k-means using different embeddings. Table 2 compares k-
NLPmeans (LSA-multiple) and k-LLMmeans (FS-multiple) with k-means with different embeddings
on three benchmark datasets, reporting average ACC, average NMI, and average Euclidean distance
between the learned and ground-truth centroids (dist). The dist metric directly gauges how closely
each algorithm recovers the true centroids, an especially meaningful criterion for centroid-based
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Table 1: Average ACC and NMI for four k-LLMmeans variants using GPT-4o, compared against
traditional baselines, with text-embedding-3-small embeddings, evaluated on benchmark datasets.

Dataset/Method BANK77 CLINC GoEmo Massive (D) Massive (I)
ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI

k-NLPmeans
TextRank-single 66.4 83.6 78.7 92.4 21.5 20.9 60.6 68.9 53.0 72.5
TextRank-multiple 66.8 83.9 79.6 92.8 21.6 21.0 60.5 69.3 53.7 72.8
Centroid-single 67.2 84.0 78.5 92.2 22.1 21.2 60.9 68.3 53.5 73.0
Centroid-multiple 67.5 84.0 79.0 92.4 21.4 21.1 60.8 69.1 54.3 73.5
LSA-single 66.7 83.7 78.8 92.5 21.9 20.5 61.2 68.7 54.1 73.0
LSA-multiple 67.1 84.0 80.2 92.9 22.3 20.2 63.3 70.0 55.3 73.4

k-LLMmeans
single 67.1 83.6 78.1 92.5 24.0 22.3 61.1 69.6 54.0 73.0
multiple 66.7 83.6 79.1 92.8 24.1 22.1 60.6 69.5 55.8 73.5
FS-single 67.5 83.8 79.2 92.8 23.0 21.9 60.8 69.4 55.3 73.6
FS-multiple 67.9 84.1 80.2 93.1 24.2 22.3 63.2 70.6 56.7 73.9

k-means 66.2 83.0 77.3 92.0 20.7 20.5 59.4 67.9 52.9 72.4
k-medoids 41.7 69.5 49.3 77.7 15.7 15.9 37.6 38.8 35.9 52.4
GMM 67.7 83.0 78.9 92.7 21.5 20.6 56.2 68.6 53.9 73.2
Agglomerative 69.9 83.7 81.0 92.5 15.8 14.1 62.8 67.1 56.6 70.5
Spectral 68.2 83.3 76.3 90.9 17.6 15.2 61.5 67.0 56.6 71.4

Table 2: Average ACC, NMI, and dist for k-means and k-LLMmeans FS-multiple, evaluated on
three datasets using four different embedding models.

Dataset CLINC GoEmo Massive (D)
embedding/Method ACC NMI dist ACC NMI dist ACC NMI dist
DistilBERT

k-means 53.9 77.2 0.34 17.8 18.3 0.364 44.4 45.1 0.309
k-NLPmeans 52.9 77.3 0.353 18.5 18.2 0.365 44.7 45.3 0.311
k-LLMmeans 55.3 78.7 0.343 18.2 18.8 0.351 46.2 46.4 0.295

text-embedding-3-small
k-means 77.3 92.0 0.2 20.7 20.5 0.287 59.4 67.9 0.246
k-NLPmeans 80.0 92.9 0.173 22.3 20.2 0.29 63.3 70.0 0.227
k-LLMmeans 80.2 93.1 0.179 24.2 22.3 0.278 63.2 70.6 0.227

e5-large
k-means 73.8 90.8 0.131 22.8 22.8 0.176 58.4 63.7 0.138
k-NLPmeans 76.5 92.0 0.119 22.6 22.6 0.179 60.4 65.7 0.137
k-LLMmeans 77.2 92.5 0.119 24.2 24.3 0.168 62.3 65.9 0.133

S-BERT
k-means 76.9 91.0 0.215 13.7 13.3 0.355 58.2 64.6 0.271
k-NLPmeans 79.0 91.9 0.201 14.1 12.8 0.363 58.5 64.6 0.272
k-LLMmeans 79.7 92.5 0.198 14.7 13.9 0.346 59.7 65.6 0.254

methods. Across all tested embeddings, our approaches achieve higher average ACC and NMI
than k-means producing smaller average dist values. Interestingly k-LLMmeans stands as the best,
demonstrating that its LLM-guided centroid updates converge to solutions that are both more accu-
rate and more faithfully aligned with the underlying cluster structure.

Comparing our approaches with different LLMs and state-of-the-art LLM-based clustering
methods. Table 3 reports the number of LLM calls (prompts) and mean ACC/NMI for k-NLPmeans
(LSA-multiple) and k-LLMmeans (FS-multiple) on three benchmarks with e5-large embeddings.
For k-LLMmeans we vary the backbone generator—including GPT-3.5—and observe stable per-
formance across LLMs, indicating robustness to the specific model. By design, k-NLPmeans uses
zero LLM calls. For context, we also include results from Feng et al. (2024): ClusterLLM (fine-
tuned) and IDAS use GPT-3.5 with the same e5-large embeddings, while LLMEdgeRefine uses
the stronger Instructor embeddings (Jin et al., 2023). Our GPT-3.5 configuration of k-LLMmeans
achieves comparable, sometimes slightly lower ACC/NMI, but with much fewer LLM calls (inde-
pendent of dataset size) and no fine-tuning. k-NLPmeans trails k-LLMmeans slightly but remains
competitive without any LLM usage. Overall, our framework offers a favorable quality–cost trade-
off: k-NLPmeans for zero-inference-cost deployments, and k-LLMmeans for higher accuracy under
a small, fixed summarization budget.
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Table 3: Number of LLM calls (prompts), average ACC, and average NMI for k-LLMmeans FS-
multiple using various LLMs and e5-large embeddings, compared against other LLM-based text
clustering methods on three benchmark datasets.

Dataset/Method CLINC GoEmo Massive (D)
prompts ACC NMI prompts ACC NMI prompts ACC NMI

k-NLPmeans 0 76.5 92.0 0 22.6 22.6 0 60.4 65.7
k-LLMmeans

GPT-3.5-turbo 750 76.0 92.1 135 23.9 24.1 90 63.3 66.2
GPT-4o 750 77.2 92.5 135 24.2 24.3 90 62.3 65.9
Llama-3.3 750 77.2 92.3 135 23.8 23.1 90 62.0 66.3
DeepSeek-V3 750 69.7 90.8 135 22.8 22.7 90 62.6 66.3
Claude-3.7 750 76.9 92.5 135 24.2 23.7 90 61.8 66.0

ClusterLLM 1618 83.8 94.0 1618 26.8 23.9 1618 60.9 68.8
IDAS 4650 81.4 92.4 3011 30.6 25.6 2992 53.5 63.9
LLMEdgeRefine 1350 86.8 94.9 895 34.8 29.7 892 63.1 68.7

Table 4: Average ACC, and average NMI for four sequential mini-batch variants, k-means, mini-
batch k-means, sequential mini-batch k-means on the yearly StackExchange data.

Year/Method
2020 2021 2022 2023

(69147 posts) (54322 posts) (43521 posts) (38953 posts)
ACC NMI ACC NMI ACC NMI ACC NMI

mini-batch k-NLPmeans 68.0 79.5 67.9 78.5 69.0 78.9 71.6 78.8
mini-batch k-LLMmeans

multiple 72.5 80.9 73.6 80.5 74.4 80.5 73.4 80.3
FS + multiple 75.4 81.6 73.5 80.2 72.8 80.1 72.7 80.1

k-means 73.4 80.6 67.7 79.0 68.6 79.0 72.0 79.6
mini-batch k-means 67.0 78.2 67.7 77.4 67.5 77.6 67.2 77.0
seq. mini-batch k-means 67.0 76.6 66.7 75.2 65.6 75.6 65.8 74.8

Results with standard deviations are reported in Tables 5, 6, and 7 of Appendix B.1. We also assess
sensitivity to the instruction prompt I in k-LLMmeans and to parameter q in k-NLPmeans. As shown
in Table 9 (Appendix B.2), performance is generally stable across prompt choices and q values.

6 SEQUENTIAL (MINI-BATCH) EXPERIMENTS

We use yearly posts from 2020 to 2023 from 35 StackExchange sites (StackExchange, 2024). Each
post is accompanied by the site label (domain) and timestamp, making this dataset well-suited for
evaluating online or sequential clustering methods. We release this dataset alongside our submission
(see Appendix A.2 for details). For each yearly subset, we split the data into b = ⌈ n

10000⌉ equal-sized
batches D1, . . . , Db in chronological order, where n is the number of documents for that year. We
run the mini-batch k-LLMmeans algorithm in its four variants described in Section 5 (for practical
reasons we set m = 50 for the full cluster variant). We compare with three baselines: mini-batch k-
means with standard random sampling, sequential mini-batch k-means with b chronological batches,
and standard k-means on the full dataset. We use ground-truth clusters, text-embedding-3-small for
embeddings, GPT-4o for the summarization step, and five different seeds.

6.1 RESULTS WITH STREAMING DATA

Table 4 reports average ACC and NMI on the yearly StackExchange corpus, comparing mini-batch
k-NLPmeans (LSA-multiple) and mini-batch k-LLMmeans variants against standard k-means,
mini-batch k-means, and sequential mini-batch k-means. Mini-batch k-LLMmeans variants achieve
the highest ACC and NMI—consistently outperforming baselines, and even surpassing full-dataset
k-means. Despite operating in a streaming regime, our approach clusters the entire corpus of 205,943
posts using no more than 3,850 LLM calls, demonstrating a favorable accuracy-per-LLM-token
trade-off. The few-shot summarization design keeps prompts short, sidestepping context-window
limits while preserving cluster quality. Mini-batch k-NLPmeans also improves over all mini-batch
baselines, though it trails the k-LLMmeans variants—likely because its extractive summaries are
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How can we improve the robustness and accuracy of 
image classification and object detection models, 
such as CNNs, YOLO, and Mask R-CNN, against 
challenges like adversarial attacks, occlusion, and 
varying input scales, while also effectively utilizing 
additional data types and addressing issues like 
overfitting, segmentation, and bounding box 
precision?

How has artificial intelligence research evolved in 
various domains, such as board games, semantic 
networks, and computational theories, and what are 
the practical implications and challenges of 
implementing AI in areas like gaming, formal logic, 
and general intelligence?

How can I effectively utilize NLP techniques and 
models, such as Word2Vec, BERT, and Transformers, 
for various tasks like word embedding, sentiment 
analysis, text classification, and handling grammatical 
errors, while understanding the differences between 
these models and the role of preprocessing in 
improving their performance?

How can I effectively implement and optimize various 
deep learning techniques, such as transfer learning, 
object detection, and image preprocessing, for tasks 
like facial expression recognition, semantic 
segmentation, and anomaly detection, while 
addressing challenges like input size inconsistency, 
data augmentation, and model uncertainty?

How do current AI models and algorithms, 
particularly in the context of AGI and generative 
models like GANs, incorporate or benefit from the 
concept of flaws or limitations, and what 
philosophical or practical implications do these 
imperfections have for achieving human-level 
intelligence or solving complex problems?

How can we effectively evaluate and understand the 
contextual and semantic capabilities of models like 
BERT and GPT-3, considering their use of embeddings, 
self-attention mechanisms, and transfer learning, 
while also exploring alternative evaluation metrics 
beyond traditional ones like BLEU for tasks such as 
text generation and translation?

How can I effectively utilize AI techniques, such as 
convolutional neural networks (CNNs) and object 
detection models, for tasks involving image data, 
including detecting specific objects or features, 
handling imbalanced datasets, and improving model 
performance through techniques like transfer 
learning, data augmentation, and specialized loss 
functions?

How can different AI approaches, such as symbolic AI, 
neural networks, and hybrid systems, be effectively 
utilized or combined to achieve AGI, considering 
factors like computational efficiency, and the 
integration of various AI techniques, including 
knowledge engineering, neuro-symbolic methods, 
and reinforcement learning, while addressing 
challenges related to safety, scalability, and 
adaptability in diverse applications?

How can I effectively utilize pre-trained language 
models and NLP techniques to handle tasks such as 
text translation, entity recognition, and text 
classification, while addressing challenges like 
sequence length limitations, domain-specific 
vocabulary, and the need for accurate alignment 
between text and audio in multilingual contexts?

Image Model 
Optimization

AI evolution and 
challenges

Advanced NLP 
Techniques

First batch Second batch Third batchCluster description

Figure 2: Sequential evolution of the LLM-generated centroids for three primary clusters during the
three batches of the sequential mini-batch k-LLMmeans process applied to 2021 posts from the AI
Stack Exchange site (StackExchange, 2024). Main aspects are manually highlighted.

more sensitive to the noisiness and heterogeneity of community posts than LLM-generated cen-
troids. Overall, these results highlight that our interpretable, mini-batch formulation scales to long
sequential streams with strong accuracy and limited LLM usage.

Results with standard deviations are reported in Table 8 (Appendix B.1).

7 CASE STUDY

To demonstrate the interpretability of our method in capturing the evolution of clusters within se-
quential data, we present a case study using posts from the AI site in the 2021 Stack Exchange
dataset (StackExchange, 2024). We apply our mini-batch k-LLMmeans algorithm with three equal-
length batches and a total of ten clusters. We use the instruction “The following is a cluster of
questions from the AI community. Write a single question that represents the cluster”.

Interpretation. Our interpretable clustering enables temporal analysis of topic change, since each
centroid is a human-readable summary rather than a latent vector. Figure 2 shows this for three
major clusters: Image Model Optimization, AI Evolution and Challenges, and Advanced NLP Tech-
niques. Across 2021, these clusters drift from fundamentals toward integration-at-scale, mirroring
how tools, models, and deployment pressures matured. Image Model Optimization begins with ro-
bustness anxieties (adversaries, occlusion, scale) around mainstream detectors/segmenters, pivots
mid-year to “how do I implement this well?” (transfer learning, augmentation, preprocessing), and
ends with production hardening (class imbalance, specialized losses, edge efficiency) as strong pre-
trained models and libraries made setup routine and pushed bottlenecks to data and deployment
(Bochkovskiy et al., 2020; Kolesnikov et al., 2021). AI Evolution and Challenges moves from his-
torical “what is AI becoming?” to curiosity about large generative/multimodal systems—probably
sparked by public releases like CLIP/DALL·E and their failure modes—and finishes with system-
level synthesis (neuro-symbolic integration, RL control, compute efficiency, safety) as enterprise
adoption and policy attention grow (Radford et al., 2021; Ramesh et al., 2021; Nayak, 2021; Ope-
nAI, 2021; European Commission, 2021). Advanced NLP Techniques tracks the transformer boom:
early questions focus on which models and preprocessing to use; mid-year attention shifts to measur-
ing semantics beyond BLEU (e.g., BERTScore, BLEURT) as long-context and domain-shift issues
surface; late-year concerns are product-driven—sequence limits, domain vocab, multilingual/cross-
modal alignment—reflecting rapid uptake of pretrained encoders/decoders in industry (Brown et al.,
2020; Zhang et al., 2020b; Sellam et al., 2020; Xue et al., 2021). Practically, these trajectories can
power better post categorization, searchability, answer routing, and trend detection. More broadly,
they showcase how our mini-batch k-LLMmeans exposes readable centroids enabling end-to-end in-
terpretability for sequential text streams, letting practitioners track topic evolution, attribute causes,
and make transparent, timely decisions in dynamic corpora.
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8 RELATED WORK

Traditional clustering. Hierarchical methods (Johnson, 1967; Blashfield & Aldenderfer, 1978)
build tree-structured representations of nested document relationships. Density-based approaches
like DBSCAN (Ester et al., 1996) and graph-based methods detect clusters of arbitrary shapes, while
spectral clustering (Ng et al., 2001) leverages eigen-decomposition to uncover complex structures.
Model-based techniques—including Gaussian mixture models (Dempster et al., 1977) and recent
neural network frameworks (Zhou et al., 2019; Huang et al., 2014; Yang et al., 2016; Zhang et al.,
2021; Xie et al., 2016)—provide probabilistic clustering formulations. Additionally, topic modeling
methods, from probabilistic latent semantic analysis (Hofmann, 2001) to latent Dirichlet allocation
(Blei et al., 2003), capture word co-occurrence patterns and latent topics. BERTopic (Grootendorst,
2022) offers an embedding–reduction–density pipeline for interpretable topics, while DeepCluster
(Caron et al., 2018) uses clustering to iteratively train encoders in a self-supervised manner (orthog-
onal to our fixed-embedding setting). LLM-based clustering. Viswanathan et al. (2024) employ
LLMs to augment document representations, generate pseudo pairwise constraints, and post-correct
low-confidence assignments for query-efficient, few-shot semi-supervised clustering. Zhang et al.
(2023) propose ClusterLLM, which uses instruction-tuned LLMs via interactive triplet and pairwise
feedback to cost-effectively refine clustering granularity. Complementary approaches (Tipirneni
et al., 2024; Petukhova et al., 2025) show that context-derived representations capture subtle seman-
tic nuances beyond traditional embeddings. Wang et al. (2023) introduce a goal-driven, explainable
method that employs natural language descriptions to clarify cluster boundaries, while (De Raedt
et al., 2023) present IDAS for intent discovery using abstractive summarization. Feng et al. (2024)
propose LLMEdgeRefine an iterative mechanism that forms super-points to mitigate outliers and
reassign ambiguous edge points, resulting in clusters with higher coherence and robustness.

9 DISCUSSION

We presented k-NLPmeans and k-LLMmeans, which replace the numeric centroid in k-means with
textual summaries, yielding interpretable prototypes while preserving scalability. The LLM-free k-
NLPmeans achieves competitive accuracy with minimal additional complexity; k-LLMmeans aug-
ments clusters with LLM summaries under a fixed, iteration-bounded LLM budget, offering a favor-
able accuracy–efficiency trade-off without fine-tuning. A mini-batch extension enables streaming
operation. Overall, summary-as-centroid is a simple yet powerful and novel modification that uni-
fies interpretability and efficiency and broadens the applicability of k-means to modern text streams.
Beyond text, summary-as-centroid could be generalized by replacing numeric centroids with re-
embedded, domain-specific prototypes (e.g., image collages, synthetic utterances, DNA consensus
motifs, representative subgraphs), preserving interpretability without altering the clustering.

Limitations. Our k-LLMmeans relies on LLM-generated summaries; thus, biases or errors in the
underlying model can propagate to cluster prototypes and downstream analyses. Although sim-
ple instruction prompts are effective (Appendix B.2), prompt design can still influence outcomes.
The few-shot variant assumes that a small set of representative samples captures cluster struc-
ture—practical in many settings but potentially limiting for heterogeneous clusters. Regarding po-
tential pretraining exposure, note that the LLM in our pipeline is used solely to summarize texts
already assigned to each cluster; it does not inject external labels or unseen content, so any expo-
sure does not confer an unfair advantage. As indicated by suboptimal results on the StackExchange
dataset (Table 4), k-NLPmeans may benefit from applying text-cleaning preprocessing prior to use.

Cost. Our k-NLPmeans is LLM-free; runtime is dominated by standard k-means and a lightweight
summarization step. In contrast, k-LLMmeans incurs one LLM call per cluster per summarization
step. These calls are highly parallelizable, so wall-clock time is roughly the latency of a single LLM
call multiplied by the number of summarization steps. In practice, running any static dataset with
five summarization rounds using GPT-4o and text-embedding-3-small cost < $1 and completed in
≈ 1 minute on a single laptop without parallelization; for the Stack Overflow dataset, the end-to-
end run cost $2.5 and took ≈ 8 minutes under the same conditions. By comparison, competing
LLM-heavy approaches would require $18–$25 and > 40 minutes on identical hardware and API
settings. Thus, k-LLMmeans remains interpretable and cost-efficient among LLM-assisted methods,
while k-NLPmeans provides a strong, interpretable, zero-LLM alternative when budget or latency is
constrained.

9
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REPRODUCIBILITY STATEMENT

We release anonymized code to reproduce all results in this paper at https://anonymous.
4open.science/r/summaryCentroids-877C/ (see the README for instructions).
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Maarten De Raedt, Fréderic Godin, Thomas Demeester, and Chris Develder. Idas: Intent discovery
with abstractive summarization. arXiv preprint arXiv:2305.19783, 2023.

Scott Deerwester, Susan T Dumais, George W Furnas, Thomas K Landauer, and Richard Harshman.
Indexing by latent semantic analysis. Journal of the American society for information science, 41
(6):391–407, 1990.

Arthur P Dempster, Nan M Laird, and Donald B Rubin. Maximum likelihood from incomplete data
via the em algorithm. Journal of the royal statistical society: series B (methodological), 39(1):
1–22, 1977.

10

https://anonymous.4open.science/r/summaryCentroids-877C/
https://anonymous.4open.science/r/summaryCentroids-877C/
https://www.anthropic.com/news/claude-3-7-sonnet
https://www.anthropic.com/news/claude-3-7-sonnet
https://aclanthology.org/2020.nlp4convai-1.5/


540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

Dorottya Demszky, Dana Movshovitz-Attias, Jeongwoo Ko, Alan Cowen, Gaurav Nemade, and Su-
jith Ravi. GoEmotions: A dataset of fine-grained emotions. In Dan Jurafsky, Joyce Chai, Natalie
Schluter, and Joel Tetreault (eds.), Proceedings of the 58th Annual Meeting of the Association
for Computational Linguistics, pp. 4040–4054, Online, July 2020. Association for Computational
Linguistics. doi: 10.18653/v1/2020.acl-main.372. URL https://aclanthology.org/
2020.acl-main.372/.

Jacob Devlin. Bert: Pre-training of deep bidirectional transformers for language understanding.
arXiv preprint arXiv:1810.04805, 2018.

Martin Ester, Hans-Peter Kriegel, Jörg Sander, Xiaowei Xu, et al. A density-based algorithm for
discovering clusters in large spatial databases with noise. In kdd, volume 96, pp. 226–231, 1996.

European Commission. Proposal for a regulation laying down harmonised rules on artificial
intelligence (artificial intelligence act). COM(2021) 206 final, April 2021. URL https://
eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206.
Brussels, 21.4.2021.

Zijin Feng, Luyang Lin, Lingzhi Wang, Hong Cheng, and Kam-Fai Wong. Llmedgerefine: En-
hancing text clustering with llm-based boundary point refinement. In Proceedings of the 2024
Conference on Empirical Methods in Natural Language Processing, pp. 18455–18462, 2024.

Jack FitzGerald, Christopher Hench, Charith Peris, Scott Mackie, Kay Rottmann, Ana Sanchez,
Aaron Nash, Liam Urbach, Vishesh Kakarala, Richa Singh, Swetha Ranganath, Laurie Crist,
Misha Britan, Wouter Leeuwis, Gokhan Tur, and Prem Natarajan. MASSIVE: A 1M-example
multilingual natural language understanding dataset with 51 typologically-diverse languages. In
Anna Rogers, Jordan Boyd-Graber, and Naoaki Okazaki (eds.), Proceedings of the 61st Annual
Meeting of the Association for Computational Linguistics (Volume 1: Long Papers), pp. 4277–
4302, Toronto, Canada, July 2023. Association for Computational Linguistics. doi: 10.18653/v1/
2023.acl-long.235. URL https://aclanthology.org/2023.acl-long.235/.

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad
Al-Dahle, Aiesha Letman, Akhil Mathur, Alan Schelten, Alex Vaughan, et al. The llama 3 herd
of models. arXiv preprint arXiv:2407.21783, 2024.

Maarten Grootendorst. Bertopic: Neural topic modeling with a class-based tf-idf procedure. arXiv
preprint arXiv:2203.05794, 2022.

Thomas Hofmann. Unsupervised learning by probabilistic latent semantic analysis. Machine learn-
ing, 42:177–196, 2001.

Peihao Huang, Yan Huang, Wei Wang, and Liang Wang. Deep embedding network for clustering.
In 2014 22nd International conference on pattern recognition, pp. 1532–1537. IEEE, 2014.

Aaron Hurst, Adam Lerer, Adam P Goucher, Adam Perelman, Aditya Ramesh, Aidan Clark, AJ Os-
trow, Akila Welihinda, Alan Hayes, Alec Radford, et al. Gpt-4o system card. arXiv preprint
arXiv:2410.21276, 2024.

Anil K Jain and Richard C Dubes. Algorithms for clustering data. Prentice-Hall, Inc., 1988.

Mumin Jia and Jairo Diaz-Rodriguez. Dynamics of” spontaneous” topic changes in next token
prediction with self-attention. arXiv preprint arXiv:2501.06382, 2025.

Zhuoran Jin, Pengfei Cao, Yubo Chen, Kang Liu, and Jun Zhao. Instructor: Instructing unsupervised
conversational dense retrieval with large language models. In Findings of the Association for
Computational Linguistics: EMNLP 2023, pp. 6649–6675, 2023.

Stephen C Johnson. Hierarchical clustering schemes. Psychometrika, 32(3):241–254, 1967.

Leonard Kaufman and Peter J. Rousseeuw. Partitioning Around Medoids (Program PAM), pp. 68–
125. John Wiley & Sons, Inc., 2008. ISBN 9780470316801. doi: 10.1002/9780470316801.ch2.
URL http://dx.doi.org/10.1002/9780470316801.ch2.

11

https://aclanthology.org/2020.acl-main.372/
https://aclanthology.org/2020.acl-main.372/
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX%3A52021PC0206
https://aclanthology.org/2023.acl-long.235/
http://dx.doi.org/10.1002/9780470316801.ch2


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Alexander Kolesnikov, Alexey Dosovitskiy, Dirk Weissenborn, Georg Heigold, Jakob Uszkoreit,
Lucas Beyer, Matthias Minderer, Mostafa Dehghani, Neil Houlsby, Sylvain Gelly, Thomas Un-
terthiner, and Xiaohua Zhai. An image is worth 16x16 words: Transformers for image recognition
at scale. In International Conference in Learning Representations ICLR, 2021.

Stefan Larson, Anish Mahendran, Joseph J. Peper, Christopher Clarke, Andrew Lee, Parker Hill,
Jonathan K. Kummerfeld, Kevin Leach, Michael A. Laurenzano, Lingjia Tang, and Jason Mars.
An evaluation dataset for intent classification and out-of-scope prediction. In Kentaro Inui, Jing
Jiang, Vincent Ng, and Xiaojun Wan (eds.), Proceedings of the 2019 Conference on Empir-
ical Methods in Natural Language Processing and the 9th International Joint Conference on
Natural Language Processing (EMNLP-IJCNLP), pp. 1311–1316, Hong Kong, China, Novem-
ber 2019. Association for Computational Linguistics. doi: 10.18653/v1/D19-1131. URL
https://aclanthology.org/D19-1131/.

Aixin Liu, Bei Feng, Bing Xue, Bingxuan Wang, Bochao Wu, Chengda Lu, Chenggang Zhao,
Chengqi Deng, Chenyu Zhang, Chong Ruan, et al. Deepseek-v3 technical report. arXiv preprint
arXiv:2412.19437, 2024.

Stuart Lloyd. Least squares quantization in pcm. IEEE transactions on information theory, 28(2):
129–137, 1982.

J MacQueen. Some methods for classification and analysis of multivariate observations. In Pro-
ceedings of 5-th Berkeley Symposium on Mathematical Statistics and Probability/University of
California Press, 1967.

Rada Mihalcea and Paul Tarau. Textrank: Bringing order into text. In Proceedings of the 2004
conference on empirical methods in natural language processing, pp. 404–411, 2004.

Tomas Mikolov. Efficient estimation of word representations in vector space. arXiv preprint
arXiv:1301.3781, 3781, 2013.

Nishanth Nakshatri, Siyi Liu, Sihao Chen, Dan Roth, Dan Goldwasser, and Daniel Hopkins. Us-
ing llm for improving key event discovery: Temporal-guided news stream clustering with event
summaries. In Findings of the Association for Computational Linguistics: EMNLP 2023, pp.
4162–4173, 2023.

Pandu Nayak. Mum: A new ai milestone for understanding information, May 2021. URL https:
//blog.google/products/search/introducing-mum/.

Andrew Ng, Michael Jordan, and Yair Weiss. On spectral clustering: Analysis and an algorithm.
Advances in neural information processing systems, 14, 2001.

OpenAI. Clip: Connecting text and images; and dall·e: Creating images from text, January 2021.
URL https://openai.com/index/clip/. See also: https://openai.com/index/dall-e/.

OpenAI. text-embedding-3-small. https://platform.openai.com/, 2023. Accessed:
2025-02-01.

OpenAI. Gpt-3.5 turbo. https://platform.openai.com/docs/models/
gpt-3-5-turbo, 2023. Accessed: 2025-05-09.

Carlos Ordonez. Clustering binary data streams with k-means. In Proceedings of the 8th ACM
SIGMOD workshop on Research issues in data mining and knowledge discovery, pp. 12–19,
2003.

Jeffrey Pennington, Richard Socher, and Christopher D Manning. Glove: Global vectors for word
representation. In Proceedings of the 2014 conference on empirical methods in natural language
processing (EMNLP), pp. 1532–1543, 2014.

Alina Petukhova, João P. Matos-Carvalho, and Nuno Fachada. Text clustering with large language
model embeddings. International Journal of Cognitive Computing in Engineering, 6:100–108,
2025. ISSN 2666-3074. doi: https://doi.org/10.1016/j.ijcce.2024.11.004. URL https://www.
sciencedirect.com/science/article/pii/S2666307424000482.

12

https://aclanthology.org/D19-1131/
https://blog.google/products/search/introducing-mum/
https://blog.google/products/search/introducing-mum/
https://openai.com/index/clip/
https://platform.openai.com/
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://platform.openai.com/docs/models/gpt-3-5-turbo
https://www.sciencedirect.com/science/article/pii/S2666307424000482
https://www.sciencedirect.com/science/article/pii/S2666307424000482


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

Dragomir R Radev, Hongyan Jing, Małgorzata Styś, and Daniel Tam. Centroid-based summarization
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A DATASETS

A.1 NON-STREAMING DATASETS

We evaluate our clustering approach on four benchmark datasets. Bank77 (Casanueva et al., 2020):
Consists of 3,080 customer queries related to banking services, categorized into 77 distinct intents.
CLINC (Larson et al., 2019): A diverse set of 4,500 queries spanning 150 intent classes across
multiple domains, designed for open-domain intent classification. GoEmo (Demszky et al., 2020):
Contains 2,984 social media posts annotated with 27 fine-grained emotion categories. We removed
the neutral expressions to address data imbalance and retained only entries with a single, unique
emotion. MASSIVE (FitzGerald et al., 2023): Comprises 2,974 English-language virtual assistant
utterances grouped into 18 domains and 59 intent categories.

These datasets provide a robust evaluation setting for text clustering across different domains and
classification granularities.
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Table 5: Average ACC and NMI for four k-LLMmeans variants using GPT-4o, compared against
traditional baselines, with text-embedding-3-small embeddings, evaluated on benchmark datasets.
Standard deviations of ACC and NMI in parenthesis

Dataset/Method BANK77 CLINC GoEmo Massive (D) Massive (I)
ACC NMI ACC NMI ACC NMI ACC NMI ACC NMI

k-NLPmeans
TextRank-single 66.4 83.6 78.7 92.4 21.5 20.9 60.6 68.9 53.0 72.5

(0.94) (0.47) (1.56) (0.41) (0.63) (0.29) (3.47) (1.27) (1.8) (0.71)
TextRank-multiple 66.8 83.9 79.6 92.8 21.6 21.0 60.5 69.3 53.7 72.8

(0.94) (0.45) (1.51) (0.45) (1.29) (0.65) (3.66) (1.22) (1.65) (0.58)
Centroid-single 67.2 84.0 78.5 92.2 22.1 21.2 60.9 68.3 53.5 73.0

(0.81) (0.39) (1.68) (0.37) (0.6) (0.41) (3.02) (0.91) (2.07) (1.13)
Centroid-multiple 67.5 84.0 79.0 92.4 21.4 21.1 60.8 69.1 54.3 73.5

(0.57) (0.3) (1.95) (0.46) (0.87) (0.12) (2.72) (1.09) (1.72) (0.84)
LSA-single 66.7 83.7 78.8 92.5 21.9 20.5 61.2 68.7 54.1 73.0

(0.99) (0.47) (2.07) (0.63) (1.11) (0.87) (2.66) (1.03) (1.86) (0.91)
LSA-multiple 67.1 84.0 80.2 92.9 22.3 20.2 63.3 70.0 55.3 73.4

(0.98) (0.42) (0.98) (0.41) (0.85) (0.56) (3.06) (1.02) (1.32) (0.72)
k-LLMmeans

single 67.1 83.6 78.1 92.5 24.0 22.3 61.1 69.6 54.0 73.0
(1.22) (0.46) (1.67) (0.47) (1.35) (0.57) (3.39) (1.6) (1.51) (0.58)

multiple 66.7 83.6 79.1 92.8 24.1 22.1 60.6 69.5 55.8 73.5
(0.78) (0.2) (1.68) (0.48) (1.33) (0.65) (2.82) (1.66) (1.4) (0.76)

FS-single 67.5 83.8 79.2 92.8 23.0 21.9 60.8 69.4 55.3 73.6
(1.07) (0.36) (1.73) (0.43) (0.94) (0.64) (3.21) (1.09) (1.76) (0.77)

FS-multiple 67.9 84.1 80.2 93.1 24.2 22.3 63.2 70.6 56.7 73.9
(1.55) (0.41) (1.52) (0.32) (1.16) (0.67) (2.84) (1.38) (1.32) (0.7)

k-means 66.2 83.0 77.3 92.0 20.7 20.5 59.4 67.9 52.9 72.4
(1.82) (0.56) (1.83) (0.35) (1.0) (0.67) (4.03) (1.67) (1.07) (0.54)

k-medoids 41.7 69.5 49.3 77.7 15.7 15.9 37.6 38.8 35.9 52.4
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)

GMM 67.7 83.0 78.9 92.7 21.5 20.6 56.2 68.6 53.9 73.2
(1.78) (0.54) (1.18) (0.22) (0.82) (0.47) (2.88) (1.01) (1.91) (0.80)

Agglomerative 69.9 83.7 81.0 92.5 15.8 14.1 62.8 67.1 56.6 70.5
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0) (0.0)

Spectral 68.2 83.3 76.3 90.9 17.6 15.2 61.5 67.0 56.6 71.4
(0.56) (0.38) (0.401) (0.14) (0.32) (0.32) (0.02) (0.02) (0.84) (0.23)

A.2 NEW COMPILED DATASET FOR TESTING TEXT-STREAMING CLUSTERING ALGORITHMS

We extract and unify a challenging data stream comprising unique archive posts collected from 84
Stack Exchange sites (StackExchange, 2024). Each post is accompanied by the site label (domain)
and timestamp, making this dataset well-suited for evaluating online or sequential clustering meth-
ods. Our raw dataset spans 84 domains, each containing at least 20 posts per year from 2018 to 2023
(with post lengths ranging from 20 to 1000 characters), totaling 499,359 posts. For our experiments,
we focus on posts from 2020 to 2023 and further filter out labels that do not exceed 500 posts in
2023. The resulting subset comprises 35 distinct groups and 69,147 posts. Both the raw and clean
data are provided with this paper. Stack Exchange content is licensed under the Creative Commons
Attribution-ShareAlike 4.0 International (CC BY-SA 4.0) license.

B SUPPLEMENTARY RESULTS

B.1 MAIN RESULTS WITH STANDARD DEVIATIONS

In Tables 5, 6, 7 and 4 we report the same results as in Tables 1, 2, 3 and 8 including standard
deviations.
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Table 6: Average ACC, NMI, and dist for k-means and k-LLMmeans FS-multiple, evaluated on
three datasets using four different embedding models. Standard deviations of ACC, NMI and dist
in parenthesis.

Dataset CLINC GoEmo Massive (D)
embedding/Method ACC NMI dist ACC NMI dist ACC NMI dist
DistilBERT

k-means 53.9 77.2 0.34 17.8 18.3 0.364 44.4 45.1 0.309
(0.96) (0.49) (0.007) (0.86) (0.67) (0.005) (1.53) (0.99) (0.021)

k-NLPmeans 52.9 77.3 0.353 18.5 18.2 0.365 44.7 45.3 0.311
(0.25) (0.22) (0.003) (0.58) (0.38) (0.004) (2.44) (1.22) (0.02)

k-LLMmeans 55.3 78.7 0.343 18.2 18.8 0.351 46.2 46.4 0.295
(1.1) (0.53) (0.009) (0.52) (0.73) (0.004) (1.35) (1.12) (0.015)

text-embedding-3-small
k-means 77.3 92.0 0.2 20.7 20.5 0.287 59.4 67.9 0.246

(1.83) (0.35) (0.014) (1.0) (0.67) (0.005) (4.03) (1.67) (0.015)
k-NLPmeans 80.2 92.9 0.173 22.3 20.2 0.29 63.3 70.0 0.227

(0.98) (0.41) (0.006) (0.85) (0.56) (0.007) (3.06) (1.02) (0.018)
k-LLMmeans 80.2 93.1 0.179 24.2 22.3 0.278 63.2 70.6 0.227

(1.52) (0.32) (0.015) (1.16) (0.67) (0.011) (2.84) (1.38) (0.022)
e5-large

k-means 73.8 90.8 0.131 22.8 22.8 0.176 58.4 63.7 0.138
(2.34) (0.74) (0.01) (0.92) (0.73) (0.003) (3.89) (1.75) (0.02)

k-NLPmeans 76.5 92.0 0.119 22.6 22.6 0.179 60.4 65.7 0.137
(1.76) (0.58) (0.009) (0.7) (0.32) (0.003) (3.2) (1.79) (0.008)

k-LLMmeans 77.2 92.5 0.119 24.2 24.3 0.168 62.3 65.9 0.133
(1.6) (0.4) (0.007) (0.76) (0.7) (0.003) (1.36) (0.78) (0.007)

S-BERT
k-means 76.9 91.0 0.215 13.7 13.3 0.355 58.2 64.6 0.271

(1.63) (0.5) (0.013) (0.62) (0.57) (0.005) (2.03) (1.09) (0.023)
k-NLPmeans 79.0 91.9 0.201 14.1 12.8 0.363 58.5 64.6 0.272

(1.65) (0.31) (0.017) (0.3) (0.29) (0.003) (2.24) (1.29) (0.022)
k-LLMmeans 79.7 92.5 0.198 14.7 13.9 0.346 59.7 65.6 0.254

(0.73) (0.25) (0.008) (0.55) (0.5) (0.004) (2.54) (0.79) (0.019)

Table 7: Number of LLM calls (prompts), average ACC, and average NMI for k-LLMmeans FS-
multiple using various LLMs and e5-large embeddings, compared against other LLM-based text
clustering methods on three benchmark datasets. Standard deviations of ACC and NMI in parenthe-
sis (not available for baseline LLM-based methods).

Dataset/Method CLINC GoEmo Massive (D)
prompts ACC NMI prompts ACC NMI prompts ACC NMI

k-NLPmeans 0 76.5 92.0 0 22.6 22.6 0 60.4 65.7
(0.02) (0.01) (0.01) (0.0) (0.03) (0.02)

k-LLMmeans
GPT-3.5 750 76.0 92.1 135 23.9 24.1 90 63.3 66.2

(1.16) (0.28) (0.65) (0.39) (1.47) (0.62)
GPT-4o 750 77.2 92.5 135 24.2 24.3 90 62.3 65.9

(1.6) (0.4) (0.76) (0.7) (1.36) (0.78)
Llama-3.3 750 77.2 92.3 135 23.8 23.1 90 62.0 66.3

(1.6) (0.44) (0.66) (0.62) (2.97) (1.56)
DeepSeek-V3 750 69.7 90.8 135 22.8 22.7 90 62.6 66.3

(1.02) (0.29) (1.68) (0.88) (2.24) (0.71)
Claude-3.7 750 76.9 92.5 135 24.2 23.7 90 61.8 66.0

(1.83) (0.52) (1.0) (0.65) (4.83) (1.99)
ClusterLLM 1618 83.8 94.0 1618 26.8 23.9 1618 60.9 68.8
IDAS 4650 81.4 92.4 3011 30.6 25.6 2992 53.5 63.9
LLMEdgeRefine 1350 86.8 94.9 895 34.8 29.7 892 63.05 68.67
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Table 8: Average ACC, and average NMI for four sequential mini-batch variants, k-means, mini-
batch k-means, sequential mini-batch k-means on the yearly StackExchange data. Standard devia-
tions of ACC and NMI in parenthesis.

Year/Method
2020 2021 2022 2023

(69147 posts) (54322 posts) (43521 posts) (38953 posts)
ACC NMI ACC NMI ACC NMI ACC NMI

mini-batch k-NLPmeans 68.0 79.5 67.9 78.5 69.0 78.9 71.6 78.8
(3.09) (0.61) (2.5) (0.27) (4.15) (0.71) (2.74) (0.43)

mini-batch k-LLMmeans
multiple 72.5 80.9 73.6 80.5 74.4 80.5 73.4 80.3

(3.02) (0.65) (2.18) (0.46) (2.48) (0.87) (2.24) (0.81)
FS + multiple 75.4 81.6 73.5 80.2 72.8 80.1 72.7 80.1

(2.02) (0.48) (2.39) (0.7) (2.28) (0.91) (1.38) (0.45)
k-means 73.4 80.6 67.7 79.0 68.6 79.0 72.0 79.6

(3.79) (0.75) (2.8) (0.25) (4.03) (0.69) (3.79) (0.56)
mini-batch k-means 67.0 78.2 67.7 77.4 67.5 77.6 67.2 77.0

(2.09) (0.9) (2.12) (0.84) (4.02) (0.98) (2.76) (0.97)
seq. mini-batch k-means 67.0 76.6 66.7 75.2 65.6 75.6 65.8 74.8

(2.39) (0.57) (4.61) (1.54) (1.23) (0.78) (2.55) (0.9)

Table 9: Average ACC, and average NMI for multiple instruction prompts I for k-LLMmeans; and
multiple values of q for k-NLPmeans on BANK77. Standard deviations in parenthesis.

ACC NMI
k-LLMmeans (Prompt I)

The following is a cluster of online banking queries.
Write a text that summarizes the following cluster: 67.5 83.8

(1.07) (0.36)
The following is a cluster of texts.

Write a text that summarizes the following cluster: 66.3 83.6
(0.2) (0.3)

Write a query that summarizes the following online banking queries: 67.4 83.8
(0.7) (0.3)

Write a text that summarizes the following texts: 66.9 83.7
(0.6) (0.2)

Summarize the following list of online banking queries: 67.0 83.7
(0.4) (0.1)

Summarize the following list of texts: 66.4 83.8
(0.6) (0.1)

k-NLPmeans (q)
3 66.7 84.0

(1.8) (0.8)
5 66.4 83.8

(0.5) (0.3)
10 66.6 83.8

(0.7) (0.4)
15 66.4 83.7

(0.6) (0.3)

B.2 ADDITIONAL EXPERIMENTS

We evaluated the sensitivity of k-LLMmeans to the instruction prompt I on BANK77 by testing five
prompt variants using k-LLMmeans (FS-single) with text-embedding-3-small and GPT-4o. We also
examined the effect of the parameter q on the same dataset and embeddings. As shown in Table 9,
performance remains remarkably stable across prompt choices and q settings, indicating that the
methods are insensitive to these hyperparameters.
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C ALGORITHMS

This section includes Algorithm 1 (k-NLPmeans / k-LLMmeans) and Algorithm 2 (mini batch ver-
sion).

Algorithm 1: k-NLPmeans / k-LLMmeans
input: D = {d1, . . . , dn}, k, I,m, l, T
for i← 1 to n do

xi = Embedding(di);
end
for t← 1 to T do

if t = 1 then
// Initialize using k-means++
{µ1, . . . ,µk} ← k-means++({d1, . . . , dn}, k);

end
else if t mod l = 0 then

// Summarization step every l iterations
for j ← 1 to k do

µj ← Embedding
(
jth cluster summary

)
;

end
end
else

// k-means step
for j ← 1 to k do

µj ← 1
|Cj |

∑
i∈[Cj ]

xi;
end

end
for j ← 1 to k do

Cj = {};
end
for i← 1 to n do

j∗ ← argminj∈{1,...,k} d(xi,µj);
// Assign xi to cluster Cj∗

Cj∗ ← Cj∗ ∪ {xi};
end

end
return {µ1, . . . ,µk}, {s1, . . . , sk}

1Here k-NLPMmeans/k-LLMmeans is initialized with the final centroids of the previous batch
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Algorithm 2: Mini-batch k-NLPmeans / k-LLMmeans
input: {D1, · · · , Db}, k, I,m, l, T // b batches of documents
for j ← 1 to k do

Cj = {};
end
{µ1, . . . ,µk} ← {0, . . . ,0};
for i← 1 to b do

// Compute k-NLPmeans / k-LLMmeans with documents in batch1

{µ∗
1, . . . ,µ

∗
k}, {C∗

1 , . . . , C
∗
k}, Sb ←

k-NLPmeans(Di, k, I,m, l, T ) or k-LLMmeans(Di, k, I,m, l, T );
// Update centroids proportional to cluster and batch sizes
for j ← 1 to k do

η ← |C∗
j |

|Cj |+|C∗
j |

;

µj ← µj(1− η) + ηµ∗
j ;

end
end
return {µ1, . . . ,µk}, {S1, . . . , Sb}
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