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Abstract

Deep networks on 3D point clouds have achieved remarkable success in 3D classi-
fication, while they are vulnerable to geometry variations caused by inconsistent
data acquisition procedures. This results in a challenging 3D domain generalization
(3DDG) problem, that is to generalize a model trained on source domain to an
unseen target domain. Based on the observation that local geometric structures
are more generalizable than the whole shape, we propose to reduce the geome-
try shift by a generalizable part-based feature representation and design a novel
part-based domain generalization network (PDG) for 3D point cloud classification.
Specifically, we build a part-template feature space shared by source and target
domains. Shapes from distinct domains are first organized to part-level features
and then represented by part-template features. The transformed part-level features,
dubbed aligned part-based representations, are then aggregated by a part-based
feature aggregation module. To improve the robustness of the part-based represen-
tations, we further propose a contrastive learning framework upon part-based shape
representation. Experiments and ablation studies on 3DDA and 3DDG bench-
marks justify the efficacy of the proposed approach for domain generalization,
compared with the previous state-of-the-art methods. Our code will be available on
http://github.com/weixmath/PDG.

1 Introduction

The 3D shape understanding and reasoning play a critical role in wide applications such as automatic
drive, archaeology, virtual reality / augmented reality, etc. Point cloud is a popular representation of
3D shape attributed to its simpleness and effectiveness. Recently, with the thriving of deep learning,
numerous deep architectures [1–10] have been proposed for 3D point cloud analysis. Although these
methods have achieved impressive results on the 3D shape classification task, all of them strongly
rely on the i.i.d assumption on the source and target data but ignore the out-of-distribution situation
in real-world practice. For example, the performance of these methods drops dramatically when
trained on CAD datasets [11, 12] and tested on real scanned datasets [13, 14]. Therefore, it is crucial
and valuable to investigate how to learn a 3D classification model that generalizes well on a related
test domain with domain shift to the training domain [15]. Domain shift refers to the existence of
significant divergence between the distributions of the training and test datasets [15]. The domain
shift may degrade the performance of network trained on a training dataset when generalizing to the
test dataset. Domain generalization methods for improving domain robustness of deep network have
been extensively investigated for 2D images [16–21]. However, little work [22, 23] addresses the
domain generalization (DG) problem for point cloud deep networks. For point clouds, the major
cause of domain shift is the geometry variations generated by inconsistent data collection processes,
e.g., the realistic sensor noises, the non-uniform density of point clouds, and self-occlusion. These
domain shifts specific for 3D point clouds hinder the idea that directly adopts 2D image-oriented
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DG methods to point clouds, and this inspires us to design a 3D domain generalization model for
addressing the domain shifts of point clouds.

Part-template spaceSource data Target data

Figure 1: The 3D point clouds in source domain (i.e., source
data on the left) and target domain (i.e., target data having
missing points on the right) can be both recognized as “chair”
because they can be represented by the shared parts in the
part-template space of “chair” category.

To improve the model robustness to
geometry variations, a straightforward
way is to simulate geometry shift dur-
ing training. MetaSets [22] designs
three point transformation tasks of sim-
ulating occlusions, missing parts and
changes in scanning density, which
have been proven to be effective as data
augmentations. They further learn fea-
ture representations by meta-learning
using these tasks. Instead of improv-
ing model’s generalization ability using
globally pooled point cloud features, in
this paper, we tackle the domain gener-
alization problem for 3D point clouds
based on our observation that the local
geometric structures of point clouds are more likely to be shared across distinct domains, therefore
being more generalizable to the geometry variations.

Parsing objects into parts is crucial for humans to understand the world. For the task of object
recognition, the visual system of people decomposes shapes into parts and recognizes objects based
on the description and spatial relations of parts [24]. It is hard for machines to understand the chair
on the right of Figure 1 when it overfits on a set of chairs similar to the left one in Figure 1. However,
humans can easily interpret them by decomposing two chairs and inferring their labels from some
similar parts (e.g., legs and a plain), even when having broken parts of the right chair in Figure 1.
This motivation seems to be intuitive, and we will provide more experimental evidence in Sect. 2.
Based on this observation, we are interested in learning generalizable representation of 3D point
clouds at the part-level instead of the global shape-level.

Along this idea, in this work, we propose a novel part-based domain generalization network for
3D point cloud classification. We build a part-template feature space that is shared to source and
target domains. Shapes from distinct domains are first organized as part-level features and then
aligned to part-template features by a cross attention mechanism. Aligned part-based features are then
aggregated by a part-based feature aggregation module for each point cloud. To improve the robustness
of part-based representation, we further propose a contrastive learning framework to enforce that the
feature representations of a point cloud under different transformations are consistent in part-level
and shape-level. Extensive experiments conducted on 3DDA [25] and 3DDG [22] benchmarks
demonstrate the effectiveness of our approach, and our method outperforms the compared methods
by a notable margin.

Our contribution can be summarized in three-fold. First, we empirically observe that the geometry
shift induced domain gap of point clouds could be reduced by part-level representation, thus we
propose to learn part-based 3D feature representation to improve the generalization ability of point
cloud classification models. Second, we propose a novel part-based domain generalization network for
3D point cloud classification. A contrastive learning framework upon part-based shape representation
is further designed to improve the robustness of learned representations. Third, our method achieves
the best performance by comparisons on 3D benchmarks for domain generalization.

2 Reducing Geometry Shift by Part-based Feature Representation

Problem definition. Let X and Y be input and label spaces. A domain is defined by (D; gD) where
D is a probability distribution on X and gD : X ! Y is a function mapping input to its ground-truth
label. The objective of domain generalization is to train a classifier F on the source domain DS
that predicts well on target domain DT when the target samples are not available during training. In
general, we assume the label space is shared by source and target domains.

In 3D domain generalization, the input is a point cloud P 2 RN�3, where N is the number of points.
We consider a point cloud classification model F composed of a feature extractor f� : P ! Z
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Figure 2: (a)A -distance between source and target domain features (shape-level, 512-points-part-
level, 256-points-part-level) for each class. (b) Discrimination ability of shape-level features and
part-level features measured by classi�cation accuracy on source and target domains.

and a classi�erC : F ! RC , whereZ 2 RN � d denotes point-wise features,F 2 Rd is a
global representation ofP, andC is the number of classes. The �nal prediction is given byŷ =
softmax(C (pooling(f � (P)))) , where the pooling operation is determined byF . The parameters
(�;  ) are optimized using the cross entropy lossL (y; ŷ) = �

P C
i =1 yi � log(ŷi ). Directly minimizing

the cross entropy lossL will produce a discriminative network in the source domain, however, it may
over�t the source domain and degeneralize on the target domain.

Comparison of generalization and discrimination abilities of shape-level and part-level features.
To understand a shape, people may process it in various granularities. The �ne-grained parts represent
local geometric structures while coarsen parts contain more global semantic information. Thus global
shape-level features may be more discriminative than part-level features. However, this advantage
drops sharply when encountering a large distribution discrepancy between training and test domains
for shape-level features. On the contrary, part-level features encode the local geometric structures
which are shared across different shapes in distinct distributions, while they are short of semantic
information. We next experimentally verify the above analysis. We useA-distance as a measure to
evaluate distribution discrepancy [26, 27]. It is de�ned asdistA = 2(1 � 2� ), where� is the test error
of a classi�er trained to discriminate the source and the target domain data. We train a PointNet [5] on
source domainsM (ModelNet dataset [12]) and test on target domainSO (ScanObjectNN [14]). We
�rst get point-wise featuresZ 2 RN � d for each shape that hasN points. Then point-wise features
are max-pooled on all points to produce a global shape-level featureZ s. We also split each shape
into some overlapped parts in distinct scales,i.e., 16 parts (256 points in each part) and 8 parts (512
points in each part) and max-pooled on each part to get part-level featuresf Z sp

i g16
i =1 andf Z lp

i g8
i =1 .

Figure 2 (a) shows theA-distance on each class ofM ! SO with shape-level featuresZ s and
part-level featuresf Z sp

i g16
i =1 andf Z lp

i g8
i =1 . We observe thatdistA of part-level features is smaller

thandistA of shape-level features anddistA decreases as the size of parts becomes smaller, indicating
that part-level features are able to better reduce domain gap. We also train a linear SVM on source
domain training data and test on source domain test data and target domain test data to evaluate
the discrimination abilities. For part-level features, the prediction of a shape is by voting on the
predictions of parts. As shown in Figure 2 (b), the discrimination abilities of features are weakened
when the scale decreases. Though part-level features could reduce the geometry shift between source
and target domains, aggregating them simply by voting could not improve the discrimination ability.

Based on the above observations, we are inspired to represent a point cloud by part-level features
to reduce the domain discrepancy. We build a part-template feature space that is shared with
source and target domains. Part-level features in distinct domains are aligned to the part-template
features, resulting in part-based feature representations with better generalization. To improve the
discrimination of the part-level features, the features of parts are fused with a part-based feature
aggregation module to achieve a global representation for each point cloud.

3 Learning Part-based Representation of Point Clouds

We �rst introduce our proposed part-based representation of point clouds, taken as the main operation
of our part-based domain generalization network for 3D point cloud classi�cation presented in Sect. 4.
The major objective of this representation is to transform part-level features of shapes in distinct
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Figure 3: Illustration of our part-based feature representation for point clouds. Given a point cloud
P 2 RN � 3 from source or target domain, it is �rst processed by feature encoder and organized to
part-level featuresZQ = f ZQ i g

M
i =1 2 RM � d. Then part-level features are transformed to aligned

part-based featuresFQ = f FQ i g
M
i =1 by aligning them to part-template featuresH = f H i g

N H
i =1 . Then

they are aggregated to a global representationF by the part-based feature aggregation module.

domains into a common space,i.e., part-template feature space. All these part-level features are
aligned to a set of learnable part-template features in the part-template feature space. The transformed
features are dubbed as the aligned part-based representations of point clouds.

As shown in Fig 3, taking two point clouds from source and target domains, they are �rst organized to
part-level features, and then transformed to aligned part-based representations in part-template feature
space by cross-attention. In order to aggregate the aligned part-based representations to a global
representation, we further propose a part-based feature aggregation module to aggregate features
according to their importance.

3.1 From point clouds to part-level features

Given a point cloudP = f x1; x2; :::; xN g 2 RN � 3, point-wise featuresZ = f z1; z2; :::; zN g 2
RN � d are �rst extracted by a feature extractorf � , i.e., Z = f � (P; � f ). We represent a point cloud by
a union ofM overlapped partsP = Q1 [ Q2 [ :::[ QM , where each partQi = f x i 1; :::; x ik g 2 Rk � 3

is de�ned as a center pointx i 1 with its k nearest neighbor pointsf x i 1; :::; x ik g. We use farthest point
sampling (FPS) to sampleM center points for constructingM parts since FPS has better coverage of
the entire point cloud. For each partQi , corresponding part-level featureZQ i 2 Rd is derived by
maxpooling on point-wise features of partQi :

ZQ i = maxpoolingf zi 1; :::; zik g: (1)

3.2 Representing part-level features using part-template features

As discussed in Sect. 2, part-level features re�ect the local geometric structures of 3D shapes, which
could reduce geometry shifts more effectively. Thus we are inspired to use this general information to
improve the generalization ability of the classi�cation model. Given part-level features in the source
domain, part-level geometry priors, modeled as part-template features, are extracted from the source
domain and provide references for the target domain. Speci�cally, we could construct a part-template
spaceH , whereH = f H i g

N H
i =1 2 RN H � d is a set of part-template features.H serves as a basis set

and each basis vector could encode a local geometric prior. Our proposed part-template features are
similar to the dictionary of local geometric priors and each input part-level feature is represented
as a combination of them. A common choice to get a dictionary is to apply k-means clustering on
part-level features of the entire training data in each training step. However, the dictionary computed
by k-means can only re�ect local geometric prior in the current step. Instead, we propose to use
a set of learnable part-template features to represent various shapes in the whole training process,
which can be updated automatically by gradient propagation. Leveraging this simple yet effective
representation, we could capture rich part-level geometry priors.
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