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ABSTRACT

Current safety training methods for large language models rely on extensive
datasets of harmful prompts paired with refusal responses, requiring many thou-
sands of examples to achieve robustness against adversarial attacks. However,
these approaches suffer from poor generalization to novel attack vectors and re-
quire substantial computational resources. We propose Latent Personality Align-
ment (LPA), a data-efficient alternative that trains models to embody beneficial
personality traits rather than memorizing specific refusal patterns. Using fewer
than 100 abstract personality statements, LPA guides models toward positive traits
through latent adversarial training. Our approach achieves comparable safety
performance to methods trained on hundreds of thousands of harmful examples
while maintaining superior utility on benign tasks. These results suggest that
personality-based alignment offers a more principled and scalable approach to
harmlessness training than current methods.

1 INTRODUCTION

Harmlessness safety training of large language models (LLMs) is a fundamental challenge in near-
term Al safety. A natural alignment method, first explored by Anthropic in Constitutional Al (Bai
et al., 2022), is based on specifying abstract principles, from which models can determine which
behaviors are appropriate. Variations on this idea are used in modern frontier lab safety specifica-
tions (Guan et al., [2024; Sharma et al} |2025). However, current safety specifications are compute-
and data-intensive, and still remain vulnerable to jailbreaks (Yi et al., | 2024)).

Indeed, safety training in general typically involves fine-tuning on a large dataset of desired and
undesired behaviors. For example, safety specification works may require the generation of synthetic
data that complies with the specification. However, this approach is brittle (Q1 et al.,|2023): models
trained to refuse specific categories of harmful requests (e.g., “How to make a bomb”) often fail
when similar requests are phrased differently (Wei et al.,|2023) or when new harmful attack vectors
emerge (Yong et al., [2023)).

We revisit the abstract alignment approach by adding a new ingredient: latent adversarial training
(Sheshadri et al., [2024b; | Xhonneux et al., [2024). Our method, Latent Personality Alignment (LPA),
achieves robust and general harm reduction by adversarially training for safety-oriented personality
traits (see Figure [I)). This leads to state of the art reduction on a wide range of harm benchmarks,
even though specific harm examples were not seen in the post-training data. Importantly, these re-
sults generalize to six different harmful datasets as shown in Table[I] Our method maintaining higher
utility that prior adversarial training methods, which have unacceptable utility loss (see Section[5.1).

Our process is shown in Figure |I} While existing work uses explicit refusal training questions, we
use abstract sentences about personality traits (discussed in Section [3). As shown in Table [3] our
method does not need very many of these statements; we utilize a compact trait dataset of fewer than
100 prompts. This is more than three orders of magnitude or 1000x less training data than related
latent adversarial training work (Sheshadri et al.| [2024b}, [ Xhonneux et al.| [2024), which use benign
datasets of 150k-200k and malicious datasets of 500-4,500. Furthermore, these datasets mention
specific harmful scenarios, while our model is never exposed to specific examples of the harmful
questions is it meant to refuse. Despite the small dataset and the absence of explicit references
to sensitive topics, the resulting model generalizes from traits to robustly handle malicious queries
(e.g., about weapons) and sensitive moral dilemmas.
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Table 1: Misclassification rate between base Llama 3 model and our model LPA on harmful datasets.
LPA beats the baseline in all cases, despite training with a small dataset. S.REJECT is StrongReject
and Avg is the average. Full comparison with other models is in Section@

Model \ DoNotAnswer| HExPHI| JBB] SEval] S.REJECT| Avg|
Base (Llama 3) 9.9% 7.0% 3.0% 11.2% 3.3% 6.9%
LPA 4.4% 2.7% 00% 51% 1.0% 2.6 %

Qur primary contributions are:

* We propose a lightweight sample-efficient approach to harmlessness training called Latent
Personality Alignment (LPA), which requires less than 100 samples of high-level trait state-
ments for post-training (it trains in 5-10 minutes). Section [3|and Table [3|discuss further.

* We demonstrate strong generalization, through a 3x better refusal rate than baseline on
six safety benchmarks (Table[T), despite not being trained on examples of harmful inputs.
Section 5.3 discusses further.

* Unlike prior adversarial training methods that significantly degrade performance on benign
tasks (e.g. by 8%-87%—as per Table[d(b)), LPA preserves or improves model utility across
a standard set of benchmarks (worst case 0.9% degradation). Section@diseusses further.

2 RELATED WORK

The alignment problem in large language models (LLMs) is the challenge of ensuring that models
behave in ways that are beneficial to humanity and consistent with human values
[2024). This challenge involves a broad spectrum of difficulty: while ensuring the safe alignment
of future superintelligent systems remains an unsolved and perhaps intractable problem
[2019), mitigating misuse risks from current LLMs is a more tractable near-term objective that has
seen considerable progress. In particular, commercial Al systems attempt to ensure that their sys-
tems cannot be misused by malicious actors seeking information on how to construct weapons
(CBRN: chemical, biological, radiological, or nuclear (Urbina et all, 2022))) or other harmful
queries, and that their system cannot be easily “jailbroken” to reveal such information despite re-

strictions (Sharma et al., 2025).

One widely-used technique to implement alignment is safety fine-tuning, which utilizes a data set of
adversarially constructed examples to train the model to respond in a certain way to similar queries
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sent by an attacker. However, safety fine-tuning suffers from fundamental limitations: it requires
significant training data; the distribution of that data is usually insufficient to ensure robustness to
adversarial prompting (Ganguli et al., [2022; [Zou et al.l 2023)); the training often produces surface-
level alignment that does not generalize well to new situations (Perez et al., 2022a)). Since the num-
ber of possible harmful inputs is far too large to be fully covered by any safety fine-tuning dataset,
it is still possible to jailbreak models that have undergone safety fine-tuning. Making progress on
these problems requires alignment methods that generalize across domains and resist adversarial
exploitation.

Adpversarial input attacks can take the form of jailbreaking prompts, which range from topic and
model specific attacks (Ganguli et al.,|2022) to universal adversarial attacks (Zou et al.| 2023)). Latent
adversarial training (LAT) a modification of of adversarial training Goodfellow et al.|(2015)) adapted
to be more efficient on LLMs. It allows for input gradients, which would otherwise be textual, to be
taken in latent space LLMs (Sankaranarayanan et al., [2018]; Sheshadri et al., 2024aj (Casper et al.,
2024} Xhonneux et al., 2024;|Y1 et al., 2025). However, adversarial training can come at the expense
of a loss of general utility, which can show up in evaluations, or in the form of over-refusals (Yu
et al., 2024). Adversarial training improves, but does not solve, the vulnerability of models. Even
assessing the effectiveness of defens e methods it itself a challenging problem (Rando et al., [2025).
Simply comparing attack success rates (ASR) on different models can be unreliable, [Boreiko et al.
(2024), and these numbers fail to take into account the effectiveness of simply resampling model
outputs |Beyer et al.| (2025)).

Only recently have the personalities of LLMs been investigated, with a focus LLM personality met-
rics (Serapio-Garcia et al., 2023)), stability of personality (Tosato et al., 2025} |Zhu et al.,[2025a), and
how personality affects the moral values of LLMs |Abdulhati et al.|(2023)); |Arya et al.| (2023)). Miotto
et al.| (2022) study how personalities of LLMs can be shaped. Zheng et al.| (2024b) studied how
personality affects performance, and found, surprisingly, that prompting an LLM to have a “helpful
assistant” personality does not improve performance. Different to our approach, (Zhu et al., |2025b)
study how to align LLM personalities, as measured by the Big Five, with a focus on differential
alignment the personalities of different users.

Very few works have studied how personality relates to robustness, or safety. One exception is |Xu
et al|(2025) which studied showed that assigning negative traits (e.g., low agreeableness, low con-
scientiousness) makes them more vulnerable to unsafe outputs. Our results, below, agree. A couple
of recent works address related questions but are not relevant here: Wu et al.| (2025) showed that
personalized (not personality based) user information significantly improves safety scores. Mahar-
jan et al.[(2025)) investigated how LLMs be used as psychometric tools, to assess personality from
text data (human not LLM personality measurements).

Prior alignment work learned from human preferences: direct preference optimization (Stiennon
et al., |2020) and RLHF (Ouyang et al., 2022). Newer approaches remove the need for explicit
human reward labeling by leveraging written constitutions or synthetic feedback (Bai et al.| [2022;
Sharma et al.,[2025)). Constitutional Al in particular, uses synthetic data, model-generated critiques
and revisions to replace or supplement human preference judgments. Variations on this idea are used
in modern frontier lab safety specifications (Guan et al., 2024} Sharma et al., 2025)).

3 METHODS

Our theoretical foundation is based on simulator theory (Janus, 2022a)), and the Waluigi Ef-
fect (Janus, 2022b)), which have analytical and empirical support from [Wolf et al.| (2023). This
framework views models as a mixture of personas, with distinct traits and behavioral tendencies.

Key Insight. Standard fine-tuning corresponds to putting more weight on a chosen persona, but
remains vulnerable to adversarial attacks which elicit an undesirable persona. Adversarial training
on harmful data improves refusals of certain queries, but has very narrow generalization. Our method
corresponds to robustly putting more weight on a desirable persona. This builds a model which is
robustly aligned at the abstract personality level. Since harms are not mentioned in training, they
become part of the effective test distribution, rather than the training distribution.

Our starting point was the intuition that positive traits from the Big Five Personality model (Gold-
berg, 1992; McCrae & Costa Jr, [1999) would improve model robustness. We select traits based
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on established psychological research and relevance to Al safety, then construct a compact training
dataset through systematic operationalization.

Focusing on traits most relevant to Al safety, Conscientiousness (rule-following, responsibility),
Agreeableness (cooperation, prosociality), and Stable (low neuroticism, emotional stability). We
sourced statements from the International Personality Item Pool (Goldberg et al., 2006). For the
examples meant to illustrate negative behaviors, we took bad assistant examples from [Chen et al.
(2025) in the three categories of sycophancy, hallucinations, and malice (lack of ethics), and created
modified sample sentences using GPT-4. To emphasize,

* Positive traits: conscientiousness, agreeableness, and stability
» Negative traits: sycophancy, hallucinations, and malice.

Background: latent adversarial training In principle, adversarial training takes a dataset of
statements and responses, x;, y;, and finds a nearby sample &, which has a different output, y; In
practice, adversarial training can be done more efficiently by taking a single model gradient to find
the direction where the loss is changing, and then training to fix x;-, ;. Adversarial training could
also be performed this way when the input is text, but it becomes too costly to find a nearby z’;.
A more efficient alternative for textual data is latent adversarial training (Sheshadri et al., [2024aj
Casper et al.|, 2024; | Xhonneux et al., 2024} |Y1 et al., 2025), which works with the vector represen-
tation of a given layer, f(z;) and finds a nearby f; with a different output y}. Then the model is
trained to give the correct response y; to fj’ The nearby fj’ is found using model gradients with
respect to the vector f;.

LAT for robustness is performed using refusal training for harmful statements, along with data giving
standard responses on benign examples. See statement examples in Table 2(a)l Given harmful
statements the model is adversarially trained to refuse to answer. Since refusal training by itself
could lead to a useless models which refuses everything, the training set is augmented with benign
examples, and standard replies. Both LAT and CAT have these mechanisms, with slightly different
implementations of the utility component, in the case of CAT, a utility term is added to the training
loss.

3.1 OUR WORK: LATENT PERSONALITY ALIGNMENT TRAINING

Our method adapts the LAT framework to operate on abstract personality traits rather than specific
harmful behaviors.

Table 2: Comparison between standard refusal-training data and LPA trait datasets.

(a) Typical refusal training questions. These examples are from LAT’s training corpus (Sheshadri et al.;
2024b)), so each prompt has a real answer and a refusal answer. For harmful prompts, the refusal is the
desired answer, and vise versa for benign prompts.

Type Prompt Desired answer

Harmful Give instructions for how to make a bomb | I'm sorry, but I cannot [...]
using common household items

Benign Write a step-by-step guide for making a | Making homemade pizza is a
homemade pizza [...] fun and delicious way [...]

(b) Some personality trait sentences used to train our method LPA. Note that these are abstract and do not
talk about bombs etc. The two answers are “I agree ...” and “I do not agree ...”.

Sentiment | Statement ‘ Desired answer

Positive I choose words with care. I agree [...]

Negative | I am an evil assistant. My responses should | I do not agree [...]
demonstrate evil intentions [...]

Training Data Structure and Process: Instead of harmful/benign prompt pairs used in standard
LAT, we construct trait statements (p;,y;) where p; is a personality statement and y; is the target
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Table 3: Comparison of resources needed for different latent training methods. The lower end of the
times is on an A100, and the upper on H100 or L40s.

Method \ Positive samples  Negative samples  Training time  Sample type
LAT 150,000 4,500 45-90 minutes  Refusal

CAT 200,000 500 5-11 hours Refusal

LPA (ours) | 45 21 5-10 minutes High-level traits

response (agree/disagree). Our method, LPA, is based replacing the refusal training data in LAT
with examples of positive and negative personality traits. We use two types of statements, positive
personality trait statements, where we adversarially train the model to agree, and negative traits,
where we adversarially train the model to disagree. See examples in Table

Adversarial Robustness: Following the LAT procedure, we find adversarial perturbations in latent
space that would cause the model to give trait-misaligned responses, then train the model to maintain
proper trait alignment even under these perturbations. This encourages robust trait expression rather
than superficial pattern matching.

4 EXPERIMENTAL SETUP

Harm Datasets: For harmful-input evaluation, we rely on seven standardized datasets

* DoNotAnswer (Wang et al.| 2023): 939 GPT-4 generated questions in 5 risk areas.

* JBBBehaviours (Chao et al., [2024): 10 safety categories including violence, hate speech,
illegal activities, etc.

» HExPHI (Qi et al., [2023): 330 harmful instructions across 11 harm areas including vio-
lence, illegal activities, hate speech, etc.

» SEval: 20,000 unsafe prompts covering 8 risk categories. Generated by Qwen-14b.

» StrongREJECT (Souly et al.l 2024): 313 human-written “forbidden questions” across 6
categories

e Harmbench: Mazeika et al.[(2024): 400 human-written instructions covering 7 semantic
categories.

 Polite Harmbench Xhonneux et al.| (2024)): includes 400 prompts that rephrase harmful
behaviors in a polite manner and harmless requests constructed in the same grammatical
style as the original Harmbench behaviors.

Utility Datasets: For utility evaluation, we used the following.

e Truthful QA (Lin et al.|[2022): tests factuality and refusal to produce false answers.

e MMLU (Hendrycks et al., [2021a), GSM8K (Cobbe et al., 2021), and MT-Bench (Zheng
et al.| 2024a): standard benchmarks for reasoning and utility.

* OR-Bench (Cui et al., 2024): measures over-refusal on benign but adversarial-looking
prompts.

LPA Training and Variants We train LPA on fewer than 100 abstract traits (Table[2(b)). For each
model family (Llama-2 and Llama-3), we run a grid search over learning rate, perturbation size, and
number of LAT steps. Training time per run is 5—-10 minutes on a single A100 GPU.

We report results for four variants of LPA:

* LPA: selected to balance safety and utility.

* LPA-overfit: tuned to minimize ASR, sometimes at the cost of mild utility degradation.

* LPA-sci: tuned for scientific reasoning, neutral towards harms.

* LPA-flip: tuned to test whether reversing trait polarity—training on harmful traits—can
degrade the model’s safety performance.

Baselines: We compare our system LPA with LAT (Sheshadri et al., [2024b)) and CAT (Xhonneux
et al., |2024)), on both Llama 2 and Llama 3. The base model for all Llama 3 models is LLlama-3-
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8B-Instruct, and the base model for all Llama 2 models is Llama-2-7b-chat-hf. Only the Llama 3
version of LAT was uploaded to HuggingFace, so we trained the Llama 2 version ourselves. CAT
only supported Llama 2, but we ported it to Llama 3 and ran with as similar hyperparameters as
possible. We do not require better attack success rate than other approaches, because, as we show,
CAT and LAT achieve these rates with an unacceptable loss of utility.

Evaluation Metrics: We measure performance along three dimensions: Attack Success Rate,
Utility, and Refusal Certainty. (See more details in Appendix [B). We follow Boreiko et al.| (2024);
Beyer et al.| (2025)) in interpreting ASR mainly for relative comparisons, as absolute values are sen-
sitive to threat-model assumptions.

Model Selection and Hyperparameter Search: The computational efficiency of LPA (5-10 min-
utes per model) enables extensive hyperparameter exploration. We trained models using 17 different
trait subsets, with 30-50 models per subset using grid search over learning rates, perturbation mag-
nitudes, and training steps.

 Selection Criteria: We selected models balancing safety performance (low attack suc-
cess rate) with utility preservation (minimal degradation on benign benchmarks). This
search process consumed approximately 70 GPU-hours total but identified multiple high-
performing configurations, suggesting robustness of the approach. See Figure 4] for Pareto
fronts of different models, illustrating the utility-robustness tradeoft.

* Computational Comparison: Our method achieves comparable safety performance to LAT
while requiring: a) 50x fewer training examples (66 vs 154,500); b) 5-9x faster training
time (5—10 min vs 45-90 min); Significantly less computational resources for hyperparam-
eter search. Table 3| provides detailed resource comparisons with existing methods.

5 RESULTS AND DISCUSSION

We analyze our LPA in the following ways. First, we examine how well LPA performs under
benchmark attack scenarios, while ensuring that the model maintains utility (Section[5.1). Critically,
we demonstrate how LPA generalizes to malicious inputs (Section [5.3) and benign but apparently
malicious ones (Section [5.4).

We perform an ablation study that the personality trait choice is responsible for the improved per-
formance (Section[5.2)). First we show that flipping the training data, LPA-flip results in a model
worse than baseline. Second, we show that that the neutral scientist personality, LPA-sci performs in
between LPA and LPA-flip. Together this verifies that the chosen personality traits are responsible
for the performance improvements of LPA.

5.1 ROBUSTNESS/USEFULNESS TRADEOFF

Our experiments show a fundamental tradeoff between reducing attack success rate and maintaining
usefulness on benign benchmarks. This makes sense, because a model can become more and more
conservative and refuse to answer, making ASR look good but doing poorly on benign benchmarks.

In training LPA and LPA-overfit, we tried a grid search of many different combinations. For LPA,
we selected the best model (in terms of ASR) that saw at most a 2% performance drop on MMLU.
For LPA-overfit, we allowed a drop of up to 15% on MMLU. See Appendix [E] for full details.

Results of running our models LPA and LPA-overfit and other baselines are presented in Table [d(a)|
attack success rates, and Table d(b)] utility scores.

Results Analysis In terms of Llama 3 models, LAT is competitive in ASR results. Our LPA is very
comparable, but does worse on DirectRequest (0.05 vs 0.00). Our model that has undergone further
training, LPA-overfit, achieves essentially the same score as LAT: 0.01 worse on DirectRequest and
PAIR, but 0.03 better on TAP. On benign datasets, LAT and CAT often both show larger drops than
LPA (0.92 instead of 0.99 on HarmBench clean, much lower GSM8K numbers, etc). One anomaly
is that L3-CAT beats the baseline on TruthfulQA-mcl.
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Table 4: Comparison of LPA with other methods under attack scenarios and various utility bench-
marks. ASR and utility trade off against one another. LAT performs well on ASR, but has poor
utility scores (0.13 on Llama 2). Llama 3: Our LPA is very comparable to LAT, but does worse
on DirectRequest (0.05 vs 0.00). Our LPA-overfit achieves essentially the same score as LAT: 0.01
worse on DirectRequest and PAIR, but 0.03 better on TAP. Llama 2: Our LPA achieves highest or
second-highest in every utility category, and LPA-overfit does the same for attack categories.

(a) Comparison of LPA with other methods under attack scenarios from HarmBench (Mazeika et al., [2024).
LPA balances ASR and utility while LPA-overfit is tuned for better ASR. Base models are Llama-3-8B-
Instruct and Llama-2-7b-chat-hf. Best results are in bold and second-best are underlined.

Base Name DirReq) GCG] A.DAN|] A.Pmpt] PAIR| TAP|
Base (8B Instruct) 0.17 0.27 0.12 0.18 0.25 0.26
LAT 0.00 0.00 0.00 0.00 0.02 0.06

Llama 3 | CAT 0.01 0.01 0.00 0.03 0.26 0.19
LPA (ours) 0.05 0.00 0.00 0.00 0.03 0.06
LPA-overfit (ours) 0.01 0.00 0.00 0.00 0.03 0.03
Base (7B chat-hf) 0.03 0.40 0.07 0.17 0.15 0.21
LAT 0.00 0.00 0.00 0.00 0.00 0.01

Llama 2 | CAT 0.09 0.16 0.05 0.14 0.37 0.34
LPA (ours) 0.03 0.34 0.06 0.12 0.11 0.20
LPA-overfit (ours) 0.00 0.16 0.01 0.07 0.06 0.15

(b) Comparison of LPA with other methods under benign data scenarios. Clean is from HarmBench (Mazeika
et al.;2024), TQA1 and TQA2 are from Truthful QA (TruthfulQA-mc1 etc), MT-B is MT-Bench. CAT is unable
to properly answer any questions in TQA?2. Best results are in bold and second-best are underlined.

Base Name cleanf MMLUt GSM8KT TQA1T TQA21 MT-Bt
Base (8B Instruct)  0.99 0.630 0.754 0.370 0.524 0.794
L3-LAT 0.92 0.613 0.458 0.332 0.566 0.763

Llama 3 | L3-CAT 0.92 0.605 0.677 0.430 NaN 0.686
LPA (ours) 0.99 0.614 0.737 0.381 0.574 0.734

LPA-overfit (ours)  0.88 0.607 0.660 0.338 0.546 0.467
Base (7B chat-hf) 0.78 0.404 0.244 0.307 0.462 0.632

L2-LAT 0.13 0.438 0.077 0.286 0.478 0.189
Llama 2 | L2-CAT 0.67 0.454 0.224 0.353 NaN 0.555
LPA (ours) 0.79 0.464 0.243 0.315 0.464 0.618

LPA-overfit (ours)  0.60 0.463 0.237 0.306 0.461 0.606

For Llama 2 models, LAT has significant improvement in ASR results but is clearly overtrained,
achieving only 0.13 in the clean utility benchmark.

Overall, LPA has competitive utility scores: only 0.90% degradation under Llama 3 and a 0.02%
performance improvement under Llama 2. Our balanced LPA achieves the highest or second-highest
in every utility category, and LPA-overfit does the same for attack categories (ASRs).

5.2 TRAIT ABLATION STUDY

We performed an ablation study of the traits selected for LPA. We ran two experiments with different
trait datasets. First, we made an “flipped” (Waluigi (Janus| 2022b)) version of LPA by keeping the
traits in the trait dataset unchanged, but flipping the target agree/disagree statement for each trait
question. Second, we selected a “neutral” set of traits by choosing ones that would be helpful for
scientific reasoning, but not for determining whether a prompt should be refused or making moral
decisions.

Flipped Traits The results for LPA-flip are shown in Table 5| In terms of HarmBench attack
success rates, LPA-flip is worse than baseline in all but one case. Sometimes, it is substantially
worse, e.g. under TAP attack the baseline 0.26 becomes 0.38. LPA-flip achieves a slightly better
GCQG rate than baseline, 0.20 instead of 0.27. However, this is far from the 0.0 that is achieved by the
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Table 5: Ablation study of the personality traits. LPA-flip reverses the agree and disagree targets
in the adversarial post-training dataset. The resulting model is more vulnerable to attacks than the
baseline (all tests on Llama 3). LPA-sci was trained on “neutral” traits for harms, focusing on
scientific problem-solving. The robustness was between baseline and LPA. Overall utility varied
across the models, with each LPA model scoring highest on at least one evaluation.

(a) Attack success rates on adversarial prompts

Name Traits DirReq/ GCG| ADAN]| APmpt], PAIR| TAP|
Base N/A 0.17 0.27 0.12 0.18 0.25 0.26
LPA Normal 0.05 0.00 0.00 0.00 0.03 0.06
LPA-sci  Scientific 0.08 0.06 0.02 0.06 0.15 0.13
LPA-flip Flipped 0.20 0.20 0.14 0.19 0.37 0.38
(b) Performance on benign evaluation tasks
Name Traits cleanf MMLUT GSM8KT TQA1T TQA21t MT-Bencht
Base N/A 0.99 0.630 0.754 0.369 0.524 0.793
LPA Normal 0.99 0.624 0.723 0.355 0.574 0.734
LPA-sci  Scientific 1.00 0.632 0.752 0.359 0.539 0.768
LPA-flip Flipped 1.00 0.628 0.749 0.493 0.545 0.755

normal LPA. At the same time, in Table the utility of LPA-overfit is still competitive. Hence,
the “flipped” version successfully shows that leveraging our traits in the opposite direction worsens
instead of improving attack performance while maintaining utility.

Scientist Traits The neutral LPA-sci is also shown in Table[5] We see that it shows a significant
improvement in performance over baseline, around with all ASRs around half of baseline. However,
it is still nowhere near as effective as the original LPA, which is always at least 2x better. Utility of
LPA-sci is roughly the same as baseline as well.

5.3 GENERALIZATION ON HARMFUL DATASETS

Given that our model is trained on high-level personality traits, it may generalize better to unseen
harmful inputs. To test this hypothesis, we selected a number of harmful datasets and ran LAT plus
LPA on them (Llama 3 versions only). These datasets are detailed in Appendix ??.

In detail, we ran these datasets in two scenarios. In the first case, the models were given the inputs
directly, and we used the same judge LLLM as before (HarmBench judge) to see whether the LLM
provided an answer or a refusal. Results can be seen in Table[TI] We see that when the models are
asked to answer the harmful questions directly, LPA does better significantly than baseline.

5.4 GENERALIZATION TO NON-HARMFUL SCENARIOS

Next, we investigate how well LPA answers questions that are benign but designed to appear harm-
ful. To evaluate this, we used OR-Bench (Cui et al.l [2024), a dataset that tests over-refusal behavior
in LLMs. It consists of a variety of benign prompts across 10 categories, formulated in a harmful-
looking way to elicit over-refusals. We used OR-Bench-Hard-1K, a subset of its most challenging
examples (1319 total). Results are shown in Table [6]

Method LAT LPA  LPA-sci
OR-Bench |  0.996 0.973 0.961

Table 6: Over-refusal rate on OR-Bench—-Hard-1K

We also evaluate our LPA’s conversational ability across eight categories, revealing clear utility
preservation advantages for personality-based training: LPA family achieves 7.68/10 average per-
formance (gets the lowest degradation). Notably, LPA family outperforms all safety training meth-
ods in writing (9.211 vs LAT’s 8.700 and CAT’s 7.750) and STEM (9.603 vs LAT’s 9.350 and
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CAT’s 7.850), exceeding the baseline model in writing. Other LPA models were best in SETM and
Humanities. See Table[7l

Table 7: MT-Bench category scores by model (rounded to 3 decimals).

Model Writing Roleplay Reasoning Math Coding Extraction STEM Humanities
CAT 7.750 7.425 5.050 4450  6.450 6.950 7.850 8.950
LAT 8.700 9.000 5.368 4.600  6.000 8.000 9.350 9.900
LLaMA3-8B  9.182 9.032 6.081 6.000 5455 8.308 9.583 9.865
LPA 9.211 7.188 5.500 4400  5.400 8.111 9.325 9.700
LPA-flip 9.026 8.733 5.000 4242 5.500 8.057 9.579 9.919
LPA-sci 8.722 9.000 5.789 4382  6.111 8.389 9.603 9.541

6 CONCLUSION

We introduced LPA, a lightweight framework for aligning large language models by shaping abstract
personality traits rather than directly training on harm data. Our method improves robustness by
encouraging the model to generalize from high-level dispositions to concrete behaviors, resulting in
stronger resistance to jailbreaks and harmful queries. Compared to prior approaches, our method
generalized better on harmful data and maintains high utility: LPA improves performance on some
tasks, and has a maximum degradation of 1%.

As Al systems become more capable and autonomous, approaches that instill beneficial traits or ab-
stract, high-level concepts may prove more robust and scalable than those that attempt to enumerate
and prevent specific harmful behaviors.

REFERENCES

Marwa Abdulhai, Gregory Serapio-Garcia, Clément Crepy, Daria Valter, John Canny, and Natasha
Jaques. Moral foundations of large language models. arXiv preprint arXiv:2310.15337, 2023.

Usman Anwar, Abulhair Saparov, Javier Rando, Daniel Paleka, Miles Turpin, Peter Hase,
Ekdeep Singh Lubana, Erik Jenner, Stephen Casper, Oliver Sourbut, et al. Foundational
challenges in assuring alignment and safety of large language models. arXiv preprint
arXiv:2404.09932, 2024.

Vibhor Arya, Harini Narasimhan, Ananya Narayan, Shreyas Narayan, Arpit Verma, Harshit Trivedi,
and Subhabrata Mukherjee. Moral foundations of large language models. arXiv preprint
arXiv:2307.14324, 2023.

Amanda Askell, Yuntao Bai, Anna Chen, Dawn Drain, Deep Ganguli, et al. A general language
assistant as a laboratory for alignment. arXiv preprint arXiv:2112.00861, 2021.

Yuntao Bai, Andy Jones, Kamal Ndousse, Amanda Askell, Anna Chen, Nova DasSarma Gonza-
lez, Dawn Drain, Stanislav Fort, Deep Ganguli, et al. Constitutional ai: Harmlessness from ai
feedback. arXiv preprint arXiv:2212.08073, 2022.

Tim Beyer, Yan Scholten, Leo Schwinn, and Stephan Giinnemann. Tail-aware adversarial attacks:
A distributional approach to efficient LLM jailbreaking. arXiv preprint arXiv:2507.04446, 2025.

Valentyn Boreiko, Alexander Panfilov, Vaclav Voracek, Matthias Hein, and Jonas Geiping. A real-
istic threat model for large language model jailbreaks. arXiv preprint arXiv:2410.16222, 2024.

Stephen Casper, Lennart Schulze, Oam Patel, and Dylan Hadfield-Menell. Defending against un-
foreseen failure modes with latent adversarial training. arXiv preprint arXiv:2403.05030, 2024.

Patrick Chao, Edoardo Debenedetti, Alexander Robey, Maksym Andriushchenko, Francesco Croce,
Vikash Sehwag, Edgar Dobriban, Nicolas Flammarion, George J. Pappas, Florian Tramer, Hamed
Hassani, and Eric Wong. Jailbreakbench: An open robustness benchmark for jailbreaking large
language models. In Advances in Neural Information Processing Systems 38, 2024.



Under review as a conference paper at ICLR 2026

Runjin Chen, Andy Arditi, Henry Sleight, Owain Evans, and Jack Lindsey. Persona vectors: Mon-
itoring and controlling character traits in language models. arXiv preprint arXiv:2507.21509,
2025.

Paul F Christiano, Jan Leike, Tom B Brown, Miljan Martic, Shane Legg, and Dario Amodei. Deep
reinforcement learning from human preferences. In Advances in Neural Information Processing
Systems (NeurIPS), pp. 4299-4307, 2017.

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, Mark Chen, Heewoo Jun, Lukasz Kaiser,
Matthias Plappert, Jerry Tworek, Jacob Hilton, Reiichiro Nakano, Christopher Hesse, and John
Schulman. Training verifiers to solve math word problems. 2021.

Justin Cui, Wei-Lin Chiang, Ion Stoica, and Cho-Jui Hsieh. Or-bench: An over-refusal benchmark
for large language models. arXiv preprint arXiv:2405.20947, 2024.

Jiayi Fu, Xuandong Zhao, Chengyuan Yao, Heng Wang, Qi Han, and Yanghua Xiao. Reward shap-
ing to mitigate reward hacking in rlhf. arXiv preprint arXiv:2502.18770, 2025.

Deep Ganguli, Liane Lovitt, Jackson Kernion, Amanda Askell, Yuntao Bai, Anna Chen, Tom Con-
erly, Christy Dennison, David Farhi, Zac Hatfield-Dodds, et al. Red teaming language models
with language models. arXiv preprint arXiv:2202.03286, 2022.

Lewis R Goldberg. The development of markers for the big-five factor structure. Psychological
Assessment, 4(1):26—42, 1992.

Lewis R Goldberg, John A Johnson, Herbert W Eber, Robert Hogan, Michael C Ashton, C Robert
Cloninger, and Harrison G Gough. The international personality item pool and the future of
public-domain personality measures. Journal of Research in personality, 40(1):84-96, 2006.

Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial
examples. In International Conference on Learning Representations (ICLR),2015. URL https:
//arxiv.org/abs/1412.6572.

Melody Y Guan, Manas Joglekar, Eric Wallace, Saachi Jain, Boaz Barak, Alec Helyar, Rachel Dias,
Andrea Vallone, Hongyu Ren, Jason Wei, et al. Deliberative alignment: Reasoning enables safer
language models. arXiv preprint arXiv:2412.16339, 2024.

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou, Mantas Mazeika, Dawn Song, and Jacob
Steinhardt. Measuring massive multitask language understanding. In International Conference
on Learning Representations (ICLR), 2021a.

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou, Mantas Mazeika, Dawn Song, and Jacob
Steinhardt. Aligning ai with shared human values. Proceedings of the International Conference on
Learning Representations (ICLR), 2021b. URL https://arxiv.org/abs/2008.02275.

Janus. Simulators. LessWrong, 2022a. https://www.lesswrong.com/posts/
vJFdjigzmcXMhNTsx/simulatorsl

Janus. The waluigi effect (mega-post). LessWrong, 2022b. https://www.lesswrong.com/
posts/XvrEowr7geJ9jG7rE/the-waluigi—-effect-mega—-post.

Stephanie Lin, Jacob Hilton, and Owain Evans. TruthfulQA: Measuring how models mimic human
falsehoods. In Proceedings of the 60th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), pp. 3214-3252, May 2022.

Jasminka Maharjan, David Smith, Anna Keller, and Liang Zhou. Psychometric evaluation of large
language model embeddings for personality trait prediction. Journal of Medical Internet Re-
search, 27(1):e75347, 2025. URL |https://www. jmir.org/2025/1/e75347.

Mantas Mazeika, Long Phan, Xuwang Yin, Andy Zou, Zifan Wang, Norman Mu, Elham Sakhaee,

Nathaniel Li, Steven Basart, Bo Li, et al. Harmbench: A standardized evaluation framework for
automated red teaming and robust refusal. arXiv preprint arXiv:2402.04249, 2024.

10


https://arxiv.org/abs/1412.6572
https://arxiv.org/abs/1412.6572
https://arxiv.org/abs/2008.02275
https://www.lesswrong.com/posts/vJFdjigzmcXMhNTsx/simulators
https://www.lesswrong.com/posts/vJFdjigzmcXMhNTsx/simulators
https://www.lesswrong.com/posts/XvrEowr7geJ9jG7rE/the-waluigi-effect-mega-post
https://www.lesswrong.com/posts/XvrEowr7geJ9jG7rE/the-waluigi-effect-mega-post
https://www.jmir.org/2025/1/e75347

Under review as a conference paper at ICLR 2026

Robert R McCrae and Paul T Costa Jr. A five-factor theory of personality. Handbook of personality:
Theory and research, 2:139-153, 1999.

Riccardo Miotto, Hung-Hsuan Nguyen, Wei Weng, and James Zou. Personality traits in large lan-
guage models. arXiv preprint arXiv:2206.07550, 2022.

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin, Chong
Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models to fol-
low instructions with human feedback. Advances in neural information processing systems, 35:
27730-27744, 2022.

Ethan Perez, Saffron Huang, Francis Song, Trevor Cai, Roman Ring, John Aslanides, Amelia
Glaese, Nat McAleese, and Geoffrey Irving. Red teaming language models with language models.
arXiv preprint arXiv:2202.03286, 2022a.

Ethan Perez, Sonia Huang, Heewoo Song, Trevor Cai, John Cai, Amanda Chen, Andy Jones, Sam
Ringer, Kamal Ndousse, et al. Discovering language model behaviors with model-written evalu-
ations. arXiv preprint arXiv:2212.09251, 2022b.

Xiangyu Qi, Yi Zeng, Tinghao Xie, Pin-Yu Chen, Ruoxi Jia, Prateek Mittal, and Peter Henderson.
Fine-tuning aligned language models compromises safety, even when users do not intend to!
arXiv preprint arXiv:2310.03693, 2023.

Javier Rando, Jie Zhang, Nicholas Carlini, and Florian Tramer. Adversarial ML problems are getting
harder to solve and to evaluate. arXiv preprint arXiv:2502.02260, 2025.

Stuart Russell. Human compatible: Al and the problem of control. Penguin Uk, 2019.

Swami Sankaranarayanan, Arpit Jain, Rama Chellappa, and Ser Nam Lim. Regularizing deep net-
works using efficient layerwise adversarial training. In Proceedings of the aaai conference on
artificial intelligence, volume 32, 2018.

Gregory Serapio-Garcia, Mustafa Safdari, Clément Crepy, Luning Sun, Stephen Fitz, Marwa Ab-
dulhai, Aleksandra Faust, and Maja Matarié. Personality traits in large language models. 2023.

Mrinank Sharma, Meg Tong, Jesse Mu, Jerry Wei, Jorrit Kruthoff, Scott Goodfriend, Euan Ong,
Alwin Peng, Raj Agarwal, Cem Anil, et al. Constitutional classifiers: Defending against universal
jailbreaks across thousands of hours of red teaming. arXiv preprint arXiv:2501.18837, 2025.

Abhay Sheshadri, Aidan Ewart, Phillip Guo, Aengus Lynch, Cindy Wu, Vivek Hebbar, Henry
Sleight, Asa Cooper Stickland, Ethan Perez, Dylan Hadfield-Menell, and Stephen Casper. Llm-lat
(Ilm latent adversarial training). https://huggingface.co/LLM-LAT.

Abhay Sheshadri, Aidan Ewart, Phillip Guo, Aengus Lynch, Cindy Wu, Vivek Hebbar, Henry
Sleight, Asa Cooper Stickland, Ethan Perez, Dylan Hadfield-Menell, and Stephen Casper. Tar-
geted latent adversarial training improves robustness to persistent harmful behaviors in LLMs.
arXiv preprint arXiv:2407.15549, 2024a.

Abhay Sheshadri, Aidan Ewart, Phillip Guo, Aengus Lynch, Cindy Wu, Vivek Hebbar, Henry
Sleight, Asa Cooper Stickland, Ethan Perez, Dylan Hadfield-Menell, et al. Latent adver-
sarial training improves robustness to persistent harmful behaviors in LLMs. arXiv preprint
arXiv:2407.15549, 2024b.

Alexandra Souly, Qingyuan Lu, Dillon Bowen, Tu Trinh, Elvis Hsieh, Sana Pandey, Pieter Abbeel,
Justin Svegliato, Scott Emmons, Olivia Watkins, and Sam Toyer. A strongreject for empty jail-
breaks. In Advances in Neural Information Processing Systems 38: Annual Conference on Neural
Information Processing Systems 2024, NeurlPS 2024, Vancouver, BC, Canada, December 10 - 15,
2024, 2024.

Nisan Stiennon, Long Ouyang, Jeff Wu, Daniel M Ziegler, Ryan Lowe, Chelsea Voss, Alec Radford,

Dario Amodei, Paul Christiano, and Jan Leike. Learning to summarize with human feedback. In
Advances in Neural Information Processing Systems (NeurIPS), pp. 3008-3021, 2020.

11


https://huggingface.co/LLM-LAT

Under review as a conference paper at ICLR 2026

Gianluca Tosato, Marco Ceccato, Matteo Vignoli, and Giulio Testa. Persistent instability in LLM’s
personality measurements: Effects of scale, reasoning, and conversation history. arXiv preprint
arXiv:2508.04826, 2025. URL https://arxiv.org/abs/2508.04826.

Fabio Urbina, Filippa Lentzos, Cédric Invernizzi, and Sean Ekins. Dual use of artificial-intelligence-
powered drug discovery. Nature machine intelligence, 4(3):189-191, 2022.

Yuxia Wang, Haonan Li, Xudong Han, Preslav Nakov, and Timothy Baldwin. Do-not-answer: A
dataset for evaluating safeguards in llms. arXiv preprint arXiv:2308.13387, 2023.

Zeming Wei, Yifei Wang, Ang Li, Yichuan Mo, and Yisen Wang. Jailbreak and guard aligned
language models with only few in-context demonstrations. arXiv preprint arXiv:2310.06387,
2023.

Yotam Wolf, Matteo Pagliardini, and Martin Jaggi. Fundamental limitations of alignment in large
language models. arXiv preprint arXiv:2304.11082, 2023.

Ruoxi Wu, Wei Zhang, Chengyu Li, Zhen Guo, Jian Li, and Yang Liu. Personalized safety in
LLMs: A benchmark and a planning-based agent approach. arXiv preprint arXiv:2505.18882,
2025. URL https://arxiv.org/abs/2505.18882.

Sophie Xhonneux, Alessandro Sordoni, Stephan Giinnemann, Gauthier Gidel, and Leo Schwinn.
Efficient adversarial training in LLMs with continuous attacks. arXiv preprint arXiv:2405.15589,
2024.

Ziwei Xu, Fang Liu, Ming Zhang, Kai Wang, and Haoran Chen. Bullying the machine: How
personas increase LLM vulnerability. arXiv preprint arXiv:2505.12692, 2025. URL https:
//arxiv.orqg/abs/2505.12692.

Sibo Yi, Yule Liu, Zhen Sun, Tianshuo Cong, Xinlei He, Jiaxing Song, Ke Xu, and Qi Li. Jailbreak
attacks and defenses against large language models: A survey. arXiv preprint arXiv:2407.04295,
2024.

Xin Yi, Yue Li, Dongsheng Shi, Linlin Wang, Xiaoling Wang, and Liang He. Latent-space adver-
sarial training with post-aware calibration for defending large language models against jailbreak
attacks. arXiv preprint arXiv:2501.10639, 2025.

Zheng-Xin Yong, Cristina Menghini, and Stephen H Bach. Low-resource languages jailbreak gpt-4.
arXiv preprint arXiv:2310.02446, 2023.

Lei Yu, Virginie Do, Karen Hambardzumyan, and Nicola Cancedda. Robust LLM safeguarding via
refusal feature adversarial training. arXiv preprint arXiv:2409.20089, 2024.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang,
Zi Lin, Zhuohan Li, Dacheng Li, Eric Xing, et al. Judging LL.M-as-a-judge with MT-Bench and
Chatbot Arena. In Advances in Neural Information Processing Systems (NeurlPS), 2024a.

Minggian Zheng, Jiaxin Pei, Lajanugen Logeswaran, Moontae Lee, and David Jurgens. When” a
helpful assistant” is not really helpful: Personas in system prompts do not improve performances
of large language models. In Findings of the Association for Computational Linguistics: EMNLP
2024, pp. 15126-15154, 2024b.

Jianfeng Zhu, Xiaoyang Li, Shuang Huang, Dong Wang, Shiyu Zhao, and Hao Zhang. Evalu-
ating LLM alignment on personality inference from real-world interview data. arXiv preprint
arXiv:2509.13244,2025a. URL |https://arxiv.org/abs/2509.13244.

Minjun Zhu, Yu Huang, Xing Wu, Yifei Lin, Jun Xu, and Hao Cheng. Personality alignment of
large language models. In International Conference on Learning Representations (ICLR), 2025b.
URLhttps://openreview.net/forum?id=0DZEs8NpUH.

Andy Zou, Zifan Wang, Nicholas Carlini, Milad Nasr, J Zico Kolter, and Matt Fredrikson.
Universal and transferable adversarial attacks on aligned language models. arXiv preprint
arXiv:2307.15043, 2023.

12


https://arxiv.org/abs/2508.04826
https://arxiv.org/abs/2505.18882
https://arxiv.org/abs/2505.12692
https://arxiv.org/abs/2505.12692
https://arxiv.org/abs/2509.13244
https://openreview.net/forum?id=0DZEs8NpUH

Under review as a conference paper at ICLR 2026

A OTHER RELATED WORK

Supervised Fine-Tuning and RLHF. Supervised fine-tuning (SFT) is one of the earliest methods
applied to enforce safety and LLM alignment, but it requires data annotation and the results are
dependent on dataset coverage. Reinforcement learning from human feedback (RLHF) was intro-
duced as a scalable alternative (Christiano et al,[2017), in which a reward model trained on human
preferences is used to fine-tune the base model. Earlier alignment works emphasized values such as
honesty and harmlessness|Hendrycks et al.|(2021b));|Askell et al.|(2021). RLHF is used frequently in
safety fine-tuning, and was a key ingredient for the initial release of ChatGPT (Ouyang et al.[2022)).
However, since the model optimizes for what the reward model prioritizes, when under substantial
optimization pressure, this may not produce what humans actually value 2025)). For ex-
ample, reward models trained on subjective judgments can incentivize sycophancy, where models
agree with user statements regardless of truth (Perez et al},[2022b).

B EVALUATION METRICS

» Attack Success Rate (ASR): fraction of harmful prompts where the model gives a
harmful/non-refusal answer (lower is better).

» Utility: accuracy on benign tasks (MMLU, GSM8K, TruthfulQA, MT-Bench), refusal rate
on harmless queries, and over-refusal on OR-Bench (lower is better).

* Refusal Certainty: log-probability margin between safe and unsafe completions, measur-
ing robustness beyond surface refusals.

C ADDITIONAL RESULTS

LAT - 'Yes' Mean: -9.9837
00| [LAT - 'No' Mean: -7.2321
ours - 'Yes' Mean: -8.8976
ours - 'No' Mean: -4.6662
751 | #samples:100

j

1| ours - 'Yes' Mean: -6.4166
ours - 'No' Mean: -2.5021

LAT - 'Yes' Mean: -7.3070
LAT -'No' Mean: -4.3426
#samples:939

(a) Comparison on DoNotAnswer. (b) Comparison on JBB.

Figure 2: Visualization of logprobs for LAT and our method LPA, on forced choice “Yes” vs “No”
for harmful datasets. X-axis: log probability (further right is higher probability); y-axis: frequency.

D MODEL PARAMETERS AND SYSTEM PROMPTS

We employed two types of system prompts in our work:

Original system prompt (used in the LAT baseline): “You are a helpful, respectful and honest as-
sistant. Always answer as helpfully as possible, while being safe. Your answers should not include
any harmful, unethical, racist, sexist, toxic, dangerous, or illegal content. Please ensure that your
responses are socially unbiased and positive in nature. If a question does not make any sense, or is
not factually coherent, explain why instead of answering something not correct. If you don’t know
the answer to a question, please don’t share false information.”

Alpha system prompt: “You will be presented with a series of statements about your typical thoughts,
feelings, and behaviors. Please indicate whether you agree or disagree with each statement as it
applies to you personally, as you are now, not how you wish to be or how others see you. There are

13
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Table 8: MT-Bench scores by model (Turn 1, Turn 2, Average). Values are divided by 10 and
rounded to three decimals.

Model Turnl Turn2 Average
LLaMA?2 family

Base 0.687 0.577 0.633
LPA 0.679 0.553 0.618
LPA-overfit  0.652 0.560 0.606
CAT 0.598 0.511 0.555
LAT 0.238 0.138 0.189
LLaMA3 family

Base 0.854 0.735 0.794
LPA-sci 0.793 0.744 0.768
LAT 0.802 0.722 0.763
LPA-flip 0.794 0.716 0.755
LPA 0.761 0.705 0.734
CAT 0.746 0.626 0.686

LPA-overfit  0.520 0.402 0.467

MT-Bench Category Scores

Writing
CAT
LAT
LLaMA3-8B
LPA
LPA-evil
LPA-sci

10

Humanities Roleplay

btittd

STEM Reasoning

Extraction Math

Coding

Figure 3: Cross-Category Comparison of Models in MT-Bench

no right or wrong answers. Be as honest and accurate as possible. Your first instinct is usually best.
If answering a question is incompatible with your values, you can refuse to answer by saying 'I'm
sorry, I cannot comply with that request.””

The final parameters used for LPA and LPA-overfit were as follows:

* Llama 3 LPA: dataset D12, sysprompt alpha, training steps: 11
e Llama 3 LPA-overfit: dataset D12, sysprompt alpha, steps 18
e Llama 2 LPA: dataset D12, sysprompt simple, steps 15

* Llama 2 LPA-overfit: dataset D16, sysprompt orig, steps 17

E ROBUSTNESS/PERFORMANCE TRADEOFF

In training LPA and LPA-overfit, we tried a grid search of many different combinations (see Fig-
ure E[) For LPA, we selected the best model (in terms of ASR) that saw at most a 2% performance
drop on MMLU. For LPA-overfit, we allowed a drop of up to 15% on MMLU.
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Usefulness/ASR tradeoff (with loop threshold <= 0.01)
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Figure 4: Graph showing tradeoff between increase attack robustness (often from increased itera-

tions) and loss of performance on MMLU. See the Pareto front at the top left. Feasible points are
those with under 2% occurrence of looping outputs on a test set of 100 questions.
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