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Abstract

Algorithmic Collective Action (ACA) and Explainable Al (XAI) both aim to
empower users, yet approach this goal differently: XAI tends to explain “why”
algorithms make a prediction, while ACA tends to focus on “how” users can
collectively influence outcomes. Despite their similar goals and challenges, there
is a notable lack of research that addresses or connects both fields. Another related
field, algorithmic recourse research, highlights this intersection but remains mostly
limited to individual interventions. In this paper, we analyze conceptual overlaps
between XAl and ACA, identify practical opportunities for integration, and provide
examples showing how XAI’s explanatory methods can enhance ACA strategies
while ACA work can inform more actionable XAl design. Our findings support that
combining explanation and action can more effectively advance user understanding,
agency, and algorithmic transparency.

1 Introduction

Digital platforms use machine learning (ML) algorithms to make decisions that affect millions of
users, from content recommendation to loan approvals [30}[18]. As these systems spread, two research
communities have emerged to address the growing need for algorithmic accountability: Explainable
Artificial Intelligence (XAI) and Algorithmic Collective Action (ACA). XAl has grown into a well-
established field with extensive research, open-source tools, and deep industry involvement [9]. XAl
research focuses on making Al systems more transparent and interpretable to users, developers,
and regulators [6, 21]], while ACA is a nascent field that examines how groups of users influence
algorithmic systems to achieve a shared goal [26) [12].
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However, given the emerging nature of ACA, there is limited research connecting it to XAI, and
thus far, the two fields have developed largely in isolation despite addressing complementary aspects
of human-algorithm interaction. This separation creates a missed opportunity, as both fields face
similar challenges. For example, prior ACA work interviewed fans who led large-scale collective
actions [30], with many emphasizing that collective action will fail without a clear understanding of
how a platform’s algorithms function. XAl can offer simplified explanations of how these systems
work, which could help users build better intuitions about effective collective action. This may
be particularly helpful as fans often understand that likes, comments, and shares may influence
recommendation outcomes, but remain uncertain about the downstream effects of inputs on ranking
or visibility [30].

XAl research often seeks to provide explanations that are actionable [25]]; however, explanations
are often static [31]] and difficult for non-technical users to interpret or act on [3]]. Previous work
has called for more user-centered, directive, and interactive forms of explanations that support both
understanding and actionable recourse [31,|3]. Thus, studying ACA strategies and designing XAl
interfaces for similar collective and goal-driven scenarios could reveal concrete design requirements
for more actionable explanations.

The goal of this short paper is to argue that the XAI and ACA communities often share fundamental
goals of empowering users to engage strategically with public-facing algorithms, and hence should
work together to more fully support user understanding, empowerment, and participation in algorith-
mic systems. XAl empowers ACA by providing proven methods for understanding ML systems,
which enables more effective engagement with digital platforms that use such systems. In turn, ACA
reveals both the utility and limitations of XAI methods when communities coordinate to understand
and influence these platforms.

The structure of the paper is as follows: Section 2 reviews XAlI, data valuation, and ACA; Sections
3-6 present our position, common ground, counterarguments, and recommendations, comparing data
valuation and XAI in relation with ACA; Section 7 lists future work, and Section 8 concludes with
key takeaways and a vision for empowering users through collaborative work across these areas.

2 Background

2.1 Explainable AI and Algorithmic Recourse

Explainable AI addresses the black-box nature of ML systems. XAI aims to provide human-
understandable justification for algorithmic decisions, with motivations such as improving trust-
worthiness, enhancing transparency, and promoting fairness [6].

Recent research has emphasized the need for user-centered approaches to XAl, moving beyond
algorithmic-centered explanations toward those that meet actual human information needs. For
example, Ehsan et al. highlighted gaps between XAI algorithmic output and the properties of
explanations that individuals actually seek [7], while other work identified disconnects between XAl
outputs and human reasoning processes [31]].

The field has also struggled with actionability [25]. While traditional XAl focuses on explaining
the “why” behind decisions, researchers increasingly recognize the need for “how” explanations that
guide users with actionable steps towards their goals [[18 [25]].

Algorithmic recourse aims to address this gap by providing explanations and recommendations for
individuals to change unfavorable algorithmic decisions [18]]. However, current algorithmic recourse
work typically focuses on individual-level interventions with two main approaches to providing
recourse. Firstly, contrastive recourse/explanations, which suggest feature changes to flip undesired
decisions, and secondly, causal recourse or consequential recommendations, where causal models
generate feasible, real-world interventions accounting for downstream effects [8} [17].

Recourse can also involve proxy action, such as family members or a legal representative acting on
someone’s behalf, and collective action, which remains underexplored [17] (though some work has
begun to connect ACA with recourse [5]). Similarly, algorithmic recourse faces several challenges,
centered around addressing: limitations of realism (alignment between recommended action and
real-world possibilities), changes in the environment over time, competition among individuals
pursuing similar interventions, and the recipient’s ability or willingness to act [8].
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Although most work centers on individual level recourse, a smaller line of work has explored recourse
from a group or subgroup level. Gupta et al., for example, formalize recourse at the group level
by measuring the distance from an individual to the classifier decision boundary, and introduce a
regularized objective that minimizes differences in recourse across groups [11]]. Similarly, Rawal and
Lakkaraju, develop a framework that learns global population level summaries of actionable recourse
and can generate subgroup specific recourse rules (based on either user specified or automatically
discovered subgroups) [23]]. This allows decision makers to examine how recourse differs across
subgroups and to identify potential biases or discriminatory outcomes. Ultimately, these works
highlight the value of examining recourse beyond strictly individual levels, and the opportunity for
collectives to use XAl and recourse to understand and address group level disparities.

As we will describe below, there is great potential for direct action by collectives to “offload” or
delegate the power for achieving recourse directly to users. Pairing explanations with easy-to-access
ACA could enable many of the outcomes recourse strategies aim to achieve [3]].

2.2 Data Valuation

Data valuation investigates how individual or groups of data points contribute to an ML model’s
prediction. One such method, influence functions, estimates how a model’s output would change if
a training point were removed or perturbed without requiring retraining [19]. Other data valuation
approaches include the use of Shapley values, which fairly distribute credit among training examples
based on their contribution to the overall model performance [10]. This valuation could enable the
distribution of rewards generated by large Al models trained on public data, or help data holders
understand their contribution to said models. Data valuation could also help guide effective ACA,
as it provides the quantitative foundation on which groups can build claims for compensation or
redistribution, or determine who holds leverage in a negotiation.

Although prior works have explored data valuation methods in adversarial contexts such as data
poisoning [15]], ACA may adopt similar strategies for a spectrum of intents to influence model
behavior, ranging from constructive efforts at value alignment to intentionally harmful or disruptive
interventions. Studying these methods in the context of ACA can help clarify how collectives, both
benevolent and harmful, might leverage data influence and inform responses to both legitimate and
malicious uses.

Fundamentally, data valuation techniques produce quantitative values that can support explanation.
Most techniques make statements about the causal impact of data, and many XAI methods even use
concepts from game theory that also appear in technical data valuation work (particularly the heavy
use of Shapley values).

2.3 Algorithmic Collective Action

Algorithmic Collective Action (ACA) is defined as efforts by groups to achieve common goals
by strategically manipulating their data contributions to change algorithmic outputs [26 [12]]. This
approach builds on the “data leverage” concept, where individuals treat their data not as passive
inputs but as tools for influencing algorithmic outcomes [27].

Research shows that coordination in ACA is essential for effectiveness. While individual users lack
sufficient leverage to influence algorithmic behavior due to the high volume of data, even a small
collective can influence outcomes through coordinated action [[12}1]]. Fan communities also provide
a compelling example of large-scale algorithmic collective action, where millions of users coordinate
to manipulate social media algorithms and boost visibility for their preferred content [30].

ACA literature identifies several other challenges that affect its ability to influence algorithmic
systems. One is informational: participants must act with limited reliable knowledge about how the
opaque and rapidly shifting algorithm works [30, [12]. Without formal tools or feedback mechanisms,
groups develop speculative explanations or informal rules of thumb, which may be inconsistent or
short-lived. Similarly, organizing collective behavior presents difficulties as recruiting large numbers
requires significant effort to align motivations, coordinate timing, and sustain engagement. Success
also depends on organizers’ ability to translate complex algorithmic behaviors into clear, actionable
tutorials for general users [30].
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3 Position Statement

Algorithmic Collective Action and Explainable AI both share common goals: advancing human
understanding, strengthening user agency, and promoting transparency and accountability in
algorithmic systems. Their complementary perspectives (action vs explanation) can offer a
more effective path towards achieving these objectives.

The conceptual overlap between these communities centers on understanding influence. XAl tends to
focus on the “why” behind algorithmic decisions and explains how different factors may influence
outcomes [6l [13]]. ACA emphasizes the “how” of system change and develops specific strategies for
influencing algorithmic behaviors [30} [12]. These two perspectives complement each other, and by
combining their work, XAl can benefit from ACA’s emphasis on practical interventions that reveal
which explanations work better for real-world organizing, while ACA can leverage XAl work to
design more informed and strategic interventions.

Ultimately, these communities both advance a common goal of empowering people, especially groups
with limited individual influence, to meaningfully understand and shape algorithmic systems.

We also emphasize the importance of collaboration across industry, developers, researchers, practi-
tioners, and user collectives to align platform goals with user-led efforts to address algorithmic bias
and fairness. Through these partnerships, collectives can pursue equity goals more effectively, which
benefits both users and industry platform owners.

4 Common Ground

4.1 Goals

We identify two goals shared by both communities:

Goal 1: Enhancing User Agency and Control Over Algorithmic Systems. Both fields help
transform users from passive recipients of algorithmic decisions into active agents capable of under-
standing and influencing these systems. XAl pursues this goal by providing “human-understandable
justification for a system’s behavior” [[7]. Data valuation contributes by showing users how small
modifications, such as reweighting or removing specific points, would alter model parameters and
predictions [19]. ACA research highlights the growing public dissatisfaction with the lack of agency
in algorithmic decision-making and explores how users engage in forms of algorithmic resistance or
activism to reclaim influence.

Goal 2: Promoting Algorithmic Transparency and Accountability. While Goal 1 centers on
empowering users to act within algorithmic systems, Goal 2 focuses on questioning and reforming
these systems. XAl enables scrutiny of outputs for bias, fairness, and safety concerns through
explanations [6]. ACA complements this by showing how users, through collective activism, challenge
the legitimacy and integrity of these systems, for example, by revealing gaps in platform governance
and participating in strategic data manipulation campaigns [30].

4.2 Challenges

In addition to these shared goals, XAI and ACA also face similar challenges, especially around
measuring success and developing useful mental models of algorithmic systems. ACA participants
often express frustration over questions; past work shared quotes such as “Is it really useful for me to
do this data?” and “Is the time and effort I spent really rewarding my idol accordingly?”’[30]]. Here,
individual actors lack information about the broader picture. In XAI, researchers face challenges in
evaluating whether explanations genuinely enhance user understanding and decision-making [25]],
which serve as indicators of XAI success. There is also an added complication that explanation
methods may not accurately represent the true underlying model [22]].

Furthermore, both XAI and ACA benefit when researchers assess mental models of complex algorith-
mic systems formed by users. For example, prior XAI work [20] found that although users may feel
that explanations are helpful and easy to understand, explanations may not actually help users develop
more accurate mental models. ACA participants face the same challenge as demonstrated in previous
work [30], where fans develop their understanding through iterative observation and “sensemaking
loops”. However, algorithmic opacity means they often rely on folk theories and trial-and-error.
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4.3 Concrete Project Examples

Here, we present examples of XAI and ACA projects, highlighting their differences and opportunities
for collaboration.

XAI projects often explain individual predictions to individual users. For example, in cancer
detection models, the explanation could highlight which input pixels most contribute to the model’s
prediction [6], while credit scoring applications may generate counterfactual explanations that specify
required income thresholds for loan approvals [24]. XAl projects also typically include measures for
assessing explanation quality, such as instruments designed to measure whether explanations actually
enable user understanding or action [24].

ACA projects focus on coordinated group efforts to influence algorithmic predictions rather than
on understanding these systems. For example, in recommender systems, collectives may coordinate
by agreeing on target songs to strategically place in playlists [2]], or as an adversarial example,
data poisoning campaigns where groups may inject fake users with crafted ratings to manipulate
recommender systems towards promoting target items to many users [[14].

These projects, we argue, differ in three ways: their information flow, scale, and success metrics.
XAI projects typically operate at inference time, sending information from the system to the user (i.e.,
explaining model decisions or suggested actions in algorithmic recourse). Notably, counterfactual
explanations might appear to support this reverse flow, since they identify changes a user could
make to achieve a different outcome; they do not necessarily provide feasible guidance on how to
implement these changes, and thus offer limited practical agency [24]. Directive explanations, an
extension to counterfactuals, attempt to address this by offering concrete steps the individual could
perform, but their feasibility and real-world effectiveness remain underexplored [24]]. Even when
XAI methods gesture towards actionability, information flow remains largely one-way, from system
to user. In comparison, ACA tends to intervene at training time, flowing influence from the user to
the system (i.e., changing decisions through coordinated changes to the training data).

In terms of scale, XAl projects typically serve individuals and measure success through user under-
standing, mental model accuracy, or model improvement (in the case of debugging), while ACA
projects typically require significant coordination (i.e., a larger group of users) since individual
contributions represent only an infinitesimal fraction of the platform data and will measure success
through perceived algorithmic outcome changes.

Combining XAT’s explanatory strength with ACA’s coordination focus reveals opportunities for
better meeting the goals we described above. For instance, current fan collectives operate with a
limited understanding, relying on trial and error methods, suggesting XAl techniques could help
organizers better understand algorithms before developing their collective’s strategy [30]]. It is worth
noting that different types of explanations may vary in their usefulness for ACA. Simpler forms of
explanations may be more useful for broad groups who need a shared understanding to coordinate,
whereas more technical or detailed explanations may be better suited to entirely different settings
with specialized or domain specific contexts, such as a developer debugging a model or an expert
making high-stakes decisions in medical imaging.

As another example, data value estimation techniques, such as influence functions, could be used to
help collectives understand which training examples their actions could affect in simplified models.
Similarly, in the playlist manipulation strategy, XAl could explain why certain placement strategies
work, while algorithmic recourse could extend beyond individual explanations to collective scenarios.

5 Alternate Views and Counterarguments

This section addresses “counterarguments” to the stated positions, i.e., reasons why some might view
these two fields as relatively distinct and not necessarily well-suited for connecting work.

Counterargument 1: Different Target Users and Use Cases. Critics might argue that XAl and
ACA serve fundamentally different user groups—XAI primarily focuses on individuals seeking to
understand algorithmic outputs, while ACA focuses on coordinating collective efforts to influence
algorithms. Because individual explanatory needs can differ from requirements for informing group
action, these critics may argue that the two fields have limited overlap or mutual relevance.
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Our Response: While the immediate users may vary, both XAl and ACA ultimately contribute toward
the shared objective of algorithmic accountability and user empowerment. Importantly, successful
collective action depends on some level of individual understanding. For example, research on
fan communities shows how participants build personal ideas of algorithmic behaviors to engage
in coordinated algorithmic intervention [30]. Rather than being at odds, individual and collective
needs form a complementary progression, where personal understanding may empower meaningful
participation in collective efforts.

Counterargument 2: Concerns About Manipulation. A concern for industry platform owners
is that integrating XAI and ACA could facilitate algorithmic manipulation for harmful purposes.
Explanatory tools might enable more sophisticated and coordinated attacks on digital platforms using
ML systems, creating security and operational risks.

Our Response: This concern applies to existing XAl research, which already provides insights that
could be misused. For example, this concern may be valid in contexts where highly coordinated
malicious actors, such as nation-states, may exploit explanatory tools to exert control. However,
this view also overlooks systemic issues at hand. ACA requires some critical mass of users to be
effective, and if a significant number of benign users must resort to a coordinated attack to make their
voices heard, this signals a failure of the platform’s existing feedback and governance mechanisms.
The solution may not be to withhold transparency tools out of a fear of misuse, but to develop XAI
solutions that empower collective action while incorporating safeguards against misuse, recognizing
that both concerns and benefits will coexist [30].

6 Recommendations

This integration requires coordinated development of new tools, research methodologies, and practical
applications across multiple stakeholder groups:

Responsible AI teams in Industry stand to benefit from recognizing that current collective action
efforts emerge without proper guidance, potentially causing unintended consequences that may harm
both users and platforms. While some coordinated collective action campaigns may be designed to
produce outcomes that are undesirable for organizations operating Al systems, many campaigns may
fundamentally aim to address algorithmic inequities. These goals directly align with responsible Al
initiatives, suggesting that industry teams could engage to help produce more constructive outcomes
while preventing potential misuse. However, it is worth noting that such engagement may encounter
challenges including platform level countermeasures, organizational resistance to open collaboration,
and potentially limited transparency policies. For maintaining ongoing collaboration, teams should
work towards gathering or defining clear organizational guidelines and operational protocols that
promote transparent and responsible collaboration while protecting sensitive proprietary information.

Developers interested in either field should prototype tools that enable both transparency and
coordination. We recommend: creating dashboards that both explain algorithmic output and also
suggest viable collective action paths (e.g., how many coordinated playlist edits are needed to flip
the prediction), building open-source toolkits that allow groups to adapt explanations and organizing
tools to their context, and easily modifiable interfaces and visualizations for their needs. Notably,
developers may also encounter challenges such as resource constraints, restricted data access, and
dependencies on closed APIs that can limit experimentation. Building partnerships with platforms or
using synthetic or federated datasets could help mitigate these barriers.

Researchers in both XAl and ACA communities should collaboratively develop shared methodolo-
gies and tools. Specific research priorities could include: creating simulation environments where
collectives can test algorithmic strategies using XAl feedback [16} 26} 128, 4], studying how different
explanation modalities (visual, textual, interactive) [29] support coordination among participants,
and designing longitudinal studies that track how XAI interfaces and tools help with collective
action. Conducting such studies, however, presents ethical and logistical challenges and researchers
must carefully address risks of perpetuating existing biases, and ensure equitable access to tools
and participation. Dedicated ethical review processes and controlled experimental environments are
needed to minimize negative social impacts and preserve ecological validity.

Practitioners involved in organizing ACA can bridge research and development by providing
developers with community feedback on toolkits, interfaces, and visualizations. They can also
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inform researchers about practical needs and challenges, ensuring XAl tools meaningfully and
materially support collective goals. As discussed, organizers in practice may struggle with participant
coordination, sustaining engagement, or scaling tools across different cultural and regulatory settings.
Participation frameworks and governance models will play a central role in translating experimental
tools into real world collective actions.

7 Future Work

An important direction for future research involves developing structured workflows that clearly
specify the practical steps and interactions needed to connect XAl and ACA, creating an operational
bridge between the disciplines. Additionally, design frameworks can help provide guidelines for
building systems that integrate explanation and coordination in conjunction. Another promising
path for implementing these ideas is leveraging the advanced language understanding capabilities
of language models, especially when implemented directly into LLM-based platforms, to facilitate
explanation, coordination and interactive support for users. Lastly, empirical evaluations through user
studies and simulations are needed to evaluate the feasibility and effectiveness of these frameworks,
surface unforeseen challenges, and guide iterative improvements.

8 Conclusion

ACA and XAl research address complementary aspects of the same fundamental challenge: empow-
ering users to understand and influence algorithmic systems. Our paper identifies the conceptual
overlaps between these fields and proposes actionable examples for integration, showing how XAI’s
explanatory capabilities can enhance ACA’s effectiveness, while ACA’s practical experiences can
inform more actionable XAl design.

We find that both fields may already be moving towards this convergence through work on algorithmic
recourse and argue that they ultimately share similar goals and face many of the same challenges.
Addressing them involves further work on integrating explanation and action. Creating deeper
connections between XAI and ACA through shared tools, collaborative research, and practical
applications can help build systems that not only reveal how algorithms work but also empower
people to change them.
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