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Fig. 1: Grasping as rendering. Our network uses just a single random-view depth input, encodes the scene in an implicit
feature volume, and uses multi-level rendering to select relevant features and predict grasping functions. We generalize to
random-view mobile manipulation grasping scenarios, as shown in the images. Project site: sites.google.com/view/neugraspnet

Abstract— A significant challenge for real-world robotic ma-
nipulation is the effective 6DoF grasping of objects in cluttered
scenes from any single viewpoint without needing additional
scene exploration. This work re-interprets grasping as rendering
and introduces NeuGraspNet, a novel method for 6DoF grasp
detection that leverages advances in neural volumetric repre-
sentations and surface rendering. We encode the interaction
between a robot’s end-effector and an object’s surface by
jointly learning to render the local object surface and learning
grasping functions in a shared feature space. Our approach
uses global (scene-level) features for grasp generation and local
(grasp-level) neural surface features for grasp evaluation. This
enables effective, fully implicit 6DoF grasp quality prediction,
even in partially observed scenes. NeuGraspNet operates on
random viewpoints, common in mobile manipulation scenarios,
and outperforms existing implicit and semi-implicit grasping
methods. We demonstrate real-world applicability by grasping
with a mobile manipulator robot, in open cluttered spaces.

I. INTRODUCTION

Robotic manipulation is crucial for enabling various appli-
cations such as home-assistance, industrial automation etc.
A key component for manipulation is the ability to grasp
objects in unstructured, cluttered spaces under partial observ-
ability.Deep learning has been crucial in making advances
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in robotic grasping [1], [2], [3], [4] by training networks
using simulation data and transferring to the real world.
However, 6DoF grasping in the wild, i.e., grasping in the
SE(3) space from any viewpoint remains a challenge [5],
[6], [7].Such grasping in open cluttered spaces requires that
robots, given some spatial information, e.g., 3D pointcloud
data, can reconstruct the scene, understand graspable areas
of objects, and detect grasps likely to succeed.

6DoF grasping methods can be classified into methods
that explicitly generate grasp poses [8], [9], [10] or im-
plicitly classify the grasp quality of any grasp candidate
in SE(3) [11], [12], [13]. The ability to assess the quality
of any grasp pose implicitly is essential to applications in
which grasp candidates are pre-defined due to human demon-
strations [14] or other affordance-based information [15],
[16]. Moreover, explicit generative models are difficult to
combine with additional constraints since the constraints can
only be applied as a post-filtering step. In implicit methods,
however, the distribution of grasp candidates can be chosen
and constrained before querying the model for grasp quality.
This ability is useful in mobile manipulation tasks where
constraints such as reachability of grasp poses are necessary.

Many existing grasping methods that use partial point-
clouds either rely only on seen parts of a scene [17], [10]
or accumulate more information from multiple views [18],
[19], [20]. An approach to mitigate partial observability is
to use neural scene representations [21], [22], [23] to learn
scene completion in a continuous functional space. These
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representations are implicit in geometry, enabling querying
arbitrary points in the scene. They also allow the learning
of other geometric feature fields, making them an attractive
solution for grasping [24], [25], [26], [27]. However, most
neural scene representations still require multi-view informa-
tion or overfit to specific objects/scenes.

This work investigates how to effectively leverage geo-
metric and surface information about objects in any scene
perceived from any partial view to detect high-fidelity 6DoF
grasps. We propose a novel method, NeuGraspNet1 for
6DoF grasp detection building on advances in neural sur-
face rendering [28], [29]. We use a learned implicit scene
representation to reconstruct and render the scene globally
and effectively sample grasp candidates, even in occluded
regions. Moreover, we argue that local geometric object
features are essential for understanding the complementarity
between the robot’s end-effector and the object’s surface for
predicting grasp success. Thus, we treat grasping as local
neural surface rendering. We learn shared local features
that encode the response of an object part to a grasping
pose, enabling fully implicit grasp quality evaluation in
SE(3). To evince the benefit of NeuGraspNet, we show
superior performance compared to representative implicit
and semi-implicit baselines. We also demonstrate real-world
applicability via sim-to-real transfer to a mobile manipulator
robot grasping in open spaces.

II. LEARNING 6DOF GRASPING VIA NEURAL SURFACE
RENDERING

In a cluttered scene with objects placed on a surface,
we are given a 3D depth pointcloud x captured from an
arbitrary viewing angle. Our robot is equipped with a two-
fingered gripper and grasps are 6D gripper poses g ∈ SE(3).
Given scene information x, likelihood of grasp success is
represented as quality q ∈ [0, 1]. In this setting, our model,
NeuGraspNet, learns an implicit function fsgθ : R3 → R
that represents the scene geometry and a subsequent implicit
function hqω : R6 → R that evaluates the quality of candidate
grasp poses in the scene (θ and ω being trainable network
parameters), leading to a fully implicit representation.

A. Neural scene reconstruction

Our input pointcloud x only conveys partial information
about the scene. To enable grasp generation in a scene-level
feature space, we reconstruct the scene through an implicit
scene geometry backbone, a convolutional occupancy net-
work (ConvONet) [22]. The network first encodes the input
pointcloud x into a feature space ψ. We can then implicitly
query the occupancy probability of any 3D point p ∈ R3 by
passing the corresponding feature vector ψ(x,p) through a
fully-connected scene geometry decoder network fsgθ . The
network is trained using ground truth simulated occupancy
values o(p) ∈ {0, 1} of points uniformly sampled in the

1The acronym hints at the novel view of grasping as neural surface
rendering, and a wordplay for the German word ‘neu’ that means new.
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Fig. 2: Scene-level surface rendering: (a) an input single-
view pointcloud; (b) surface rendering on the neural implicit
geometry (grey volume) using 6 ‘virtual’ cameras; (c) recon-
structed surface pointcloud; (d) sampled grasp candidates.

scenes. Formally, the reconstruction loss is a binary cross-
entropy loss between the predicted occupancy probability
ô(p) = fsgθ (ψ(x,p)) and the true occupancy o(p):

Locc = LCE (ô(p), o(p)) (1)

Learning scene geometry as an auxiliary task for grasp
quality prediction has been shown to be beneficial to grasp
prediction [26], [24]. In this work, we adopt this intuitive idea
and further highlight the importance of scene reconstruction
not only as an auxiliary training task but as a core component
of NeuGraspNet. Crucially, we use the learned implicit
geometry to render the scene surface at a global level for
grasp candidate generation (Section II-B) and at a local level
for feature extraction per 6D grasp candidate (Section II-C).

B. Scene-level rendering & grasp candidate generation

Using the learned occupancy representation fsgθ , we can
render the surface of the whole scene at inference time by
ray-marching C “virtual” cameras placed in a circular path
around the scene (Figure 2). We perform surface rendering
using a root-finding approach similar to [28] and [29].
Formally, for every ray r emanating from each of the C
virtual cameras, we evaluate the occupancy network fsgθ (.)
at n equally spaced samples on the ray

{
pr
j

}n

j=1
. The first

point along a ray for which the occupancy changes from
free space (o(p) < 0.5) to occupied space (o(p) > 0.5)
is a surface point ps. To further refine the surface point
estimation, we use an iterative secant search method along
the ray (detailed in [28]). After obtaining the surface point-
set from all virtual cameras, we merge and downsample to
arrive at a reconstructed scene pointcloud {pi}Mi=1 (Fig. 2c).
Our grasp detection is implicit, i.e., we can query the quality
of any 6DoF grasp pose g ∈ SE(3). To generate suitable
grasp proposals to discriminate upon during training, we use
the sampling approach of Grasp Pose Generator (GPG) [30]
due to its simple yet effective nature. GPG generates grasp
candidates on the input pointcloud using the point surface



normals and estimating the axis of curvature of a surface. For
more details, we refer to [30]. We apply the GPG sampler
on our reconstructed surface pointcloud. This provides two
benefits over the partial pointcloud. First, we can sample
more grasps, since we can use the completed scene informa-
tion, i.e., sample grasps in occluded areas. Secondly, our
candidates are less likely to be in collision with objects.
This is because, in the partial pointcloud case, generated
candidates can often intersect with objects because only parts
of the object pointclouds are visible. A visualization of the
grasps generated on our completed pointcloud is in Fig. 2d.

C. Local surface rendering & grasp quality prediction

Key to our approach is to obtain features that effectively
capture the geometric interaction between any 6DoF grasp
and the scene. To do so, we propose selecting the features
from the scene’s local surface points which are rendered by
each grasp. We hypothesize that the local surface points and
their corresponding latent features can effectively encode the
geometric complementarity of object-surface and gripper to
assess the quality of grasps. For each 6DoF grasp pose g in
a scene, we use our implicit scene-geometry network fsgθ to
render a local 3D surface point set {pg

i }
N
i=1 corresponding

to the grasp g. Specifically, we place a virtual camera near
each link of the gripper, i.e., near the two fingers and the
base, such that the cameras point towards the inner hull of
the gripper (Figure 3a). We thus obtain a dense local point-
set and filter out points too far away from the gripper links.
Grasp quality prediction. To predict the quality of a grasp
g, we use both the local surface point set of the grasp
{pg

i }
N
i=1 and the corresponding feature vectors in the same

feature space ψ(x) as the scene geometry network fsgθ .
Thus, we jointly learn features ψ appropriate for both scene
reconstruction and grasp quality prediction [24]. The N
local surface points and their features are passed through
an implicit grasp quality decoder network hqω to predict the
grasp success probability q̂(g) = hqω

(
{pg

i , ψ(x,p
g
i )}

N
i=1

)
.

The grasp quality decoder uses a permutation invariant point
network, trained using simulated ground truth labels q(g) ∈
{0, 1} of grasp success/failure & a binary cross-entropy loss

Lqual = LCE (q̂(g), q(g)) (2)

Local supervision using ground truth surfaces. Learning
grasping functions based on surface features poses a chal-
lenge. Since we rely on local neural surface point rendering
to pick appropriate point-wise features, the scene reconstruc-
tion needs to be accurate. A straightforward approach would
be to train the grasp quality network hqω in a subsequent step
after the convergence of the scene reconstruction network
fsgθ . However, we wish to train grasp quality and scene
reconstruction jointly to ensure that the implicit geometric
features ψ also capture information relevant for assessing
grasp quality. Thus, we propose to use additional local sur-
face supervision at training time. During the data generation
in simulation, we obtain the ground truth surface points
for each grasp:

{
pg
gt i

}N

i=1
. We then add noise to these

points, as visualized in Fig 3c. These noisy surface points
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Fig. 3: Local surface rendering: (a) rendering the neural
implicit geometry by ray-marching 3 ‘virtual’ cameras at the
three parts of the gripper (gripper used only for visualiza-
tion); (b) the neural rendered surface; (c) noisy ground-truth
rendered surface used during training for local occupancy
supervision (light pink points are unoccupied and dark red
points are occupied); (d) ground-truth simulated scene.{
pg
noisy i

}N

i=1
serve two purposes. First, we can train a

robust grasp quality network using these noisy surface points
and their features ψ using the loss from Equation (2). Thus
we only need to perform the local neural surface rendering
at inference time while also ensuring regularization against
imperfect neural surface renders. Second, we add additional
supervision to the scene reconstruction using the occupancy
values for these dense yet noisy surface points o(pnoisy),
refining the occupancy in scene parts that interact with the
gripper during grasping (cf. Fig. 3). We use a loss function
Llocal, similar to Equation (1), to additionally train local
object-part reconstruction from these noisy surface points.

D. Implementation

We use a convolutional occupancy network encoder that
encodes a scene Truncated Signed Distance Field (TSDF)
(processed from the input pointcloud) into an implicit 3D
feature space. For scene reconstruction, the decoder fsgθ
is a ResNet-based network (as in [22]). For grasp quality
prediction, the decoder hqω uses a point network [31].
The overall loss, weighted by factors wi, is

LNeuGrasp = woccLocc + wqualLqual + wlocalLlocal. (3)

III. EXPERIMENTS

Experimental setup. For training and evaluating NeuGrasp-
Net, we first use the popular simulation benchmark from
VGN [18], also used in [24], [13], [32]. In this setup, random
objects are spawned in a ‘pile’ or are ‘packed’ upright on
a surface. The benchmark consists of 343 household objects
split into 303 training and 40 testing objects. On average,
five objects are spawned per scene. A modification we do to
make the task more realistic and challenging is to randomize
the camera viewing angle when generating the scene TSDF.



TABLE I: Comparative results of NeuGraspNet vs. baselines on Pile and Packed scenes [18] (5 seeds)
Pile scenes Packed scenes

Fixed Top View Random View Hard View Fixed Top View Random View Hard View
Method Type GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%)
NeuGraspNet (ours) Implicit 86.51 ± 1.42 83.52 ± 2.24 85.05 ± 1.25 84.37 ± 1.52 73.95 ± 1.26 70.67 ± 1.69 97.65 ± 0.92 93.16 ± 1.48 92.49 ± 1.41 91.74 ± 1.24 78.76 ± 1.89 82.80 ± 1.50
PointNetGPD [12] Implicit 79.79 ± 2.28 77.81 ± 2.79 70.94 ± 3.12 68.88 ± 3.11 47.42 ± 3.40 36.02 ± 3.68 81.14 ± 2.52 86.04 ± 1.50 71.94 ± 1.38 76.23 ± 2.51 25.15 ± 2.61 14.18 ± 1.50
VGN [18] Semi-Implicit 77.44 ± 2.15 63.98 ± 5.03 78.48 ± 1.45 74.09 ± 1.16 68.46 ± 2.55 64.14 ± 4.37 83.42 ± 0.85 54.08 ± 5.35 78.11 ± 0.81 60.13 ± 1.96 70.27 ± 3.18 38.57 ± 3.40
EdgeGraspNet [13] Implicit 80.25 ± 1.41 83.18 ± 1.43 78.76 ± 1.16 80.89 ± 2.65 68.11 ± 2.63 69.32 ± 3.79 85.09 ± 2.48 85.36 ± 2.74 86.06 ± 0.75 86.51 ± 0.92 81.61 ± 1.41 85.11 ± 0.84
GIGA [24] Semi-Implicit 82.92 ± 2.08 73.58 ± 2.93 78.67 ± 1.86 75.99 ± 1.79 69.13 ± 4.43 64.83 ± 5.63 96.05 ± 0.20 76.81 ± 3.21 87.99 ± 0.84 75.64 ± 2.75 73.87 ± 1.57 68.52 ± 4.49

TABLE II: Ablation results of NeuGraspNet on Pile and Packed scenes [18] (5 seeds)
Pile scenes Packed scenes

Fixed Top View Random View Hard View Fixed Top View Random View Hard View
Method GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%) GSR (%) DR (%)
NeuGraspNet (ours) 86.51 ± 1.42 83.52 ± 2.24 85.05 ± 1.25 84.37 ± 1.52 73.95 ± 1.26 70.67 ± 1.69 97.65 ± 0.92 93.16 ± 1.48 92.49 ± 1.41 91.74 ± 1.24 78.76 ± 1.89 82.80 ± 1.50
No-scene-render 85.79 ± 1.38 83.44 ± 2.40 83.57 ± 1.91 83.06 ± 1.50 69.71 ± 2.48 65.61 ± 3.37 97.18 ± 1.14 92.80 ± 1.75 89.83 ± 1.79 90.19 ± 1.57 56.43 ± 4.62 29.08 ± 3.10
No-local-render 79.83 ± 2.06 77.22 ± 2.72 77.04 ± 2.57 76.17 ± 2.51 63.51 ± 3.05 58.24 ± 3.14 96.31 ± 0.93 92.17 ± 1.43 89.81 ± 1.37 90.10 ± 0.70 73.86 ± 3.31 76.12 ± 2.16
No-shared-features 80.72 ± 1.96 78.15 ± 2.672 77.20 ± 2.36 78.01 ± 2.47 64.44 ± 2.96 59.34 ± 3.17 95.44 ± 0.96 90.26 ± 1.48 88.71 ± 1.43 89.11 ± 0.83 71.24 ± 3.51 69.06 ± 2.33
No-local-occ 86.62 ± 1.75 83.74 ± 2.41 84.37 ± 1.51 83.72 ± 0.89 72.08 ± 1.47 69.10 ± 2.13 96.53 ± 1.53 92.24 ± 1.37 90.62 ± 2.13 90.29 ± 1.56 78.14 ± 2.04 80.70 ± 1.73
No rendering 73.59 ± 1.58 72.92 ± 2.82 73.36 ± 0.84 72.79 ± 1.38 56.52 ± 1.11 50.30 ± 2.75 93.65 ± 0.76 91.46 ± 0.37 87.32 ± 1.89 88.34 ± 1.47 52.17 ± 4.12 26.88 ± 2.31

Data generation and training. Since our network is
implicit in all 6 grasp dimensions (unlike semi-implicit
methods [18], [24]), we create a dataset with a larger
number of grasps per scene to learn to discriminate grasps
in SE(3). We execute grasp candidates sampled using the
method from Section II-B on simulated scenes and train
both NeuGraspNet and the baselines on this dataset. We
generate a dataset of 1.4 million grasps in 33,313 scenes
for ‘pile’ scenes and 1.2 million grasps in 33,534 scenes
for ‘packed’ scenes, balanced with both successful and
unsuccessful grasps. We also sample 100,000 occupancy
points per scene to train the scene reconstruction.
Baselines & metrics. Due to the scope of our work for
fully implicit grasp detection, we emphasize comparison
with implicit or semi-implicit methods. We compare against
PointNetGPD [12], which operates directly on pointclouds,
and the current state-of-the-art EdgeGraspNet [13] that
proposes a contact-edge-based grasp representation. Note
that for EdgeGraspNet, we generate the dataset as per the
sampling strategy in [13] as it requires grasp samples on
edges. Additionally, we compare against the semi-implicit
methods VGN [18] and GIGA [24], with the latter con-
sidering scene reconstruction as an auxiliary loss.We also
run ablations of our model with different settings, e.g., with
and without scene-level rendering, etc., to demonstrate the
efficacy of our full model. We train all methods from scratch
on our dataset with random-view (random elevation between
15 and 75 degrees) inputs for a fair comparison.

We use the same metrics as [24], [18], [13], namely, the
Grasp Success Rate (GSR), i.e., percentage of successful
grasp executions w.r.t. the total attempts, and the Declutter
Rate (DR), i.e., percentage of objects successfully removed
to the number of total objects presented in the scenes.

1) Comparison with baselines on VGN [18] scenes:
Observing Table I, in ‘pile’ scenes, which are more unstruc-
tured, NeuGraspNet outperforms the baselines in all settings.
EdgeGraspNet and GIGA perform similarly in GSR, but
EdgeGraspNet has a higher DR, indicating fewer consecutive
failures. In ‘packed’ scenes, we observe a similar high
performance by NeuGraspNet. However, there are interesting
remarks regarding the baselines. GIGA still performs well

in fixed top view settings, where most of the scene is still
observed. VGN performs close to GIGA in random and hard
views. PointNetGPD performs reasonably in fixed top view
settings since it uses the GPG [30] grasp sampler, which
favors top grasps, but performs poorly in hard view settings.

2) Ablation study: Table II presents an ablation of dif-
ferent components of NeuGraspNet. As the results show, a
model without any rendering (global or local), shown at the
bottom of the table, performs the worst. In this case the grasp
sampler relies only on the input pointcloud, and the grasp
quality network struggles to discriminate in the SE(3) space.
When only removing the global scene-level rendering, we
see a significant drop in hard views. In hard views, much
of the scene is unseen, and the grasp sampler struggles to
sample reasonable candidates. Removing the local rendering
at the grasp level from NeuGraspNet hurts performance the
most (‘No-local-render’ in table), underlying the importance
of local features that allow learning the interaction of object
surface and gripper. Not using a shared feature space for
the reconstruction and grasp quality prediction (‘No-shared
features’) and not using local occupancy supervision, also
drops performance.

A. Real-world Evaluation

We perform real-world experiments with a mobile manipu-
lator robot, TIAGo++, equipped with a head-mounted RGBD
camera. In house-like scenarios with YCB objects [33], we
observe a GSR and DR of 83.63 % and 76.36 %, respectively,
for ‘pile’ scenes and a GSR and DR of 87.72 % and 90.90
%, respectively, for ‘packed’ scenes. Video demonstrations
are provided at https://sites.google.com/view/neugraspnet.

IV. CONCLUSION

We presented NeuGraspNet, a novel, fully implicit 6DoF-
grasp prediction method that re-interprets robotic grasping
as surface rendering. Our method exploits a learned implicit
geometric scene representation to perform global and local
surface rendering. This enables effective grasp candidate gen-
eration (using global features) and grasp quality prediction
(using local features from a shared feature space). Finally,
we exhibited the real-world applicability of NeuGraspNet in
mobile manipulator grasping experiments.

https://sites.google.com/view/neugraspnet
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