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Abstract

Current long-form video understanding datasets often fail to provide genuine
comprehension challenges, as many tasks can be solved by analyzing only a
few random frames. To address this, we introduce CinePile, a novel dataset and
benchmark designed specifically for long-form video understanding. This paper
details our approach to creating a question-answer dataset using advanced LLMs
with human-in-the-loop, based on human-generated raw data. Our dataset includes
305,000 multiple-choice questions covering visual and multimodal aspects such
as temporal comprehension, human-object interactions, reasoning about events,
etc. We evaluate recent video-centric LLMs on our test split, revealing that even
state-of-the-art models significantly lag behind human performance, underscoring
the complexity of video understanding.

1 Introduction

Figure 1: A sample clip (from here) and corresponding MCQs from CinePile.

Large multi-modal models offer the potential for analyzing long, complex videos. However, training
and evaluating models on video data offers difficult challenges. Most videos contain dialogue and
pixel data, requiring complete scene understanding. Furthermore, most existing vision-language
models are pre-trained primarily on still frames, while understanding long videos requires the ability to
identify interactions and plot progressions in the temporal dimension. We introduce CinePile, a large-
scale dataset consisting of → 305k question-answer pairs from 9396 videos, split into train and test

Workshop on Video-Language Models at 38th Conference on Neural Information Processing Systems (NeurIPS
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sets. Our dataset emphasizes question diversity, covering temporal understanding, perceptual analysis,
complex reasoning, and more. It also emphasizes question difficulty, with humans exceeding the
best commercial vision/omni models by approximately 25%. We present a scene and a few question-
answer pairs from our dataset in fig. 1. Consider the first question, How does Gru’s emotional

state transition throughout the scene? For a model to answer this correctly, it needs to
understand both the visual and temporal aspects, and even reason about the plot progression of
the scene. To answer the second question, What are the objects poking out of the book

cover and what is their purpose, the model must localize an object in time and space, and
use its world knowledge to reason about their purpose.

CinePile addresses several weaknesses of existing video understanding datasets. First, the large size
of CinePile enables it to serve as both an instruction-tuning dataset and an evaluation benchmark.
We believe the ability to do instruction tuning for video at a large scale can bridge the gap between
the open-source and commercial video understanding models. Also, the question diversity in
CinePile makes it a more comprehensive measure of model performance than existing benchmarks.
Unlike existing datasets such as LVU Wu and Krähenbühl [2021] and MAD Soldan et al. [2022],
which focus primarily on genre classification, like ratio prediction, or scene captioning, CinePile
emphasizes deeper video understanding that requires temporal understanding. CinePile’s large size
is made possible by our novel pipeline for automated question generation and verification using
large language models. While previous datasets depend on fixed templates or manual curation (e.g.,
TGIF-QA Jang et al. [2017] and MoVQA Zhang et al. [2023b]), CinePile leverages detailed human
descriptions of scenes to generate complex questions at scale. This automated yet scalable approach
allows us to capture many more question categories than prior works. At test time, models must
answer these questions from only the dialogue and raw video, without the hand-written descriptions
used to build the questions.

Next, we discuss our method for dataset construction, verification, and model evaluation. Due to
space constraints, we keep the discussion brief in the main draft and provide extensive additional
details in the supplementary material.

2 Creating a long video reasoning benchmark

Data collection and consolidation: We obtain clips from the MovieClips YouTube channel, which
hosts self-contained scenes highlighting major plot points, facilitating the creation of a dataset focused
on understanding and reasoning. Next, we collected Audio Descriptions from AudioVault.

Getting visual descriptions of video for free. Audio descriptions (ADs) feature a narrator explaining
crucial visual elements during pauses in dialogue, primarily for the vision impaired. Unlike conven-
tional video caption datasets, ADs focus on contextual elements rather than being overly descriptive.
We use ADs as a proxy for visual annotation in our dataset. Since our video clips are typically 2-3
minutes long and ADs cover entire movies, we use a rolling-window algorithm to align and extract
the relevant parts from the ADs.

Automated Question Templates: While we use a template-based approach for question generation,
rather than confining to a few predefined themes, we propose an automated method to create question
templates from existing human-generated questions. We first cluster 30,000 human-generated
questions across multiple existing datasets, then use GPT-4 to discern their underlying themes and
generate prototypical questions for each template. In total, we generate 86 unique templates that we
categorize into four high-level categories: Character and Relationship Dynamics (CRD), Narrative
and Plot Analysis (NPA), Thematic Exploration (TE) and Setting, and Technical Analysis (STA).

Automated QA generation with LLMs: To generate scene-related questions, we used Gemini
to select relevant templates from scene-text annotations, choosing 5-6 at random from the top 20.
A commercial language model then generated questions based on the scene’s audio description,
selected templates, prototypical questions, and a system prompt aimed at producing deep, long-term
questions. Prototypical examples helped minimize hallucinations and improved MCQ distractors’
plausibility. Timestamps for dialogues and visual descriptions enhanced temporal questions, allowing
us to generate about 32 questions per video on average. We use both GPT-4 and Gemini to generate
questions.

Testing the quality of the dataset: While the process consistently produces well-formed and
answerable questions, we found some questions to be trivial or related to basic world concepts that
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don’t require viewing the clip. To address this, we evaluated our dataset using a few LLMs on
the following axes, and either removed such questions or computed metrics for users to utilize. 1.
Degeneracy. A question is considered degenerate if the answer is implicit in the question, e.g., What
is the color of the pink house?. Manually reviewing all questions is impractical. Hence,
we used three distinct LMs to automate this process: Gemini Anil et al. [2023], GPT-3.5 Achiam et al.
[2023], and Phi-1.5 Li et al. [2023b]. Models received only questions and choices, and if all models
answered correctly, the question was considered degenerate, and removed from the evaluation split.
2. Vision Reliance. Some questions in the dataset might be answerable solely based on dialogue,
without needing the video component. For this analysis, We used the Gemini model, providing it
only with dialogue to assess performance. A correct answer scores 0 for visual dependence, while an
incorrect one scores 1. 3. Hardness. We developed a metric to gauge the difficulty of questions for
the models, even when provided with full context. For this purpose, we selected the Gemini model,
given its status as one of the larger and more capable models. This metric differs from accuracy;
during evaluation, the models are only supplied with videos and dialogue information, excluding
visual descriptions. However, in calculating the hardness metric, we include visual descriptions as
part of the context given to the model.

3 Dataset Details & Model evaluation

Our dataset consists of 9396 video clips with average length of ↑160 seconds, split into train and test
splits of 9248 and 148 videos each. Following the pipeline outlined in the methods section, we ended
up with over 298, 887 training points and 4, 941 test-set points, with around 32 questions per video
scene. Each MCQ contains a question, answer, and four distractors.

Given that our dataset consists of multiple-choice questions (MCQs), we evaluate a model’s perfor-
mance on our benchmark questions by measuring its ability to accurately select the correct answer
from a set of options, which includes one correct answer and four distractors. One key challenge
is reliably parsing the model’s poorly formatted response to extract its chosen answer and mapping
it to one of the predefined answer choices. Our two-stage evaluation addresses this by normalizing
responses to extract the option letter and text, and then comparing this normalized response to the
correct answer key. Scoring is based on the presence of both elements or either one if only one is
present.

Table 1: Model Evaluations. We present the accuracy of various video LLMs on the CinePile’s test
split. We also present Human performance for comparison. We also ablate the accuracies across the
question categories we discussed earlier.

Model Average CRD NPA STA TEMP TH
Human 73.21 82.92 75.00 73.00 75.52 64.93

Human (authors) 86.00 92.00 87.5 71.20 100 75.00
GPT-4o OpenAI [2024] 59.72 64.36 74.08 54.77 44.91 67.89

GPT-4 Vision Achiam et al. [2023] 58.81 63.73 73.43 52.55 46.22 65.79
Gemini 1.5 Pro Reid et al. [2024] 61.36 65.17 71.01 59.57 46.75 63.27

Gemini 1.5 Flash Reid et al. [2024] 57.52 61.91 69.15 54.86 41.34 61.22
Claude 3 (Opus) Anthropic [2024] 45.60 48.89 57.88 40.73 37.65 47.89

Video LLaVa Lin et al. [2023] 22.51 23.11 25.92 20.69 22.38 22.63
mPLUG-Owl Ye et al. [2023a] 10.57 10.65 11.04 9.18 11.89 15.05

We evaluate various commercial and open-source LLM models and we present their performance in
table 1, along with general crowdsourced human results and author attempted results for comparison.
Among the various commercial VLMs analyzed, Gemini 1.5 Pro (Video) emerge as top performer
with 61.36% average accuracy, followed by GPT-4o and GPT-4 Vision. Gemini 1.5 Pro particularly
outperforms the GPT-4 models in the “Setting and Technical Analysis” category that is dominated
by visually reliant questions focusing on the environmental and surroundings of a movie scene, and
its impact on the characters. On the contrary, we note that GPT-4 models performs substantially
better on other question categories such as “Narrative and Plot Analysis” that revolve around the core
storylines, and interaction between the key characters. Meanwhile, Claude 3 (Opus) ranks as the least
effective commercial VLM model, trailing Gemini Pro Vision by approximately 4%. Gemini 1.5
Flash, a newly released lighter version of Gemini 1.5 Pro, performs quite competitively, achieving
57.52% accuracy. We also provide a "hard split" in the test set with particularly challenging questions.
Most models experience a 15%-20% performance decline on this hard split, but the relative rankings
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remain unchanged. Notably, Gemini 1.5 Flash suffers a 21% decline compared to 13% for Gemini
1.5 Pro, highlighting the trade-offs in optimizing for lightweight performance. A significant gap
persists between human performance and state-of-the-art VLMs, with OSS models trailing both. To
understand these trends, we conducted further qualitative and quantitative analyses, and found that
the subpar performance of OSS models is only partially due to their inability to follow instructions.
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