
DIVKNOWQA: Assessing the Reasoning Ability of LLMs via Open-Domain
Question Answering over Knowledge Base and Text

Anonymous ACL submission

Abstract

Large Language Models (LLMs) have exhib-001
ited impressive generation capabilities, but002
they suffer from hallucinations when solely003
relying on their internal knowledge, espe-004
cially when answering questions that require005
less commonly known information. Retrieval-006
augmented LLMs have emerged as a potential007
solution to ground LLMs in external knowl-008
edge. Nonetheless, recent approaches have pri-009
marily emphasized retrieval from unstructured010
text corpora, owing to its seamless integration011
into prompts. When using structured data such012
as knowledge graphs, most methods simplify013
it into natural text, neglecting the underlying014
structures. Moreover, a significant gap in the015
current landscape is the absence of a realis-016
tic benchmark for evaluating the effectiveness017
of grounding LLMs on heterogeneous knowl-018
edge sources (e.g., knowledge base and text).019
To fill this gap, we have curated a comprehen-020
sive dataset that poses two unique challenges:021
(1) Two-hop multi-source questions that re-022
quire retrieving information from both open-023
domain structured and unstructured knowledge024
sources; retrieving information from structured025
knowledge sources is a critical component in026
correctly answering the questions. (2) Gener-027
ation of symbolic queries (e.g., SPARQL for028
Wikidata) is a key requirement, which adds an-029
other layer of challenge. Our dataset is created030
using a combination of automatic generation031
through predefined reasoning chains and hu-032
man annotation. We also introduce a novel ap-033
proach that leverages multiple retrieval tools,034
including text passage retrieval and symbolic035
language-assisted retrieval. Our model outper-036
forms previous approaches by a significant mar-037
gin, demonstrating its effectiveness in address-038
ing the above-mentioned reasoning challenges.039

1 Introduction040

LLMs have shown exceptional performance in041

multi-hop question-answering (QA) tasks over text042

(TextQA) (Rajpurkar et al., 2018; Kwiatkowski043

Q: How many awards has the first person to walk on the moon 
received?
A: 26
Multi-Hop Multi-Source Reasoning
Q1: Who was the first person to walk on the moon?
A1: Neil Armstrong (Supporting facts: [1], [2])
Q2: How many awards has Neil Armstrong received?
A2: 26  (Supporting fact: [3])

Unstructured Knowledge
Paragraph A, Moon landing
[1] This was accomplished with two US pilot-astronauts flying 
a Lunar Module on each of six NASA missions across a 
41-month period starting on 20 July 1969 UTC, with Neil 
Armstrong and… 
Paragraph B, Purdue University
[2] Neil Armstrong (the first person to walk on the moon)

Structured Knowledge
[3] ["Presidential Medal of Freedom","Order of the White 
Elephant",   "Cullum Geographical Medal", "National 
Aviation Hall of Fame", …] (In total 26 items)
SPARQL Query: 
SELECT (COUNT(?item) AS ?count)
WHERE {wd:Q1615 wdt:P166 ?item.}

Figure 1: An example of the two-hop multi-source ques-
tions in DIVKNOWQA.

et al., 2019; Joshi et al., 2017; Trivedi et al., 044

2022a; Yang et al., 2018; Ho et al., 2020), ta- 045

bles (TableQA) (Yu et al., 2018; Zhong et al., 046

2017; Pasupat and Liang, 2015; Chen et al., 2019), 047

and knowledge-bases (KBQA) (Gu et al., 2021; 048

Yih et al., 2015; Talmor and Berant, 2018; Bao 049

et al., 2016), where the supporting fact is contained 050

in a single knowledge source – structured or un- 051

structured. However, in many real-world scenar- 052

ios, a QA system may need to retrieve information 053

from both unstructured and structured knowledge 054

sources; failing to do so results in insufficient infor- 055

mation to address user queries. 056

While existing QA benchmarks provide di- 057

verse perspectives for evaluating models (Table 1), 058

they are limited in assessing the performance of 059

retrieval-augmented language models across het- 060

erogeneous knowledge sources in the following 061
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Table 1: Comparing benchmarks for heterogeneous
question-answering tasks. The column OpenR stands for
open information retrieval, Human for human-written
questions, EI for equitable importance of knowledge
sources, and SGT for structured ground truth.

Dataset KB Text Table OpenR Human EI SGT
HybridQA (Chen et al., 2021a) ✗ ✓ ✓ ✗ ✓ ✓ ✗
OTT-QA (Chen et al., 2020) ✗ ✓ ✓ ✓ ✓ ✓ ✗
NQ-Tables (Herzig et al., 2021) ✗ ✓ ✓ ✗ ✗ ✗ ✗
TAT-QA (Zhu et al., 2021) ✗ ✓ ✓ ✗ ✓ ✓ ✗
MultimodelQA (Talmor et al., 2021) ✗ ✓ ✓ ✗ ✓ ✗ ✗
Manymodelqa (Hannan et al., 2020) ✗ ✓ ✓ ✗ ✓ ✗ ✗
FinQA (Chen et al., 2021b) ✗ ✓ ✓ ✗ ✓ ✓ ✗
HetpQA (Shen et al., 2022) ✗ ✓ ✓ ✗ ✓ ✗ ✗
CompMix (Christmann et al., 2023) ✗ ✓ ✓ ✓ ✓ ✗ ✗
WikiMovies-10K (Miller et al., 2016) ✓ ✓ ✗ ✓ ✓ ✗ ✗
MetaQA (Zhang et al., 2018) ✓ ✓ ✗ ✓ ✓ ✗ ✗

DIVKNOWQA (Ours) ✓ ✓ ✗ ✓ ✓ ✓ ✓

aspects: (1) Closed-book QA: Closed-book ques-062

tions do not accurately reflect the real-world setting063

where individuals generally have access to diverse064

knowledge sources on the Internet; (2) Automati-065

cally generated data: The lack of human verifi-066

cation results in erroneous data; (3) Imbalanced067

emphasis across different knowledge sources: Cur-068

rent benchmarks feature knowledge sources with069

varying levels of importance. Answers may be070

found in multiple sources, leading models to priori-071

tize textual sources while underutilizing structured072

knowledge sources; (4) Suboptimal use of struc-073

tured knowledge: Structured knowledge sources074

are typically treated as textual sources by lineariz-075

ing triplets from the knowledge base or rows/-076

columns from tables, missing the opportunity to077

fully realize the benefit of highly-precise structured078

knowledge by probing them via symbolic queries.079

Despite the inherent challenges, being able080

to generate structured queries effectively can081

offer a number of benefits. First, unlike a082

query to retrieve text passages, the structured083

query itself can share the responsibility of rea-084

soning (Liu et al., 2022). For example, for085

the question “How many awards has Neil086

Armstrong received?”, to get an answer087

from a knowledge base such as Wikidata (Vran-088

dečić and Krötzsch, 2014), a SPARQL query (Pérez089

et al., 2006) can use an aggregation function to090

return the numerical number as the final result091

as shown in Figure 1. In contrast, a text retriever092

needs to locate all the relevant passages and rely093

on a reader module to get the final result. The094

commonly used readers often come with an in-095

put length constraint. The number of returned pas-096

sages could be too many to fit into the reader’s097

context, causing a wrong answer. Even when the098

context length is not an issue, even the best LLMs099

have difficulties in locating the answer (Liu et al.,100

2023a). Besides, there is less room for ambigu-101

ity in structured queries. For example, a dense re- 102

triever cannot easily distinguish between similar 103

song titles such as “I’ll be good to you” 104

and “I have been good to you” by differ- 105

ent singers. On the other hand, given the right iden- 106

tifier of the entity, the structured knowledge search 107

engine can return the relevant information for the 108

exact entity. 109

In this work, we propose DIVKNOWQA, a novel 110

fact-centric multi-hop QA benchmark that requires 111

models to utilize heterogeneous knowledge sources 112

equitably in order to answer a question. We per- 113

form the first study to assess the reasoning ability of 114

LLMs, via jointly exploiting open-domain QA over 115

heterogeneous knowledge sources. In particular, we 116

have chosen Knowledge Base (KB) as our primary 117

case study for the structured source, and we have 118

created a dataset comprising 940 human-annotated 119

examples. Additionally, each entry in our dataset 120

includes a corresponding symbolic SPARQL query 121

to facilitate the retrieval of information from the 122

KB. To generate the questions, we construct a ques- 123

tion collection pipeline comprising three key steps: 124

text-based QA sampling, KB question generation, 125

and question composition, all while minimizing the 126

need for human annotation efforts. 127

To set up a baseline, in addition to benchmark- 128

ing on standard and tool-augmented LLMs, we pro- 129

pose a Diverse rEtrieval Tool Augmented LLM 130

(DETLLM) to address the challenges posed by 131

DIVKNOWQA. DETLLM decomposes a multi- 132

hop question into multiple single-hop questions, 133

and adopts two novel strategies: (1) symbolic 134

query generation to retrieve supportive text from 135

a KB by transforming a single-hop natural ques- 136

tion into a SPARQL query, and (2) retrieval tool 137

design, which includes a textual retriever and a 138

symbolic query generation tool to recall relevant 139

evidence from heterogeneous knowledge sources. 140

Our method shows improvements of up to 4.2% 141

when compared to existing methods. 142

2 The DIVKNOWQA Dataset 143

2.1 Dataset Collection 144

Our goal is to create a method for generating com- 145

plex questions from diverse knowledge sources, 146

making each source indispensable; and we aim 147

to do so with a minimal human annotation effort. 148

Additionally, we wish to provide Wikidata entity 149

and relation IDs to support structured query-based 150

knowledge retrieval. Due to the page limit, Figure 151
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3 from Appendix A.5 depicts our proposed method.152

We first sample a single-hop text question from153

the Natural Question dataset (Kwiatkowski et al.,154

2019) as an anchor, to which we link to a relevant155

Wikidata triplet. Then single-hop KB questions are156

generated based on the sampled triplets thereby157

using the anchor question to automatically com-158

pose a heterogeneous multi-hop question. Human159

annotators finally verify the quality of the machine-160

generated question and rewrite the question that161

needs revision. In the following, we elaborate on162

the steps.163

Natural Questions as Anchors The Natural164

Question (NQ) dataset is a question-answering165

dataset containing tuples of (question,166

answer, title, passage), where title167

and passage are respectively the title of the168

Wikipedia page and the passage containing the169

answer. The questions in NQ were collected from170

real-world user queries issued to the Google search171

engine, and it contains 307K training examples.172

We concentrate on constructing a multi-hop dataset173

linked through the initial step’s single-hop answer.174

To achieve this, we extract question-answer pairs175

where the question contains a succinct answer of176

up to 5 words to ensure the quality of the resulting177

composed question.178

Linking Natural Questions to Wikidata We179

adopt the notion of bridge entity from Yang et al.180

(2018) to describe the single-hop answer in the181

initial step when breaking down a multi-hop182

question. We explore two linking options, each183

involving a unique choice of bridging an entity184

to connect the natural question to Wikidata.185

We explain the options using the example186

question “Who plays Mary Poppins in187

Mary Poppins Returns?” with the answer188

“Emily Blunt”. (a) Text → KB Approach: We189

treat the answer “Emily Blunt” as the bridge190

entity, and search for a Wikidata triplet where191

“Emily Blunt” is the subject, for example,192

(Emily Blunt, sibling, Felicity193

Blunt). (b) KB → Text Approach: In this194

alternative method, we recognize the question195

entity that exists in Wikidata, in this case, “Mary196

Poppins Returns”, as the bridge entity. For197

simplicity, we only consider the entity mentioned198

in the Wikipedia title. We then link to the199

Wikidata triplet using it as the object, leading200

to triplets such as “(William Weatherall201

Wilkins, present in work, Mary 202

Poppins Returns)”. 203

Selection of KB Triplets To maintain an equal 204

emphasis on both structured and unstructured 205

knowledge sources, we implement a meticulous 206

selection process for KB triplets to ensure that the 207

associated knowledge cannot be easily obtained 208

by merely retrieving information from the textual 209

source (Wikipedia passages). We retain triplets 210

(sub, relation, obj), where either the subject sub 211

is not linked to a Wikipedia page or the object obj 212

does not exist within the Wikipedia page associated 213

with the subject. This ensures that simply retriev- 214

ing the Wikipedia passage for the sub is unlikely 215

to yield an answer to a question involving sub and 216

obj, thereby requiring the model to utilize the KB. 217

Furthermore, when generating questions in the KB 218

→ Text linking option, we selectively retain triplets 219

where only one object is associated with the given 220

relation and subject This approach ensures the com- 221

pleteness and uniqueness of the reasoning chain. 222

For example, given a composed question, “Who 223

plays Mary Poppins in Lin-Manuel Miranda’s no- 224

table work?”, “Mary Poppins Returns” is one of 225

the notable works from “Lin-Manuel Miranda”. By 226

querying KB given the subject “Mary Poppins Re- 227

turns” and the relation “notable work”, we will lo- 228

cate multiple answers rather than the single bridge 229

entity “Mary Poppins Returns”, posing a challenge 230

to infer the second sing-hop question “Who plays 231

Mary Poppins in Mary Poppins Returns?”. 232

Generating Single-Hop KB Questions We then 233

create single-hop questions from the selected 234

(sub, relation, obj) triplets. These questions are 235

designed to emphasize the relationship between 236

sub and obj, with obj being the expected answer. 237

For instance, for the KB triplet “(Emily Blunt, 238

sibling, Felicity Blunt)”, we expect 239

to generate a question like “Who is the 240

sibling of Emily Blunt?”. For this, we 241

employ the gpt-turbo-3.5 LLM from Ope- 242

nAI; the prompt can be found in Appendix A.1. 243

Generating Heterogeneous Multi-Hop Ques- 244

tions In this stage, we wish to create a multi-hop 245

question by composing a textual question and a KB 246

question. We generate such heterogeneous ques- 247

tions by carefully chaining two single-hop ques- 248

tions together. DIVKNOWQA supports three ques- 249

tion types: short entity, yes/no, and aggregate ques- 250

tions, and two question composition orders: Text 251
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→ KB and KB → Text. This combination results in252

a total of five question types, as we construct aggre-253

gate questions following only the Text → KB order.254

We employ gpt-turbo-3.5 as a question com-255

poser to connect two single-hop questions. This is256

achieved by substituting the entity mentioned in the257

outer question with a rephrased version of the first258

question. The prompt for generating the multi-hop259

questions is given in Appendix A.2. Our generation260

method for different question types is discussed as261

follows.262

Short Entity Question We use a factoid entity as263

the final answer. The final answer can be the object264

from Wikidata or the factoid answer from NQ.265

Yes/No Question In contrast to Short Entity ques-266

tions, Yes/No questions involve an additional step.267

Initially, the original question is reformulated into268

a verification-style question typically starting with269

phrases like “Is/Was/Were/Does/Do/Did”.270

This new question includes a candidate answer for271

verification purposes. For instance, let’s consider272

the original question “What grade were273

they in High School Musical 1?”274

with a known answer of “juniors”. To create275

a verification question, we might rephrase it as276

“Were they seniors in High School277

Musical 1?” and include the verifying answer278

“seniors” within the question. Generating279

the candidate answer for verification can be a280

complex task as it requires choosing a verifying281

answer that aligns well with the context of282

the question. Sampling incorrect distractors as283

verifying answers is also a part of the process.284

These distractors should be incorrect but closely285

related to the answer, and they are generated by286

prompting gpt-turbo-3.5. This approach287

ensures that the verification process is robust and288

accurate, preventing situations where the verifying289

answer deviates from the question’s context and290

potentially leads to a simplistic answer “no”291

during evaluation.292

Aggregate Question We formulate aggregating293

questions in the “Text → KB” composition294

order, where the outermost question pertains to295

counting the number of associated triplets based296

on the given subject and relation. For instance,297

the outermost question “How many awards298

does Milton Friedman receive?”299

arises from the KB triplets of the form (Milton300

Friedman, award received, award301

name)” with 10 such award name objects. In 302

such cases, we leverage the aggregate feature 303

offered by the structural query (i.e., SPARQL). 304

2.2 Human Annotation 305

We recruited five individuals, three undergraduate 306

and two graduate students with experience in the 307

field of NLP for data verification and annotation. 308

Each question underwent a verification and rewrit- 309

ing process involving two annotators. To mitigate 310

any potential annotation bias, we presented each 311

question to both annotators, with the order of ex- 312

amples shown to annotators randomized. Annota- 313

tors were tasked with assessing the quality of KB 314

question generation, and they had three options 315

to choose from: “Accept”, “Revise”, or “Reject”. 316

When a question required revision, annotators were 317

instructed to make modifications while preserving 318

the focus on the subject and relation and keeping 319

the answer unchanged. Additionally, they were re- 320

sponsible for evaluating the quality of complex 321

questions and providing necessary revisions. The 322

instruction provided to human annotators is shown 323

in Appendix A.4. Annotators were duly compen- 324

sated for their valuable contributions to our study. 325

Out of 1,000 examples that were annotated, 757 326

examples received unanimous approval, 183 under- 327

went revisions, and 60 were rejected. Both unan- 328

imously accepted and revised examples were in- 329

cluded in the dataset. 330

2.3 Dataset Statistics and Analysis 331

In this section, we analyze the question types and 332

KB single-hop relation types in DIVKNOWQA. 333

Question Central Word Taking inspiration 334

from (Yang et al., 2018), we designate the first 335

three words of a question as the Center Question 336

Words (CQW). We adopt this approach because 337

our questions typically do not contain comparison 338

queries, and a majority of question words are found 339

at the beginning of the question. Due to the page 340

limit, Figure 4(a) in Appendix A.6 provides a visual 341

representation of CQW in DIVKNOWQA. 342

KB Relation Types We also analyze the distri- 343

bution of relations by counting the frequency of 344

different relations that appear in the KB triplets 345

used to construct the single-hop KB questions. Due 346

to the page limit, Figure 4(b) in Appendix A.6 fea- 347

tures the distribution of diverse relations. 348
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Query: Who was the first person to walk on the
moon?

Query: How many awards has Neil Armstrong
received?

Paragraphs
[1] This was accomplished with two US pilot-
astronauts flying a Lunar Module on each of six
NASA missions across a 41-month period
starting on 20 July 1969 UTC, with Neil
Armstrong and… 
[2]Neil Armstrong(the first person to walk on
the moon) ...

Linearized Triplets
[3] Neil Armstrong; Description; Armstrong was
an American astronaut and the first person to
walk on the Moon. ...
[4] John Young; Spaceflight Astronaut Missions;
Apollo 16. ...

SPARQL
None

Rationale: The first person to walk on the moon is
Neil Armstrong.
The second step is to answer how many awards he
has received.

Rationale: Neil Armstrong was the first person to
walk on the moon and he has received 26 awards.

LLM

Rationale: Decompose the question to answer the
following single-hop questions. 1. who was the first
person to walk on the moon? 2. how many awards has
this person received?

Answer: 26

1

3

2

How many awards has the first person
to walk on the moon received?

Answer: 26

Paragraph
[1] She was the first female newscaster on
television in Los Angeles and the West Coast
She has received many awards and honors...
[2] Apollo 11 was the spaceflight that landed
the first two people on the Moon. Commander
Neil Armstrong and Lunar Module ...

Linearized Triplets
[3] Neil Armstrong; Award Received Silver
Buffalo Award. Neil Armstrong; Award
Received; Livingstone Medal. ....
[4] Neil Armstrong; Award Received; Air Medal
. Neil Armstrong; Award Received; Collier
Trophy. ...

SPARQL
SELECT (COUNT(?award) as ?count)
WHERE { wd:Q1615 wdt:P166 ?award. }

Figure 2: The illustration of DETLLM to instruct LLMs for addressing multi-source multi-hop questions.

Anecdotal Examples for Representative Types349

Due to the length limit, in Appendix A.7, Table 5350

presents illustrative examples drawn from the DI-351

VKNOWQA benchmark for each of our five ques-352

tion composition types. These examples serve to353

showcase how our dataset necessitates information354

retrieval from diverse sources in varying orders.355

Additionally, they highlight that the answer types356

require models to perform tasks such as answer357

span extraction, candidate answer verification, and358

information aggregation based on relevance.359

3 DETLLM: Diverse Retrieval Tool360

Augmented LLM361

We now introduce our diverse retrieval tool aug-362

mented LLM (DETLLM) and show its promising363

capability on the proposed DIVKNOWQA bench-364

mark by unifying the retrieval ability from the struc-365

tured and unstructured knowledge sources.366

To tackle a complex question, we follow the367

chain-of-thought (CoT) framework (Wei et al.,368

2022) to decompose a complex question into single-369

hop questions where each single-hop question is370

knowledge-intensive, requiring supportive fact re-371

trieval from a knowledge source. 372

We design a retrieval tool capable of retriev- 373

ing from heterogeneous knowledge sources. For 374

unstructured text knowledge, a dense passage re- 375

triever (Izacard et al., 2022) is employed to retrieve 376

relevant passages. For structured knowledge, we 377

consider two modalities of structured knowledge to 378

maximize the relevant information coverage. First, 379

we transform the structured data into text passages 380

by linearizing the relation triplets into passages 381

in which case a sparse text retriever can be used 382

to detect similar sources. Second, we propose a 383

symbolic query generation module to map a nat- 384

ural language query to a structured query (e.g., 385

SPARQL) to directly query against the KB (e.g., 386

Wikidata). The benefits are twofold: (1) pinpointing 387

precise knowledge, and (2) leveraging the compo- 388

sitionality of the query language and reducing the 389

mere reliance on the language model’s reasoning 390

responsibility. Figure 2 shows the DETLLM flow 391

for querying an LLM. 392
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3.1 Question Decomposition and Planning393

Our approach to answering a complex multi-hop394

question is inspired by the conceptual framework395

of DSP (Khattab et al., 2022). When dealing with396

a question that involves n hops, we query the LLM397

n times to generate retrieval queries and retrieve398

information from a knowledge source. The final399

query is used to ultimately arrive at the final an-400

swer, utilizing the retrieved passage to answer the401

last single-hop question. This process results in a402

total of n + 1 interactions with the LLM. At the403

j-th LLM prompting, the LLM’s task is to utilize404

the previously retrieved information to answer the405

j− 1 single-hop question. It then dissects the origi-406

nal question Q into the j-th subsequent single-hop407

questions qj , which serve as a retriever query to408

gather information from a knowledge source.409

3.2 Multi-Source Knowledge Retrieval410

In addressing the single-hop questions, our ap-411

proach entails searching across diverse knowl-412

edge sources to gather supporting facts. To an-413

swer the subsequent single-hop question qj , we414

begin by having the LLM generate semanti-415

cally diverse queries, denoted as Queryj =416

{queryj1, . . . , query
j
t }. We set the LLM decoding417

temperature to 0.7 to sample diverse queries.418

In our approach, we treat unstructured and struc-419

tured knowledge separately and retrieve relevant420

information from both knowledge sources. As men-421

tioned, for unstructured knowledge, we use a dense422

retriever Contriever (Izacard et al., 2022) to re-423

trieve relevant passages, while for structured knowl-424

edge, we retrieve relevant information from both425

textual and structured formats. The preparation of426

the textual knowledge base involves linearizing KB427

triplets (sub, relation, obj) into a string format428

“sub relation obj” after which we create a429

retrieval index for efficient passage retrieval using a430

sparse text retriever BM25 (Robertson et al., 2009).431

The Contriever, trained on natural language corpus,432

is adaptable to unstructured knowledge but strug-433

gles when faced with linearized structured knowl-434

edge because it lacks natural language formatting.435

In contrast, the sparse retriever BM25 performs bet-436

ter with structured knowledge by using a keyword-437

based search methodology. We show the ablation438

study in Section 4.3.439

In addition, we generate SPARQL queries to exe-440

cute against the Wikidata engine to retrieve further441

relevant information. Our retrieval tool thus com-442

Table 2: Answer and Sub-Step Retrieval Accuracy on
DIVKNOWQA.

EM F1 Recall H1-R H2-R

Vanilla Prompt 26.0 28.3 26.8 42.2 -
ReAct 16.1 18.4 19.0 - -
DSP 27.9 31.0 31.2 57.6 41.2
DETLLM (our) 32.1 35.7 35.6 70.1 47.1

prises three components: a sparse retriever, a dense 443

retriever, and a symbolic query language genera- 444

tion module. These elements collectively enable 445

the comprehensive retrieval of information from 446

heterogeneous knowledge sources. 447

3.3 Multi-Source Knowledge Ranking 448

To consolidate the retrieved information obtained 449

from the tool, we perform a ranking of information 450

from various knowledge sources. The goal is to se- 451

lect the top-k most relevant pieces of information. 452

This selection is necessary because of the inher- 453

ent length constraint of the language model, which 454

prevents us from incorporating all the retrieved 455

information into the prompt. To achieve this rank- 456

ing, our approach leverages the off-of-shelf cross- 457

encoder model (Reimers and Gurevych, 2019) to 458

assess the relevance of each piece of retrieved in- 459

formation in the context of a single-hop question. 460

We use the sentence-transformers pack- 461

age implementation with the model checkpoint 462

cross-encoder/ms-marco-MiniLM-L-6 463

-v2.1 464

4 Benchmarking 465

4.1 Experimental Setup 466

Baselines (1) ChatGPT (OpenAI, 2023): 467

We employ OpenAI’s ChatGPT model 468

(gpt-3.5-turbo) by single-step query in- 469

putting the question and retrieved-context and 470

obtaining its response as the final answer. (2) 471

DSP (Khattab et al., 2022): We apply the 472

demonstrate-search-predict framework to it- 473

eratively address complex QA tasks with the 474

assistance of retrieved context. (3) ReAct (Yao 475

et al., 2023): It leverages a synergistic approach, 476

combining reasoning with tool usage. It involves 477

verbally generating a reasoning trace and issu- 478

ing the necessary commands to invoke a tool, 479

which then takes action accordingly. We use 480

gpt-3.5-turbo as the backbone model. 481

1sentence-transformers: https://www.
sbert.net/
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Evaluation Metrics To assess the accuracy and482

relevance of various models for factoid questions,483

we rely on established metrics. We report the exact484

match and F1 score for final answer quality, follow-485

ing the methodology of (Yang et al., 2018). Besides,486

we report the Recall score indicating whether the487

ground-truth answer is a substring in prediction488

since LLM may generate extra information. In ad-489

dition, we report the retrieval accuracy for each490

decomposed single-hop question denoted as H1-R491

and H1-2 for the two-hop question.492

Implementation Details To ensure a comprehen-493

sive and equitable comparison, we offer baseline494

model access to both structured knowledge and un-495

structured knowledge as retrieval sources. In the496

case of the baseline model, the KB is converted497

into linearized passages, which are then combined498

with the unstructured knowledge, creating a uni-499

fied source for retrieval. We use BM25 (Robert-500

son et al., 2009) and Contriever (Izacard et al.,501

2022) as sparse and dense retrieval tools respec-502

tively. Unless specified otherwise, we experiment503

with a few-shot prompt that includes three human-504

annotated demonstrations along with task instruc-505

tions to guide the model generation process.506

4.2 Main Results507

Comparing with State-of-the-Art LLMs Table 2508

presents the model performance results on the DI-509

VKNOWQA. ReAct exhibits lower performance510

compared to the Vanilla prompt. The retrieval tool511

created for ReAct is specialized for querying un-512

structured knowledge. As the presence of irrele-513

vant passages distracts the LLM (Chen et al., 2023;514

Mallen et al., 2023), the iterative reasoning accu-515

mulates errors, leading to less accurate answers.516

Conversely, DSP outperforms both Vanilla Prompt517

and ReAct, thanks to its robust search module de-518

signed to engage with frozen retrievers. DSP en-519

hances a single retrieval query into multiple queries,520

employing a fusion function to rank candidate pas-521

sages and identify the most relevant one. However,522

the search module cannot effectively retrieve struc-523

tured knowledge. Our model stands out as the top-524

performing model, demonstrating its capability to525

generate symbolic language for retrieval from struc-526

tured knowledge.527

Retrieval Performance Table 2 also presents the528

single-step retrieval accuracy. Among the base-529

line methods, comparing single-step generation530

Table 3: Ablation study on the retrieval strategy.

EM F1 Recall H1-R H2-R
w/o SPARQL
Text-KB(Sparse) 27.9 31.0 31.2 57.6 41.2
Text-KB(Dense) 22.7 26.1 26.9 54.9 32.0
Text(Sparse)-KB(Sparse) 26.4 29.8 30.2 60.0 41.2
Text(Dense)-KB(Sparse) 30.7 35.0 35.5 68.9 46.8

w/ SPARQL
Text-KB(Sparse) 28.8 31.9 32.9 58.0 42.9
Text-KB(Dense) 31.2 34.7 35.9 64.3 42.6
Text(Sparse)-KB(Sparse) 28.5 31.8 32.0 61.5 42.1
DETLLM (our) 32.1 35.7 35.6 70.1 47.1

e.g. Vanilla Prompt with the multi-step genera- 531

tion e.g. ReAct and DSP, the retrieval accuracy 532

increases due to the decomposed query from the 533

multi-step generation process. On the other hand, 534

the DETLLM shows stronger retrieval performance 535

compared to DSP due to the careful retrieval tool 536

design, the unstructured and structured knowledge 537

is treated separately. This finding underscores the 538

importance of having a robust retrieval strategy to 539

provide reliable and focused information, ground- 540

ing the LLM on relevant supportive facts. 541

4.3 Discussion 542

Ablation Study Table 3 presents the results of 543

an ablation study involving three key factors: a) the 544

integration of heterogeneous knowledge sources, 545

b) the choice between dense and sparse retrievers, 546

and c) the incorporation of SPARQL. Our find- 547

ings indicate that optimal performance is achieved 548

when handling heterogeneous knowledge sources 549

separately, combined with careful retriever tool se- 550

lection. The unsupervised dense retriever (i.e., Con- 551

triever), trained on natural language corpus, demon- 552

strates adaptability to unstructured knowledge but 553

loses its advantage when dealing with linearized 554

structured knowledge due to the absence of natu- 555

ral language formatting. Conversely, the sparse re- 556

triever BM25 performs better on structured knowl- 557

edge, relying on keyword-based search methodolo- 558

gies. Furthermore, the SPARQL tool consistently 559

outperforms its counterparts in all settings, show- 560

casing improvements regardless of the integration 561

of knowledge sources and the choice of retriever. 562

Table 4: Comparison between the closed book setting
and open domain retrieval.

EM F1 Recall H1-R H2-R
Closed Book 30.2 33.8 31.2 - -
DETLLM 32.1 35.7 35.6 70.1 47.1
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Comparing with Closed-book LLM Table 4563

presents a comparison between DETLLM and564

LLM performance in the closed-book setting,565

where no external knowledge is accessible. We566

demonstrate that DETLLM exhibits improvements567

in scenarios distinct from the closed-book setting.568

We observe that only 50.8% of examples answered569

correctly by our DETLLM are also present in the570

closed-book setting, highlighting the orthogonal571

performance of DETLLM compared to the closed-572

book setting. The combination of correctly an-573

swered examples accounts for 45.4% of the entire574

dataset. One plausible hypothesis is that the closed575

book setting enables the LLM to access knowledge576

stored in its memory, reducing the impact of re-577

triever errors. We also suggest a potential research578

direction, which involves designing a strategy to579

switch between the closed book setting and open580

domain retrieval to achieve optimal performance.581

Additional Discussion Due to the page length582

limit, we put additional discussion in the Ap-583

pendix A.8. We present the SPARQL generation584

analysis in Table 6 and oracle retrieval performance585

in Table 7.586

5 Related Work587

5.1 Assessing the Reasoning Ability of LLMs588

LLMs (Brown et al., 2020; Touvron et al., 2023;589

Nijkamp et al., 2023) have exhibited notable ad-590

vancements in their capabilities, particularly in the591

domain of reasoning skills. These skills encom-592

pass various categories, including inductive reason-593

ing (Wang et al., 2023; Yang et al., 2022), deduc-594

tive reasoning (Creswell et al., 2023; Han et al.,595

2022), and abductive reasoning (Wiegreffe et al.,596

2022; Lampinen et al., 2022), depending on the597

type of reasoning involved. Current research ef-598

forts have predominantly focused on evaluating599

LLMs in the context of open-ended multi-hop de-600

ductive reasoning. These scenarios involve com-601

plex question-answering tasks (Yang et al., 2018;602

Gu et al., 2021; Trivedi et al., 2022b; Liu et al.,603

2023b) and fact-checking (Jiang et al., 2020). No-604

tably, our work contributes to this landscape by605

introducing an additional layer of complexity: the606

integration of multi-hop and multi-source reason-607

ing. In our approach, we retrieve supporting facts608

from heterogeneous knowledge sources, further en-609

hancing the challenges posed to LLMs in this de-610

ductive reasoning context.611

5.2 Retrieval-Augmented LLMs 612

Retrieval-Augmented Large Language Models 613

(RALLMs) are semi-parametric models that inte- 614

grate both model parameters and a non-parametric 615

datastore to make predictions. RALLMs enhance 616

LLMs by updating their knowledge (Izacard et al., 617

2023; Khandelwal et al., 2020; Yavuz et al., 2022; 618

Mallen et al., 2023), providing citations to support 619

trustworthy conclusions (Menick et al., 2022; Gao 620

et al., 2023). RALLMs can retrieve information in 621

an end-to-end fashion within a latent space (Khan- 622

delwal et al., 2020, 2021; Min et al., 2023), or they 623

can follow the retrieve-then-read paradigm, lever- 624

aging an external retriever to extract information 625

from textual sources (Ram et al., 2023; Khattab 626

et al., 2022). Our approach adheres to the retrieve- 627

then-read paradigm, with a specific emphasis on 628

multi-source retrieval, advocating for structured 629

knowledge retrieval through symbolic generation. 630

6 Conclusion 631

We introduce the DIVKNOWQA, designed to eval- 632

uate the proficiency of question-answering sys- 633

tems, especially those enhanced by retrieval tools, 634

in addressing knowledge-intensive questions with 635

a strong emphasis on multi-hop multi-source re- 636

trieval. This dataset is constructed through auto- 637

mated data generation and subsequent human ver- 638

ification, minimizing manual effort. Our evalua- 639

tion encompasses both standard LLMs and LLMs 640

augmented with retrieval tools. Notably, we iden- 641

tify that this task presents a new challenge for 642

state-of-the-art models due to the demand for struc- 643

tured knowledge retrieval and the inherent lack 644

of prior knowledge in this context. To tackle this 645

challenge, we propose the DETLLM, which incor- 646

porates diverse retrieval tools including innovative 647

symbolic query generation for retrieving informa- 648

tion from the structured knowledge source. In the 649

future, we are keen on enhancing LLMs’ capabili- 650

ties in understanding and generating symbolic lan- 651

guage, as well as exploring methods to improve 652

performance on knowledge-intensive and complex 653

question-answering tasks. 654

Limitations 655

One limitation of our proposed DETLLM is that 656

the retrieval tool is used in each decomposed 657

single-hop question-answering step. A further step 658

involves investigating when the large language 659

model truly requires retrieval knowledge, rather 660
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than invoking the tool at every step. Recent re-661

search (Mallen et al., 2023) has indicated that662

LLMs derive substantial benefits from general do-663

main knowledge but may encounter challenges664

when dealing with long-tail knowledge because665

LLMs’ memorization is often limited to popular666

knowledge. Future work can address the issue of667

uncertainty in LLMs’ reliance on retrieval tools,668

aiming to optimize tool usage efficiently and estab-669

lish trustworthiness in the process.670

Another limitation is the need to explore the im-671

pact of extended prompts on retrieval-augmented672

language models. Recent research has revealed that673

LLMs can be susceptible to recency bias (Liu et al.,674

2023a). Furthermore, a study (Peysakhovich and675

Lerer, 2023) indicates that documents containing676

the ground truth answer tend to receive higher at-677

tention, suggesting that reordering documents by678

placing the highest-attention document at the fore-679

front can enhance performance. Thus, an avenue680

for further investigation of whether document re-681

ordering strategies, based on attention mechanisms,682

can be employed to improve retrieval-augmented683

LM performance on multi-source multi-hop QA684

task.685
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A Appendix 1017

A.1 Single-Hop Knowledge Base Question 1018

Generation Prompt 1019

Prompt 1: Single-Hop Knowledge Base Question Gen-
eration
I n s t r u c t i o n : Q u e s t i o n g e n e r a t i o n g i v e n 1020

t h e f o l l o w i n g i n f o r m a t i o n : 1021
1) Answer 1022
2) S h o r t r e l a t i o n between t h e q u e s t i o n 1023

e n t i t y and t h e answer 1024
3) Q u e s t i o n e n t i t y . 1025

1026
IMPORTANT: The answer must be a v o i d e d 1027

i n t h e q u e s t i o n . 1028
1029

Answer : J a c q u e s B o i g e l o t ; 1030
R e l a t i o n : d i r e c t o r ; 1031
Q u e s t i o n E n t i t y : Peace i n t h e F i e l d s ; 1032
Q u e s t i o n : Who d i r e c t s Peace i n t h e 1033

F i e l d s ? 1034
1035

Answer : Academy Award f o r Bes t Sound 1036
Mixing ; 1037

R e l a t i o n : award r e c e i v e d ; 1038
Q u e s t i o n E n t i t y : Douglas S h e a r e r ; 1039
Q u e s t i o n : Which award does Douglas 1040

S h e a r e r r e c e i v e ? 1041
1042

Answer : Rio de J a n e i r o ; 1043
R e l a t i o n : p l a c e o f b i r t h ; 1044
Q u e s t i o n E n t i t y : David Resn i ck ; 1045
Q u e s t i o n : Where was David Resn i ck born ? 1046

A.2 Multi-Hop Complex Question Generation 1047

Prompt 1048

Prompt 2: Multi-Hop Complex Question Generation
I n s t r u c t i o n : Compose 2 s i n g l e −hop 1049

q u e s t i o n s i n t o a 2−hop q u e s t i o n 1050
g i v e n : 1051

1) Hop1 q u e s t i o n 1052
2) Hop1 answer 1053
3) Hop2 q u e s t i o n . 1054

1055
Hop1 q u e s t i o n : Who s a i d a r o s e by any 1056

o t h e r name would s m e l l j u s t a s 1057
swee t ? 1058

Hop1 answer : J u l i e t 1059
Hop2 q u e s t i o n : What i s t h e c a u s e o f 1060

d e a t h o f J u l i e t ? 1061
Composed q u e s t i o n : What i s t h e c a u s e o f 1062

d e a t h o f t h e p e r s o n who s a i d a r o s e 1063
by any o t h e r name would s m e l l j u s t 1064
as swee t ? 1065

1066
Hop1 q u e s t i o n : Who h o s t e d The P r i c e I s 1067

R i g h t b e f o r e Bob B ar k e r ? 1068
Hop1 answer : B i l l C u l l e n 1069
Hop2 q u e s t i o n : What i s t h e m e d i c a l 1070

c o n d i t i o n o f B i l l C u l l e n ? 1071
Composed q u e s t i o n : What i s t h e m e d i c a l 1072

c o n d i t i o n o f t h e p e r s o n who h o s t e d 1073
The P r i c e I s R i g h t b e f o r e Bob 1074
B ar ke r ? 1075
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1076
Hop1 q u e s t i o n : Who wro te I f You Go Away1077

on a Summer ’ s Day?1078
Hop1 answer : Rod McKuen1079
Hop2 q u e s t i o n : Which r e c o r d company1080

does Rod McKuen own?1081
Composed q u e s t i o n : Which r e c o r d company1082

does t h e p e r s o n who wro te I f You Go1083
Away on a Summer ’ s Day own?1084

A.3 Benchmark Prompt1085

To use the DETLLM method and generate the fi-1086

nal answer, three steps are followed: (1) First-hop1087

prompting, (2) Second-hop prompting, and (3) Fi-1088

nal answer generation. The prompt for each stage1089

is provided below. For simplicity, we denote the k1090

retrieved passages as “Context: [[1] ... [k]]”.1091

Prompt 3: First Hop
Wri te a s e a r c h query , que ry e n t i t y , and1092

SPARQL t h a t w i l l h e l p answer a1093
complex q u e s t i o n .1094

Fol low t h e f o l l o w i n g f o r m a t .1095
C o n t e x t : ${ s o u r c e s t h a t may c o n t a i n1096

r e l e v a n t c o n t e n t }1097
Q u e s t i o n : ${ t h e q u e s t i o n t o be answered }1098
R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p .1099

Based on t h e c o n t e x t , we have1100
l e a r n e d t h e f o l l o w i n g .1101
${ i n f o r m a t i o n from t h e c o n t e x t t h a t1102
p r o v i d e s u s e f u l c l u e s }1103

S ea rc h Query : ${ a s i m p l e q u e s t i o n f o r1104
s e e k i n g t h e m i s s i n g i n f o r m a t i o n }1105

Query E n t i t y : ${ que ry e n t i t y name from1106
s e a r c h que ry }1107

SPARQL : ${SPARQL query used t o que ry1108
a g a i n s t W i k i d a t a }1109

1110
Example 11111
C o n t e x t :1112
Q u e s t i o n : What a r e t h e o c c u p a t i o n s o f1113

t h e p e r s o n who h o l d s t h e most1114
women ’ s Wimbledon t i t l e s ?1115

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p .1116
Based on t h e c o n t e x t , we have1117
l e a r n e d t h e f o l l o w i n g . Decompose1118
t h e q u e s t i o n t o answer t h e1119
f o l l o w i n g s i n g l e −hop q u e s t i o n s . 1 .1120
Who h o l d s t h e most women ’ s1121
Wimbledon t i t l e s ? 2 . What a r e t h e1122
o c c u p a t i o n s o f t h i s p e r s o n1123

S ea rc h Query : Who h o l d s t h e most1124
women ’ s Wimbledon t i t l e s ?1125

Query E n t i t y : women ’ s Wimbledon t i t l e s1126
SPARQL : None1127

1128
Example 21129
C o n t e x t :1130
Q u e s t i o n : Which bay i s t h e name of1131

David Resnick ’ s p l a c e o f b i r t h ?1132
R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p .1133

Based on t h e c o n t e x t , we have1134
l e a r n e d t h e f o l l o w i n g . Decompose1135
t h e q u e s t i o n t o answer t h e1136
f o l l o w i n g s i n g l e −hop q u e s t i o n s . 1 .1137

Where was David Resn ick born ? 2 . 1138
Which bay i s t h e name of t h i s p l a c e 1139

S ea rc h Query : Where was David Resn ick 1140
born ? 1141

Query E n t i t y : David Resn ick 1142
SPARQL : SELECT ? p l a c e WHERE {wd : Q962183 1143

wdt : P19 ? p l a c e . } 1144
1145

Example 3 1146
C o n t e x t : 1147
Q u e s t i o n : I s t h e p e r s o n who d i r e c t e d 1148

t h e f i l m The Shape of Water a 1149
member o f t h e W r i t e r s Gui ld o f 1150
America , West ? 1151

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p . 1152
Based on t h e c o n t e x t , we have 1153
l e a r n e d t h e f o l l o w i n g . Decompose 1154
t h e q u e s t i o n t o answer t h e 1155
f o l l o w i n g s i n g l e −hop q u e s t i o n s . 1 . 1156
Who d i r e c t e d t h e f i l m t h e shape o f 1157
w a t e r ? 2 . I s t h e p e r s o n t h e p e r s o n 1158
a member o f t h e W r i t e r s Gui ld o f 1159
America , West ? 1160

S ea rc h Query : The d i r e c t o r o f t h e f i l m 1161
The Shape o f Water 1162

Query E n t i t y : The Shape of Water 1163
SPARQL : SELECT ?name WHERE 1164

{wd : Q26698156 wdt : P57 ?name . } 1165
1166

T a r g e t Q u e s t i o n 1167
C o n t e x t : 1168
Q u e s t i o n : How many o r g a n i z a t i o n s i s t h e 1169

26 t h p r e s i d e n t o f t h e Un i t ed S t a t e s 1170
a member o f ? 1171

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p . 1172
Based on t h e c o n t e x t , we have 1173
l e a r n e d t h e f o l l o w i n g . Decompose 1174
t h e q u e s t i o n t o answer t h e 1175
f o l l o w i n g s i n g l e −hop q u e s t i o n s . 1 . 1176
who i s t h e 26 t h p r e s i d e n t o f t h e 1177
Un i t ed S t a t e s ? 2 . How many 1178
o r g a n i z a t i o n s i s t h i s p e r s o n a 1179
member o f ? 1180

S ea rc h Query : 26 t h p r e s i d e n t o f t h e 1181
Un i t ed S t a t e s 1182

Query E n t i t y : None 1183
SPARQL : None 1184

Prompt 4: Second Hop
1185

Wri te a s e a r c h query , que ry e n t i t y , and 1186
SPARQL t h a t w i l l h e l p answer a 1187
complex q u e s t i o n . 1188

Fol low t h e f o l l o w i n g f o r m a t . 1189
C o n t e x t : ${ s o u r c e s t h a t may c o n t a i n 1190

r e l e v a n t c o n t e n t } 1191
Q u e s t i o n : ${ t h e q u e s t i o n t o be answered } 1192
R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p . 1193

Based on t h e c o n t e x t , we have 1194
l e a r n e d t h e f o l l o w i n g . 1195
${ i n f o r m a t i o n from t h e c o n t e x t t h a t 1196
p r o v i d e s u s e f u l c l u e s } 1197

S ea rc h Query : ${ a s i m p l e q u e s t i o n f o r 1198
s e e k i n g t h e m i s s i n g i n f o r m a t i o n } 1199

Query E n t i t y : ${ que ry e n t i t y name from 1200
s e a r c h que ry } 1201

SPARQL : ${SPARQL query used t o que ry 1202
a g a i n s t W i k i d a t a } 1203

1204
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Example 11205
C o n t e x t : [ [ 1 ] . . . [ k ] ]1206
Q u e s t i o n : What a r e t h e o c c u p a t i o n s o f1207

t h e p e r s o n who h o l d s t h e most1208
women ’ s Wimbledon t i t l e s ?1209

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p .1210
Based on t h e c o n t e x t , we have1211
l e a r n e d t h e f o l l o w i n g . Wimbledon i s1212
a t e n n i s tou rnamen t , and t e n n i s1213
p l a y e r M a r t i n a N a v r a t i l o v a h o l d s1214
t h e most women ’ s Wimbledon t i t l e s .1215
The second s t e p i s t o answer what1216
a r e t h e o c c u p a t i o n s o f t h i s p e r s o n .1217

S ea rc h Query : What a r e t h e o c c u p a t i o n s1218
of M a r t i n a N a v r a t i l o v a ?1219

Query E n t i t y : M a r t i n a N a v r a t i l o v a1220
SPARQL : SELECT ?name WHERE {wd : Q545451221

wdt : P106 ?name . }1222
1223

Example 21224
C o n t e x t : [ [ 1 ] . . . [ k ] ]1225
Q u e s t i o n : Which bay i s t h e name of1226

David Resnick ’ s p l a c e o f b i r t h ?1227
R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p .1228

Based on t h e c o n t e x t , we have1229
l e a r n e d t h e f o l l o w i n g . David1230
Resn ick was born i n Rio de J a n e i r o .1231
The second s t e p i s t o answer which1232
bay i s t h e name of Rio de J a n e i r o ?1233

S ea rc h Query : which bay i s t h e name of1234
Rio de J a n e i r o ?1235

Query E n t i t y : Rio de J a n e i r o1236
SPARQL : None1237

1238
Example 31239
C o n t e x t : [ [ 1 ] . . . [ k ] ]1240
Q u e s t i o n : I s t h e p e r s o n who d i r e c t e d1241

t h e f i l m The Shape of Water a1242
member o f t h e W r i t e r s Gui ld o f1243
America , West ?1244

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p .1245
Based on t h e c o n t e x t , we have1246
l e a r n e d t h e f o l l o w i n g . The Shape o f1247
Water i s d i r e c t e d by G u i l l e r m o d e l1248
Toro . The second s t e p i s t o answer1249
i s t h e p e r s o n a member o f t h e1250
W r i t e r s Gui ld o f America , West1251

S ea rc h Query : t h e o r g a n i z a t i o n1252
G u i l l e r m o d e l Toro i s i n1253

Query E n t i t y : G u i l l e r m o d e l Toro1254
SPARQL : SELECT ?name WHERE {wd : Q2191241255

wdt : P463 ?name . }1256
1257

T a r g e t Q u e s t i o n1258
C o n t e x t : [ [ 1 ] . . . [ k ] ]1259
Q u e s t i o n : How many o r g a n i z a t i o n s i s t h e1260

26 t h p r e s i d e n t o f t h e Un i t ed S t a t e s1261
a member o f ?1262

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p .1263
Based on t h e c o n t e x t , we have1264
l e a r n e d t h e f o l l o w i n g . The 26 t h1265
p r e s i d e n t o f t h e U n i t ed S t a t e s i s1266
Theodore R o o s e v e l t . The second s t e p1267
i s t o answer how many o r g a n i z a t i o n s1268
he i s a member o f .1269

S ea rc h Query : How many o r g a n i z a t i o n s i s1270
Theodore R o o s e v e l t a member o f ?1271

Query E n t i t y : Theodore R o o s e v e l t1272
SPARQL : SELECT (COUNT( ? o r g a n i z a t i o n )1273

as ? c o u n t ) WHERE { wd : Q338661274

wdt : P463 ? o r g a n i z a t i o n . } 1275

Prompt 5: Final QA Step
1276

Answer q u e s t i o n s wi th s h o r t f a c t o i d 1277
answer s . 1278

Fol low t h e f o l l o w i n g f o r m a t . 1279
C o n t e x t : ${ s o u r c e s t h a t may c o n t a i n 1280

r e l e v a n t c o n t e n t } 1281
Q u e s t i o n : ${ t h e q u e s t i o n t o be answered } 1282
R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p . 1283

${ a s t e p −by− s t e p d e d u c t i o n t h a t 1284
i d e n t i f i e s t h e c o r r e c t r e s p o n s e , 1285
which w i l l be p r o v i d e d below } 1286

Answer : ${ a s h o r t f a c t o i d answer , o f t e n 1287
between 1 and 5 words } 1288

1289
Example 1 1290
C o n t e x t : [ [ 1 ] . . . [ k ] ] 1291
Q u e s t i o n : What a r e t h e o c c u p a t i o n s o f 1292

t h e p e r s o n who h o l d s t h e most 1293
women ’ s Wimbledon t i t l e s ? 1294

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p . 1295
M a r t i n a N a v r a t i l o v a i s a t e n n i s 1296
p l a y e r , w r i t e r , n o v e l i s t , and 1297
a u t o b i o g r a p h e r . 1298

Answer : t e n n i s p l a y e r , w r i t e r , 1299
n o v e l i s t , and a u t o b i o g r a p h e r 1300

1301
Example 2 1302
C o n t e x t : [ [ 1 ] . . . [ k ] ] 1303
Q u e s t i o n : Which bay i s t h e name of 1304

David Resnick ’ s p l a c e o f b i r t h ? 1305
R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p . 1306

David Resn ick was born i n Rio de 1307
J a n e i r o , and " Rio de J a n e i r o " was 1308
t h e name of Guanabara Bay . 1309

Answer : Guanabara Bay 1310
1311

Example 3 1312
C o n t e x t : [ [ 1 ] . . . [ k ] ] 1313
Q u e s t i o n : I s t h e p e r s o n who d i r e c t e d 1314

t h e f i l m The Shape of Water a 1315
member o f t h e W r i t e r s Gui ld o f 1316
America , West ? 1317

R a t i o n a l e : Let ’ s t h i n k s t e p by s t e p . 1318
G u i l l e r m o d e l Toro Gomez i s a 1319
f i lmmaker , he i s a member o f t h e 1320
W r i t e r s Gui ld o f America , West . 1321

Answer : yes 1322
1323

T a r g e t 1324
C o n t e x t : [ [ 1 ] . . . [ k ] ] 1325
Q u e s t i o n : How many o r g a n i z a t i o n s i s t h e 1326

26 t h p r e s i d e n t o f t h e Un i t ed S t a t e s 1327
a member o f ? 1328

R a t i o n a l e : The 26 t h p r e s i d e n t o f t h e 1329
Un i t ed S t a t e s was Theodore 1330
R o o s e v e l t . He i s a member o f 5 1331
o r g a n i z a t i o n s . 1332

Answer : 5 1333

A.4 Human Annotation Instruction 1334

We show the instructions and annotating exam- 1335

ples provided to human annotators to annotate the 1336

dataset as below. 1337
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Overall Instruction The goal of the annotation1338

is to judge and revise the complex question chained1339

by two single-hop questions. To complete this goal,1340

you need to do the following two tasks:1341

• Judge and revise the single-hop question gen-1342

erated from the knowledge base triplet.1343

• Judge and revise the composed complex ques-1344

tion.1345

Task 1 Given a triplet (subject, relation, object)1346

and a machine-generated question as shown below,1347

you need to judge the quality of the generated ques-1348

tion and whether it is acceptable, needs revision, or1349

is rejected. If the question can be revised, please re-1350

vise the question rather than reject it. If the question1351

is too poor to revise, reject the question.1352

T r i p l e t : ( LeBron James ; c h i l d ; [ Bryce1353
James , Z h u r i James , Bronny James ] )1354

Q u e s t i o n : How many c h i l d r e n does LeBron1355
James have ?1356

An accepted triplet question should satisfy the1357

following criteria:1358

• The question focuses on the subject w.r.t rela-1359

tion.1360

• The question should sound natural and fluent.1361

• The answer to the generated question should1362

be the object, thus the object cannot be shown1363

in the question.1364

Task 2 Judge and revise the composed complex1365

question given the following information. If the1366

question can be revised, please revise the question1367

rather than reject it. If the question is too poor to1368

revise, reject the question and choose the reason1369

for rejection.1370

Below is a list of provided information:1371

• Two single-hop question-answer pairs:1372

“(Question 1, Answer 1)” and “(Question 2,1373

Answer 2)”.1374

• The bridging entity “Bridge Entity” that1375

chains two single-hop questions together.1376

• Machine generated composed question “Com-1377

posed Question”.1378

Q u e s t i o n 1 : Who i s t h e h i g h e s t − p a i d1379
a t h l e t e i n t h e NBA1380

Answer 1 : LeBron James1381
Q u e s t i o n 2 : How many c h i l d r e n does1382

LeBron James have ?1383

Answer 2 : [ 3 , t h r e e ] 1384
Br id ge E n t i t y : LeBron James 1385
Composed Q u e s t i o n : How many c h i l d r e n 1386

does t h e h i g h e s t − p a i d a t h l e t e i n 1387
t h e NBA have ? 1388

An accepted question should meet the following 1389

criteria: 1390

• The composed question must be constructed 1391

using two single-hop questions, with the an- 1392

swer to the first question becoming the subject 1393

of the second question. 1394

• Ensure that the composed question does not 1395

reveal the answer itself. 1396

• Use ‘Answer 2’ as the answer to the composed 1397

question. 1398

If you choose to reject the question, please select 1399

one of the following reasons. If your reason is not 1400

listed, choose ’Other’ and include a comment. 1401

• Circular question: Two single-hop questions 1402

are the same question. 1403

• Bridge entity answer leaking. 1404

• Final answer leaking. 1405

• Change in the original meaning of single-hop 1406

questions. 1407

• Other. 1408

A.5 An overview of DETLLM data 1409

generation process 1410

An overview of DETLLM data generation process 1411

is shown in Figure 3. 1412

A.6 Dataset Analysis 1413

The stats of the dataset are shown in Figure 4. 1414

A.7 Anecdotal Examples for Representative 1415

Types 1416

Anecdotal Examples for Representative Types are 1417

shown in Table 5. 1418

A.8 Additional Experiment Results 1419

SPARQL Generation Analysis Symbolic lan- 1420

guage generation is an essential tool, which is ex- 1421

ecuted against the Wikidata engine to assist with 1422

structured knowledge retrieval. We provide a de- 1423

tailed breakdown analysis of SPARQL generation 1424
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1. Selecting anchor 
TextQA from NQ 2. Linking TextQA with KB 3. KB triplet selection

4. Using LLM to generate 
single-hop KB question

5. Using LLM to generate 
multi-hop questions

6. Human verification

Q1: Who plays Mary 
Poppins in Mary 
Poppins Returns?
A1: Emily Blunt

(William Weatherall Wilkins, 
present in work, Mary 
Poppins Returns)
(Emily Blunt, sibling, 
Felicity Blunt)
(Emily Blunt, date of birth, 
23 Feb 1983)

✔

✗

✔

1. In which work is William 
Weatherall Wilkins present?
2.Who is the sibling of Emily 
Blunt?

1.Who plays Mary 
Poppins in the work in 
which William Weatherall 
Wilkins is present?

Compose( In which work is 
William Weatherall Wilkins 
present?, Who plays Mary 
Poppins in Mary Poppins 
Returns?)

Figure 3: An overview of DIVKNOWQA data generation process.
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(a) Types of questions.
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copyright status as a creator
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spouse

performer

(b) Types of KB relations.

Figure 4: Types of (a) questions, and (b) KB relations, covered in DIVKNOWQA.

in Table 6. “QID” represents the percentage of ex-1425

amples with entity IDs correctly linked to Wiki-1426

data. Additionally, we present the percentage of1427

examples linked to the Wikidata in terms of both1428

entity IDs and relation IDs denoted as “QID+REL”.1429

The last column, labeled “QID*”, showcases the1430

percentage of examples with great potential for ac-1431

curate identification through entity disambiguation.1432

In our experimental process, we first identify the1433

entity name from the decomposed question as a re-1434

triever query and then link the entity from the query1435

to Wikidata. The returned results provide a list of1436

candidate Wikidata entities, from which we select1437

the most semantically similar one by computing1438

the similarity between the query and the entity’s1439

description. The displayed number reveals that this1440

heuristic entity disambiguation process fails to rec-1441

ognize those examples that actually contain the 1442

correct entity ID within the candidate list. This 1443

highlights a potential avenue for further improving 1444

model performance. 1445

Establishing Oracle Performance In Table 7, 1446

we present the experimental results obtained using 1447

Oracle information. In these experiments, we grant 1448

the model access to ground-truth passages from the 1449

Oracle Text and linearized KB triplets from the KB 1450

Oracle. A notable observation is the comparison 1451

between Text Oracle and KB Oracle. We find that 1452

KB Oracle exerts a more significant influence on 1453

the final results. This is because structured knowl- 1454

edge contains long-tail knowledge, showing the 1455

necessity to effectively explore structured knowl- 1456

edge. Furthermore, when both Text and KB Ora- 1457

cle sources are provided, the model’s performance 1458
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Table 5: Types of multi-hop reasoning required to answer questions in DIVKNOWQA. Two single-hop questions
are shown: TextQA is sampled from NQ, and KBQA is generated using the sampled KB-Triplet. The question from
DIVKNOWQA is based on those two single-hop questions.

Order Type % Example

short entity 20.3

TextQA: Who is Rafael Nadal married to?
Answer: María Francisca Perelló
KB-Triplet: (Rafael Nadal, spouse, María Francisca Perelló)
KBQA: Who won the Men’s US Open 2017?
Answer: Rafael Nadal
DIVKNOWQA: Who is the person married to the winner of the Men’s US Open 2017?
Answer: María Francisca Perelló

Text → KB yes/no 17.9

TextQA: Who sang When the Lights Went Out in Georgia?
Answer: Vicki Lawrence
KB-Triplet: (Vicki Lawrence, hair color, red hair)
KBQA: What is Vicki Lawrence’s hair color?
Answer: red hair
DIVKNOWQA: Is the hair color of the singer of "When the Lights Went Out in Georgia" gray?
Answer: no

aggregate 21.1

TextQA: who does Meg ’s voice on Family Guy?
Answer: Vicki Lawrence
KB-Triplet: (Mila Kunis, child, [Wyatt Kutcher, Dimitri Kutcher])
KBQA: How many children does Mila Kunis have?
Answer: Two
DIVKNOWQA: How many children does the person who does Meg’s voice on Family Guy have?
Answer: Two

KB → Text

short entity 20.7

KB-Triplet: (William Weatherall Wilkins, present in work, Mary Poppins Returns)
KBQA: In which work is William Weatherall Wilkins present?
Answer: Mary Poppins Returns
TextQA: Who play Mary Poppins in Mary Poppins Returns?
Answer: Emily Blunt
DIVKNOWQA: Who plays Mary Poppins in the work in which William Weatherall Wilkins is present?
Answer: Emily Blunt

yes/no 20.0

KB-Triplet: (Girl #2, present in work, High School Musical)
KBQA: In which work is Girl #2 present?
Answer: High School Musical
TextQA: What grade were they in in high school musical 1?
Answer: juniors
DIVKNOWQA: Were they seniors in the work in which Girl #2 is present?
Answer: no

Table 6: Breakdown Analysis on SPARQL generation.

QID QID+REL QID*
Text-KB(Sparse) 26.5 22.4 6.91
Text-KB(Dense) 31.8 27.6 7.87
Text(Sparse)-KB(Sparse) 26.3 22.6 7.34
Text(Dense)-KB(Sparse) 29.7 26.5 7.66

Table 7: Experiment results using Oracle knowledge
source retrieval in each sub-step.

EM F1 Recall H1-R H2-R
Oracle_Text 26.8 31.3 33.4 96.4 51.7
Oracle_KB 38.1 40.0 42.2 100.0 62.1
Oracle_All 48.7 52.2 52.8 100.0 96.7

reaches an Exact Match (EM) rate of 48.7%, high-1459

lighting the necessity of each knowledge source.1460

In comparison to our current established results1461

from DETLLM, this benchmark reveals substantial1462

room for the research community to further explore1463

and improve upon.1464
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