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Abstract001

Large language models excel at instruction-002
following in English, but their performance in003
low-resource languages like Thai remains un-004
derexplored. Existing benchmarks often rely005
on translations, missing cultural and domain-006
specific nuances needed for real-world use. We007
present ThaiInstruct, a human-authored Thai008
dataset for evaluation and instruction tuning,009
covering four professional domains and seven010
task types. Created through a multi-stage qual-011
ity control process with annotators, domain ex-012
perts, and AI researchers, ThaiInstruct supports013
two studies: (1) a zero-shot evaluation showing014
performance gaps on culturally and profession-015
ally specific tasks, and (2) an instruction tun-016
ing study with ablations isolating the effect of017
native supervision. Models fine-tuned on Thai-018
Instruct outperform those using translated data019
in both in-domain and out-of-domain bench-020
marks. These findings underscore the need for021
culturally and professionally grounded instruc-022
tion data to improve LLM alignment in low-023
resource, linguistically diverse settings.024

1 Introduction025

Large language models (LLMs) are crucial in NLP026

applications due to their instruction following ca-027

pabilities, enabling zero-shot/few-shot learning for028

diverse tasks (e.g., summarization, machine trans-029

lation) and eliminating task-specific model training.030

However, evaluation of LLMs remains centered on031

English, such as Open LLM Leaderboard (Zheng032

et al., 2023) and MT-Bench (Myrzakhan et al.,033

2024), leaving performance in underrepresented034

languages like Thai under-investigated. This gap is035

especially critical in domain-specific applications—036

such as legal, financial, medical, and retail use037

cases—where professional knowledge and cultural038

grounding are required.039

Recent efforts have extended LLM evaluations to040

Southeast Asian languages—including Indonesian,041

Vietnamese, and Thai—through benchmarks like042

SEA-Bench (Liu et al., 2025), SEA-HELM (Su- 043

santo et al., 2025), and SEA-Crowd (Lovenia et al., 044

2024). However, these benchmarks predominantly 045

rely on translated English data and lack domain 046

specificity. This gap risk inflated performance es- 047

timates that do not reflect actual usage in native, 048

domain-sensitive contexts. In the specific case of 049

Thai, the problem is further exacerbated by the 050

lack of accessible, high-quality native-language 051

benchmarks. While authentic resources such as 052

ThaiH6 and ThaiCLI (Kim et al., 2024) have been 053

developed, they remain closed-source and unavail- 054

able to the broader research community, hindering 055

transparent and reproducible evaluation of LLM 056

performance on native Thai instructions. 057

Moreover, developing LLMs for Thai remains 058

challenging due to the lack of high-quality super- 059

vised datasets. Although recent advances such as 060

Llama (Grattafiori et al., 2024), Gemma (Team 061

et al., 2024), SEA-LION (Ng et al., 2025), and 062

Qwen (Qwen et al., 2025) have demonstrated 063

promising support for Thai, their understanding 064

of culturally and professionally grounded instruc- 065

tions remains underexplored. As shown in Figure 1, 066

state-of-the-art models like ChatGPT-4o struggle 067

to respond accurately to instructions rooted in Thai 068

cultural and domain-specific contexts, despite their 069

general fluency. Motivated by these challenges, 070

we aim to address two research questions: RQ1: 071

“How effectively do current large language models 072

(LLMs) handle Thai culturally and professionally 073

specific instructions?” RQ2: “To what extent does 074

fine-tuning large language models on native Thai 075

data improve their culturally and professionally 076

specific understanding and response accuracy?” 077

To address these RQs, we present ThaiInstruct, 078

a Thai instruction-following dataset for evaluating 079

and improving LLM performance on Thai instruc- 080

tions. ThaiInstruct comprises 28,098 training and 081

6,916 test samples across four domains (Medical, 082

Law, Finance, and Retail) and seven task types 083
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Figure 1: (Top) Sample distribution by domain and task type, including culture-specific vs. general data. (Bottom)
Examples from ThaiInstruct with a sample ChatGPT-4o responses. (Left) A culturally specific question on Thai
construction law, where ChatGPT contradicts the ground truth about permit requirements for balcony extensions.
(Right) A general question on Lazada’s marketing strategies, correctly answered by ChatGPT.

(Brainstorming, Classification, Closed QA, Cre-084

ative writing, Multiple choice, Open QA, and Sum-085

marization). All samples are human-authored, with086

no reliance on LLM-generated content. We also in-087

troduce an evaluation protocol aligned with human088

preferences, using an LLM-as-a-judge approach to089

reflect Thai cultural and domain-specific contexts.090

Using ThaiInstruct, we conducted two studies.091

For RQ1, we evaluated state-of-the-art LLMs in a092

zero-shot setting with the test split, and an LLM-093

as-a-judge protocol to assess factual accuracy and094

reasoning. We analyzed model performance across095

culturally and professionally grounded instructions.096

For RQ2, we fine-tuned LLMs on the training split097

and compared them to models trained on trans-098

lated datasets like Alpaca and Dolly. Ablation099

studies isolate the effect of native supervision un-100

der matched data size and format, revealing how101

domain-specific data improves alignment.102

Experimental results show that zero-shot LLMs103

struggle with culturally and domain-specific Thai104

instructions, especially in legal and multiple-choice105

tasks. Reasoning evaluations reveal poor rationale106

quality, with models often failing our judgment-107

based metric despite fluent outputs. In contrast,108

ThaiInstruct-tuned models show clear gains in both109

in-domain and out-of-domain settings. These find- 110

ings highlight the need for deeper alignment with 111

linguistic, cultural, and professional norms in Thai. 112

The contributions of our paper are as follows: 113

• We introduce ThaiInstruct, a human-authored 114

Thai instruction dataset spanning multiple do- 115

mains and task types, designed to support both 116

cultural evaluation and instruction tuning in 117

real-world, context-sensitive applications. 118

• We conduct two structured studies: a zero-shot 119

evaluation revealing performance gaps on cul- 120

turally and professionally specific Thai instruc- 121

tions, and an instruction tuning study with ab- 122

lation experiments offering practical guidance 123

on how to use ThaiInstruct effectively. 124

• We present a reproducible dataset development 125

process, covering sourcing, task design, cul- 126

tural annotation, and multi-stage quality con- 127

trol, generalizable to other underrepresented 128

languages. We release all artifacts, including 129

the dataset, evaluation splits, training scripts, 130

and all fine-tuned models, including those with 131

SOTA results on Thai LLM benchmarks, to 132

provide strong baselines, promote reproducibil- 133

ity, and enable future research on applications 134

that require Thai-specific knowledge. 135
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Dataset Tasks Domains Cultural Data? Training&Test Data? Human QC? Expert QC? Human Craft Data? License
Multilingual Benchmarks

SEACrowd 2 2 # # # /! # # /! Mixed
SEA-Bench 1 1 # # ! # ! Apache-2.0
SEA-HELM 4 2 # # # /! # # /! CC BY-SA

Thai Benchmarks
ThaiLLM Leaderboard 3 2 # # # /! # # /! MIT
Thai-H6 1 1 # # ! # # Closed-source
ThaiCLI 1 1 ! # ! ! ! Closed-source
ThaiInstruct (Ours) 7 4 ! ! ! ! ! CC BY-SA/NC

Table 1: Benchmark comparison between previous works and ours. For multilingual benchmarks, the number is
displayed only for Thai data in each benchmark. Note that when we put both # and!, meaning that the benchmark
combines both choices, depending on the samples.

2 Related Works136

2.1 Thai Language Models137

The development of Thai language models has138

gained increasing momentum in recent years.139

WangchanBERTa (Lowphansirikul et al., 2021) rep-140

resented one of the first pre-trained Thai language141

models based on BERT (Devlin et al., 2019). Fol-142

lowed by PhayaThaiBERT (Sriwirote et al., 2023),143

which expanded on this approach through expand-144

ing its tokenizer with foreign vocabularies to better145

handle loaned words. Following the release of146

GPT (Brown et al., 2020) style models, multiple147

works adapted these architectures for Thai. Re-148

cently, works like OpenThaiGPT (Yuenyong et al.,149

2025) made significant progress by finetuning base150

foundation LLMs like Qwen or Llama on large syn-151

thetic Thai instruction tuning datasets. Meanwhile,152

Typhoon (Pipatanakul et al., 2024) represents the153

state-of-the-art in Thai LLMs, extending its sup-154

port to multimodal domains like speech and vision.155

While progress has been made, many works heav-156

ily rely on machine-translated instruction datasets157

often lacking Thai nuances, idiomatic expressions,158

and cultural context. This underscores the need for159

high-quality, culturally grounded, human-curated160

datasets reflecting real-world usage.161

2.2 Benchmark for Thai Language Models162

Recently, there has been growing interest in eval-163

uating LLMs on Southeast Asian (SEA) data. As164

shown in Table 1, efforts such as SEACrowd (Love-165

nia et al., 2024) and SEA-Helm (Susanto et al.,166

2025) extend classical LLM benchmarks to South-167

east Asian languages by collecting and verifying168

machine-translated samples through large-scale169

crowd sourcing. However, these resources often170

rely on generic questions that do not adequately171

probe deeper cultural nuances of the target lan-172

guage. Subsequent work like SEA-Bench (Liu173

et al., 2025) incorporates regional exams to intro-174

duce greater contextual relevance, yet still falls175

short of reflecting the diverse, real-world scenar- 176

ios encountered by native speakers. Within Thai 177

specifically, efforts like the ThaiLLM Leaderboard1 178

curated Thai-specific evaluation datasets that still 179

heavily rely on machine-translated data and a small- 180

scale set of manually written MT-Bench2 style eval- 181

uation, limiting their effectiveness for comprehen- 182

sive evaluation. Later efforts, such as Thai-H6 and 183

ThaiCLI (Kim et al., 2024), introduced benchmarks 184

aimed at assessing cultural understanding in Thai. 185

Nonetheless, these remain closed-source and lack 186

accompanying training datasets, limiting their ac- 187

cessibility to the broader research community. 188

3 Dataset and Study Design 189

As mentioned in the introduction section, we aim 190

to address two core research questions. To answer 191

these questions, we design two studies using Thai- 192

Instruct: (1) a zero-shot evaluation to assess model 193

performance on culturally specific Thai instructions 194

(RQ1), and (2) an instruction-tuning study to mea- 195

sure the effect of native supervision compared to 196

translated datasets (RQ2), including ablation and 197

generalization tests. 198

These studies require a dataset that supports both 199

evaluation and instruction tuning. Specifically, we 200

need a culturally grounded test set that enables 201

fine-grained, zero-shot evaluation across task types 202

and domains for RQ1, and a high-quality training 203

set that enables controlled fine-tuning experiments 204

for RQ2. In response to this need, we introduce 205

ThaiInstruct, a human-authored dataset of Thai in- 206

structions covering diverse real-world use cases, 207

explicitly designed to support both types of eval- 208

uation. We now describe how ThaiInstruct was 209

constructed to support these two studies. 210

1https://huggingface.co/spaces/
ThaiLLM-Leaderboard/leaderboard

2https://huggingface.co/datasets/
ThaiLLM-Leaderboard/mt-bench-thai
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3.1 ThaiInstruct Dataset Overview211

To support the proposed studies, ThaiInstruct is212

constructed as a dual-purpose dataset for both213

zero-shot evaluation and instruction fine-tuning.214

As illustrated in Figure 1, it comprises 35,014215

human-authored instruction-response pairs, split216

into 28,098 for training and 6,916 for testing. The217

dataset is designed to probe model behavior across218

both general and culturally specific Thai instruc-219

tions (RQ1) and to provide high-quality supervi-220

sion for instruction tuning (RQ2).221

ThaiInstruct spans four domains—Finance, Le-222

gal, Medical, and Retail—each sourced from cu-223

rated Thai websites to ensure topical relevance and224

language authenticity. It includes seven task types,225

such as Open QA, Closed QA, Summarization, and226

Creative writing, selected to reflect a range of real-227

world applications. Each domain covers diverse228

subtopics (e.g., 18 in Finance, 133 in Legal, 28 in229

Medical), offering a rich and balanced distribution230

for both evaluation and generalization analysis. We231

provide the full list of subtopics in Figure 7.232

As shown in Figure 2, to ensure the dataset’s233

reliability, we employed a three-stage annotation234

pipeline with dedicated groups responsible for (1)235

initial data creation, (2) content verification, and236

(3) formatting consistency. The cultural specificity237

is annotated by domain experts to enable subgroup238

analysis in RQ1. A detailed account of the col-239

lection and annotation process is provided in the240

following sections.241

Source Collection
(86 trusted Thai

websites)

Task Assignments
(7 types x 4 domains)

Instruction + Answer
Authoring

Create by annotators without
any machine translations

QC#1: Self-review
The first group of annotators

review annotated data

QC#2: Domain-Expert
Review

Experts review gold standard
and reasoning

QC#3: Format
Normalization

AI researchers review the format
and correctness of data

Final Split
28,098 for training and 6,916

for testing

Figure 2: The overview of our data collection and
annotation pipeline.

3.2 Data Collection and Annotation242

Data Collection. We collected documents and243

articles from a diverse set of Thai websites, primar-244

ily operated by government agencies and publicly245

listed companies. We utilize these documents for246

annotators to formulate data according to the given247

document, instead of allowing annotators to come248

up with a random topic. In total, we collected249

27,351 documents from 86 websites. During pre-250

processing, the raw HTML is cleaned by removing 251

unnecessary elements such as HTML tags and im- 252

ages. We retained only content-rich documents 253

that fell within the top 80% in terms of token count. 254

Duplicate or highly similar documents were elimi- 255

nated using mUSE (Yang et al., 2019), with a cosine 256

similarity threshold of 0.8. A complete list of the 257

source websites is provided in Appendix D. 258

Annotation. Annotators were selected based on 259

two criteria: (i) native fluency in Thai and (ii) 260

successful completion of an annotation exam cov- 261

ering all seven task types. Only annotators who 262

passed this evaluation were involved in the project. 263

For each annotation round, we provided annotators 264

with a sample from a Thai website and a specific 265

task type, where one website could be annotated for 266

multiple tasks across different rounds. Annotators 267

were instructed to create questions and answers ac- 268

cording to the assigned task type. The annotation 269

guideline and rules are discussed in Appendix B.1. 270

To ensure the quality of the gold standards, an- 271

notators were required to provide the reasoning be- 272

hind each answer (except for creative writing, brain- 273

storming, and summarization tasks), which experts 274

in the field would later verify. This approach en- 275

couraged annotators to ensure they understood the 276

questions and could answer them correctly. When a 277

website was unsuitable for creating questions or an- 278

swers (e.g., the provided sample was low quality or 279

the topic was sensitive), annotators were permitted 280

to skip that sample. 281

3.3 Quality Control (QC) by Human 282

To formulate high-quality data, we implemented 283

three layers of quality control. In particular, we ask 284

reviewers to check the correctness of the question, 285

gold standard, and formatting for all data in both 286

training and test sets. We developed an annotation 287

platform, shown in Figure 4 of Appendix F, for 288

annotators to evaluate the instructions. In addition, 289

we discuss the annotation guidelines and criteria for 290

all annotator groups in Appendix B. We describe 291

each aspect as follows: 292

Question QC by Annotators. For the initial qual- 293

ity control, we sampled 10% of the examples and 294

asked the same annotators to check and edit the 295

questions, instructions, answers, and reasoning for 296

correctness. 297

Gold Standard QC by Experts. In this step, we 298

ask domain specialists who work in the target fields 299

(i.e., medical, legal, and finance) to verify the ques- 300

tions and answers from the previous annotation 301
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stage. Each example is reviewed by an expert, and302

if it is found to be of poor quality in either the303

question or the answer, or incorrect, those samples304

are returned to the first step. When experts reject305

samples, they are required to provide references306

and reasons why the samples are incorrect. We re-307

peated this process until all the data were accepted308

by experts. Moreover, we asked experts to add a309

cultural tag when the sample is Thai-specific con-310

tent or not, e.g., a question about Thai stocks, Thai311

medicine, or Thai laws.312

Format QC by AI Researchers. To ensure that313

ThaiInstruct could serve as high-quality supervi-314

sion for instruction tuning, we included a dedicated315

formatting stage led by AI researchers. While the316

first two QC layers focused on content accuracy317

and domain correctness, this final step emphasized318

structural consistency with instruction-tuning best319

practices. AI researchers with hands-on experience320

in training LLMs curated formatting guidelines tai-321

lored to each task type (e.g., proper multiple-choice322

structure, full-sentence closed-form QA, and inclu-323

sion of rationale). A separate group of annotators324

then implemented these refinements under close325

supervision. This step ensured that the dataset con-326

formed to task-specific conventions expected by327

modern LLMs, enabling cleaner training and more328

reliable evaluation.329

Data Leakage. Since our data has training and330

test data, and to prevent data leakage, we split the331

samples by the original document. Specifically,332

samples created from the same document, regard-333

less of task type, were categorized in the same data334

split (either training or test sets).335

4 Experiment Setup336

4.1 Evaluation Setup337

Since we provide a train-test split, we evaluate338

the model under zero-shot settings (the model was339

never trained on our data) and in-domain settings340

(the model was trained using our training data).341

Moreover, we evaluate those models using out-of-342

domain benchmarks, such as the Thai LLM leader-343

board and the Thai MT-Bench benchmarks, to as-344

sess the robustness of models that were trained with345

our dataset. We describe each setting as follows.346

Test Data Evaluation: We evaluate existing in-347

struction LLMs without any further training using348

the same prompt for all models. We selected well-349

known instruction LLMs that supported Thai, rep-350

resenting a range of sizes and architectures. The351

models evaluated include: Gemini 2.0, Qwen2.5 352

7B and 72B (Qwen et al., 2025), Llama-3.1 8B 353

and 70B (Grattafiori et al., 2024), and Sailor2 8B 354

and 20B (Dou et al., 2024). We excluded the GPT 355

family from this evaluation set, as GPT 4.1 was 356

used as the judge model to assess response quality 357

on our benchmark tasks. 358

Training Data Evaluation: In this setting, we 359

test the robustness of our training data by train- 360

ing base LLMs using our data and testing on our 361

test data and out-of-domain benchmarks. Given 362

the long-form nature of the outputs in our dataset, 363

we found it more effective to integrate with exist- 364

ing instruction datasets rather than using them as 365

a standalone resource. Thus, we chose to combine 366

our training dataset with two widely used Thai in- 367

struction datasets: alpaca-cleaned-52k-th3 and 368

databricks-dolly-15k-th4. To ensure fair com- 369

parisons, we conduct sample combinations such 370

that the total number of examples remains consis- 371

tent across setups. For instance, Alpaca 10k is di- 372

rectly compared with Alpaca 5k + ThaInstruct 373

5k, maintaining the same total size while vary- 374

ing the composition, where the range is from 2.5k 375

to 30k. Additionally, we included full-size mix- 376

tures—such as Alpaca 52k + Thai Instruct 377

28k and Dolly 15k + Thai Instruct 28k. Our 378

experiments utilized three base models with proven 379

capabilities for Thai and multilingual: Gemma-2- 380

9B (Team et al., 2024), Llama-3.1-8B (Grattafiori 381

et al., 2024), and SEA-LIONv2-8B (Ng et al., 382

2025). For each model, we maintained consistent 383

hyperparameters, shown in Table 6, across training 384

runs for fair comparison. 385

For out-of-domain benchmarks, we use out-of- 386

domain datasets, namely the Thai LLM Leader- 387

board. Although this benchmark is translation (hu- 388

man verified) and non-cultural data, we want to 389

compare the generalization of models for a fair 390

comparison with previous Thai LLM works. We 391

use the default inference setup and codes from the 392

original Thai LLM Leaderboard. 393

4.2 Metric 394

A key aspect of our benchmark is evaluating the 395

justification and reasoning behind each answer (see 396

reasoning examples in Figure 6). Traditional met- 397

rics such as BLEU or ROUGE-L fail to capture this 398

3https://huggingface.co/datasets/Thaweewat/
alpaca-cleaned-52k-th

4https://huggingface.co/datasets/Thaweewat/
databricks-dolly-15k-th
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Brainstorming Classification Closed QA Creative Writing Multiple Choice Open QA Summarization
Model Fluency Accuracy (%) Rating Accuracy (%) Rating Fluency Accuracy (%) Rating Accuracy (%) Rating Fluency

Cultural
Gemini 2.0 7.68 71.50 7.47 96.18 9.20 8.17 62.70 7.02 62.13 6.82 8.35
Qwen2.5-72B 7.05 63.77 6.75 93.75 9.02 7.63 54.37 6.44 45.59 5.64 8.60
Llama-3.1-70B 5.98 52.90 4.33 90.66 7.09 6.03 55.17 4.01 34.05 4.19 6.13
Sailor2-20B 6.41 62.32 6.55 92.01 9.07 6.07 58.73 6.15 44.85 5.53 7.87
Llama-3.1-8B 4.70 34.30 4.02 79.86 6.87 5.15 40.87 4.06 15.81 3.23 6.56
Sailor2-8B 6.50 60.87 6.38 90.97 8.91 7.00 59.92 6.59 39.34 5.24 7.99
Qwen2.5-7B 5.95 55.07 5.84 87.85 8.32 6.71 45.63 5.59 27.94 4.24 8.22

General
Gemini 2.0 7.68 84.38 8.23 97.51 9.00 7.95 69.79 7.46 78.53 7.77 8.32
Qwen2.5-72B 6.91 83.43 7.96 94.43 9.03 7.14 66.58 7.33 69.08 7.05 8.83
Llama-3.1-70B 5.92 78.43 5.86 94.40 7.38 6.07 66.02 4.71 54.65 5.38 6.14
Sailor-2-20B 6.25 83.79 7.94 95.74 9.13 5.78 66.71 6.79 70.14 7.12 7.93
Llama-3.1-8B 4.90 57.99 5.38 79.70 6.92 4.83 50.13 4.82 31.24 4.10 7.05
Sailor2-8B 6.60 79.53 7.79 93.53 8.99 6.56 66.07 7.15 64.08 6.81 8.08
Qwen2.5-7B 6.20 72.43 6.83 89.25 8.44 6.31 52.44 6.15 53.67 5.68 8.46

Table 2: Comparison of zero-shot performance across cultural and general samples.

dimension, since two correct explanations may dif-399

fer in wording or format yet still arrive at the same400

valid conclusion. Building on the foundation of401

MTBench (Zheng et al., 2023), we utilize LLMs to402

assess both correctness for tasks with objective an-403

swers (e.g., QA tasks) and to assign a 1–10 rating404

based on the quality of reasoning or justification.405

For creative tasks, including brainstorming, cre-406

ative writing, and summarization, response quality407

is measured through assessments of fluency and co-408

hesiveness. For tasks requiring definitive answers,409

such as question answering and classification, our410

evaluation is twofold: we verify the factual ac-411

curacy and evaluate the accompanying reasoning412

against human-labeled annotations that justify cor-413

rect or incorrect responses. The complete prompts414

for both categories are shown in Fig. 5. Moreover,415

we study the robustness of existing metrics (i.e.,416

BLEU and ROUGE-L) and our metrics compared417

to human preferences in Appendix A.418

5 Experiment Results419

5.1 Test Data Evaluation420

To answer RQ1, we evaluate existing LLMs using421

our test data without any fine-tuning.422

Results. As shown in Table 2, while Gemini 2.0423

outperforms open-source models across several424

tasks, Qwen2.5-72B demonstrates comparable per-425

formance in various tasks. For example, in the426

cultural test set, Qwen2.5-72B outperforms Gem-427

ini 2.0 on Summarization, and also outperforms428

Gemini 2.0 on the Closed QA in the general set.429

We also observed that Sailor2-20B and Llama-3.1-430

70B perform comparably to Gemini 2.0 on several431

metrics. These findings suggest promising poten-432

tial for open-source models to match or exceed the433

performance of proprietary models like Gemini.434

Discussion. From our experimental results, we 435

found that the most challenging tasks are multiple 436

choice and Open QA. Although previous works 437

demonstrate a high performance for LLMs in Mul- 438

tiple choice (Li et al., 2024; Balepur et al., 2024), 439

the accuracy of this task is low compared to Closed 440

QA or Classification. This is because our Multi- 441

ple choice samples require correct reasoning for 442

the answer to be correct. This emphasizes the 443

challenge of our datasets; although many previous 444

works demonstrated that Multiple choice datasets 445

were solved by LLMs, our dataset demonstrates a 446

contradiction with the previous works. 447

Reasoning Evaluation. As shown in Table 2, we 448

evaluate the LLMs’ reasoning against the gold stan- 449

dard using a rating metric. To quantify the rela- 450

tionship between reasoning quality and correctness, 451

we compute Spearman’s rank correlation between 452

rating and accuracy, yielding a strong correlation 453

of 0.78. This result supports our hypothesis that 454

reasoning quality is closely tied to answer accu- 455

racy, where models that provide better reasoning 456

are likely to produce correct answers. 457

Cultural vs. General. Moreover, we also observe 458

that the performance drops when comparing cul- 459

tural and general sets. When we evaluate the accu- 460

racy metric, we found that performance dropped in 461

all models and tasks, except for Closed QA. This 462

emphasizes that the cultural set needs cultural un- 463

derstanding, not only world knowledge like other 464

benchmarks. In contrast, when evaluating the free- 465

form tasks, i.e., Brainstorming, Creative writing, 466

and Summarization, the performance of these tasks 467

is almost the same for both cultural and general 468

sets. This is because these tasks do not have an 469

accurate answer; the texts can be answered in a 470

similar form or text. 471

6



Finance Medical Retail Legal
Model Fluency Accuracy (%) Rating Fluency Accuracy (%) Rating Fluency Accuracy (%) Rating Fluency Accuracy (%) Rating

Gemini 2.0 8.18 79.89 7.82 8.19 88.71 8.70 7.88 80.78 7.89 8.42 72.35 7.60
Qwen2.5-72B 7.86 76.89 7.71 8.69 83.84 8.18 7.53 77.10 7.77 8.63 61.64 6.85
Llama-3.1-70B 6.04 73.87 6.00 6.47 73.62 5.83 5.99 77.22 6.05 6.16 56.54 4.70
Sailor2-20B 6.43 76.48 7.57 8.47 85.75 8.21 6.62 77.45 7.65 8.02 62.07 6.65
Llama-3.1-8B 5.68 57.81 5.50 7.16 51.37 5.14 5.52 59.01 5.54 6.49 40.55 4.43
Sailor2-8B 6.96 71.15 7.41 8.55 84.07 8.19 6.99 73.64 7.54 8.17 60.20 6.64
Qwen2.5-7B 7.12 67.26 6.80 8.41 69.15 6.90 6.93 69.58 6.94 8.25 49.73 5.77

Table 3: Comparison of zero-shot performance across each domain.

5.2 Domain Performance472

Since our dataset spans four distinct domains, LLM473

performance may vary across them. To address the474

dataset gap and challenges (RQ1), we analyze each475

model’s domain-specific performance using both476

general and cultural sets from Table 2.477

As shown in Table 3, we found that the Legal do-478

main was the most challenging. No model achieves479

over 73% accuracy in this domain, whereas Gem-480

ini surpasses 88% accuracy in other domains. This481

may be due to limited legal data in LLM training,482

compounded by the fact that laws vary significantly483

across countries and legal systems, making it harder484

for LLMs to provide accurate answers. In contrast,485

the Medical domain, despite its real-world com-486

plexity, yields the highest accuracy, with Gemini487

achieving 88.71%. However, when examining flu-488

ency, all domains perform similarly. This suggests489

that while generating fluent Thai text is not diffi-490

cult for these models, producing factually accurate491

legal responses remains a key challenge.492

5.3 Using Our Training Data493

To answer RQ2, we evaluate the effectiveness of494

our training data by fine-tuning base LLMs (Llama-495

3.1, Gemma-2, and SEA-LIONv2) using our data496

alongside comparison datasets such as Dolly and497

Alpaca. Additionally, we conduct experiments with498

both the full dataset and a size-matched subset. To499

avoid biased in-domain evaluation, we also assess500

performance on the Thai LLM Benchmark using501

MT-Bench, NLU, and NLG datasets. The full ex-502

perimental setup is detailed in Section 4.1.503

5.3.1 Full Data Comparison504

Table 4 demonstrates the results of our train-505

ing data compared with other training data. We506

found that, when we use the full dataset for both507

Dolly/Alpaca and our data, we outperform using508

only Dolly/Alpaca in 31 out of 42 cases (73% of509

cases that we improved the performance). We ob-510

serve that we clearly obtain improvements in all511

cases on in-domain data. This shows that using512

our dataset with other data can improve the per- 513

formance of LLMs, emphasizing the robustness 514

of our training data, which not only improves the 515

in-domain performance but also improves the out- 516

of-domain performance. 517

Moreover, we also observe consistent improve- 518

ment for Llama-3.1-8b on the MT Bench and NLU 519

benchmarks. However, for other base models, we 520

found that there were mixed results in NLG tasks. 521

This is because NLG tasks are measured using 522

exact match metrics like BLEU and ROUGE-L, 523

which is often ineffective for measuring the perfor- 524

mance of LLMs, as we see minor differences in 525

performance of Alpaca/Dolly and our dataset. In 526

contrast, we found that when we use models that 527

are specific to Southeast Asian (SEA) like SEA- 528

LION, the performance difference gap is larger 529

because the model is designed specifically for Thai 530

and other languages in SEA, resulting in a greater 531

improvement when trained in SEA languages. 532

5.3.2 Balanced Dataset Study 533

To ensure that the observed performance improve- 534

ment was not merely due to increased dataset 535

size, we matched the sizes of our dataset and Al- 536

paca/Dolly, and conducted experiments using the 537

same benchmark. For example, we compare Al- 538

paca 30k with a mixed dataset of Alpaca 15k and 539

ThaiInstruct 15k, and also experimented with vary- 540

ing total training sizes of 10k, 20k, and 30k to 541

assess the effect of dataset size. 542

As shown in Table 8, when we split the data 543

equally, we outperform Dolly and Alpaca by 31 out 544

of 42 cases using Llama-3.1-8b, 41 out of 42 cases 545

using Gemma-2-9b, and 28 out of 42 cases using 546

SEA-LIONv2-8B. Although there were mixed re- 547

sults in NLG datasets, we still outperform compet- 548

itive datasets in NLU datasets for both Llama-3.1 549

and Gemma-2. In addition, the in-domain perfor- 550

mance also increases greatly in all cases. This em- 551

phasizes the effectiveness of our training data for 552

in-domain and out-of-domain evaluation regardless 553

of the size of the training data. 554
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MT Bench NLU NLG ThaiInstruct
Model Average Accuracy (%) Translation (BLEU) Generation (RougeL) Fluency Accuracy (%) Rating

Llama-3.1-8B
Alpaca 52k 3.04 48.48 2.21 9.51 3.10 26.28 3.19
Alpaca 52k + ThaiInstruct 28k 3.43 50.15 2.17 8.54 4.52 43.38 4.58

Dolly 15k 2.64 42.47 1.60 8.10 1.85 40.34 2.63
Dolly 15k + ThaiInstruct 28k 2.88 45.56 1.28 8.60 4.41 43.51 4.54

Gemma-2-9B
Alpaca 52k 3.43 53.23 1.11 7.04 2.61 14.35 2.26
Alpaca 52k + ThaiInstruct 28k 4.61 53.95 1.86 8.05 4.87 55.94 5.20

Dolly 15k 4.10 51.43 1.48 7.76 1.85 40.34 2.63
Dolly 15k + ThaiInstruct 28k 3.86 53.88 1.47 8.06 4.87 54.44 5.16

SEA-LIONv2-8B
Alpaca 52k 4.80 43.94 14.59 25.73 4.75 44.41 4.44
Alpaca 52k + ThaiInstruct 28k 4.76 43.87 16.40 16.51 5.34 51.47 5.33

Dolly 15k 3.57 46.14 14.31 35.37 3.24 48.13 4.15
Dolly 15k + ThaiInstruct 28k 4.13 43.93 13.38 16.09 5.17 50.52 5.11

Table 4: Train LLMs using our training data with other training data to improve the robustness of LLMs in out-of-
domain and in-domain evaluations. We also compare the balance data size in Section 5.3.2.

5.4 Context Length Analysis555

Since our test set contains samples with long con-556

texts, ranging from 6 to 26,405 tokens for the test557

set, we study the gaps and challenges in those sam-558

ples that contain long contexts. To facilitate this559

analysis, we divide the samples into three groups560

based on token length: head (shortest 20%), body561

(middle 40%), tail (longest 40%), as illustrated in562

Figure 3. We expect robust models to perform563

consistently regardless of token lengths.
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Figure 3: Token length distribution in our dataset.
564

Table 7 presents the performance of each model565

across the head, body, and tail distributions. When566

analyzing the samples with long context, we ob-567

serve a significant performance drop in the Brain-568

storming, Multiple choice, Open QA, and Summa-569

rization tasks across all models when comparing570

head and tail groups, with the sole exception of571

Gemini in Summarization. Notably, models con-572

strained by shorter context length (i.e., Llama-3.1)573

or those trained on limited context length data (i.e.,574

Sailor2) exhibit a significant performance drop575

across both the body and tail distributions. For576

example, Sailor2-20B’s performance on Summa-577

rization dropped from 8.97 to 6.46 points (∼27% 578

decrease). These findings underscore the difficulty 579

of our dataset when handling long inputs, where 580

even state-of-the-art models like Gemini struggle 581

to maintain robust performance. 582

6 Conclusion 583

We introduced ThaiInstruct, a human-authored 584

Thai instruction dataset designed to support eval- 585

uation and fine-tuning. Our experiments revealed 586

a consistent performance gap in state-of-the-art 587

LLMs when handling Thai context-sensitive inputs, 588

and demonstrated that fine-tuning with ThaiInstruct 589

leads to measurable improvements, supported by 590

ablation studies under size- and format-controlled 591

conditions. These findings establish ThaiInstruct 592

as both a benchmark and a development tool for 593

culturally and professionally aligned Thai LLMs. 594

Beyond the dataset, we contribute a transparent 595

and reproducible process for constructing instruc- 596

tion data that reflects both cultural and domain- 597

specific grounding. While ThaiInstruct is language- 598

specific, the underlying methodology is generaliz- 599

able and can guide similar efforts in other underrep- 600

resented languages and application domains. We 601

make all resources publicly available — including 602

the dataset, evaluation splits, training scripts, and 603

all fine-tuned models, even those that achieve state- 604

of-the-art performance on Thai LLM benchmarks 605

— to establish solid baselines, ensure reproducibil- 606

ity, and support future research focused on cultur- 607

ally and professionally relevant Thai applications. 608
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Limitations609

While our dataset and benchmark are a step forward610

toward better representations of Thai in the LLM611

era, we acknowledge that significant progress is612

still to be made. We outline several limitations of613

our study below.614

Evaluate Metric. Since the main metric of our615

benchmark relies on LLM-as-a-judge, reproducing616

this number in the future might not be straightfor-617

ward since the API model might update. However,618

using traditional metrics like BLEU or ROUGE-619

L also yields the worst evaluation metric, as we620

discussed in Appendix A.621

Judge Models. As we discussed in Appendix A,622

the limitation of our evaluation metric is the judge623

model. We found that there are no dominant mod-624

els to judge Thai knowledge and culture, where625

the Kendall between annotators and LLM is only626

0.1259 points.627

Non-Commercial Use Limitation. A significant628

portion of our released dataset (30,000 samples) is629

distributed under the CC BY-NC license. This re-630

stricts the use of these samples to non-commercial631

purposes only. While this allows for academic and632

research use, it can be limiting for potential users633

who require the data for commercial applications.634

The remaining samples (5,014 samples) under the635

more permissive CC BY-SA 4.0 license can be used636

commercially under the terms of that license.637

Ethical Statement638

We hire all annotators from an annotation company639

in Thailand. However, for experts, we contract640

their working company and hire them directly. The641

pay rate is higher than the minimum wage in Thai-642

land. For the AI Researcher, we also use the same643

payment rate similar to the domain experts. For the644

license of data, we will release them publicly us-645

ing the license of CC-BY-SA and NC, since some646

of the data, although they allow us to collect, still647

want the license to be NC.648
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A Measuring Alignment Between Metrics and Human Preferences 806

We evaluated three state-of-the-art LLMs (Gemini 2.5, GPT 4.1, and Claude Sonnet 3.7) to see how 807

closely they aligned with human when ranking model outputs. To ensure broad coverage, we sampled 808

1,200 examples uniformly across all domains and task types. Following previous works (Pavlovic and 809

Poesio, 2024; Movva et al., 2024), we had annotators rank the outputs from worst to best, while LLMs 810

produced numerical ratings. We measured the agreement between human rankings and LLM scores 811

using Kendall τ , which explicitly accounts for ties on either side, which often appeared due to the LLMs 812

producing ratings. Surprisingly, all three LLMs showed only weak correlation with human preferences as 813

shown in Table 5, indicating that even top-performing models struggle to capture the nuances of Thai 814

cultural and contextual understanding. In the end, since none of the LLMs strongly aligned with human 815

preferences, we opted for GPT 4.1 as the judge, as we were limited by the rate limit for both Claude 816

Sonnet 3.7 and Gemini 2.5, resulting in a much longer judge time. 817

Model Annotator 1 Annotator 2 Annotator 3 Annotator Avg Judge Time (hr)

Gemini 2.5 0.1322 0.0964 0.0156 0.1255 24
GPT 4.1 0.1273 0.0933 0.0107 0.1259 1

Sonnet 3.7 0.1044 0.0915 0.0048 0.0962 8
BLEU -0.0010 0.0427 0.0198 0.0319 0.1

ROUGE-L -0.0115 0.0166 0.0083 0.0053 0.5

Table 5: Kendall τ between annotators and LLM and the judge time per model

B Annotator Guideline 818

B.1 First Group of Annotators 819

We have provided information in each domain as a JSON file in the following structure: Title, Texts 820

(Article), URL (Source link). Then, we let the annotator write the instruction and gold standard, where each 821

article will have an instruction task type, such as: Open QA, Closed QA, Multiple choice, Summarization, 822

Brainstorming, Classification, and Creative Writing. We also randomly assign a task type for users to 823

perform, according to the following rules: 824

• Medical domain has the most data: randomly assign 1 task type per article. 825

• Finance domain: 2 task types per article. 826

• Retail domain: 2 task types per article. 827

• Legal domain: 2 task types per article. 828

We also control each domain’s distribution to have the most balanced distribution of task types. We also 829

asked annotators to check the length of each article first. If the content is not long enough or too short, 830

assign only 1 task type to that article, except for the Medical domain, which is already 1 task type per 831

article. 832

B.2 Domain Experts 833

Criteria are grouped into three categories: 834

C1: Format and Scope. The output must strictly follow the required structure: “Answer + Elaboration.” 835

The inclusion of “Comparison” and “Conclusion” components is optional. Responses must adhere closely 836

to the given instructions and input, avoiding irrelevant content or exceeding the specified scope. For 837

example, in summarization tasks, the response should accurately reflect all key points from the input 838

without introducing information not present in the original content. 839

C2: Factual Accuracy and Completeness. The output must be factually accurate, logically sound, and 840

fully address all parts of the instruction. For example, if asked to recommend practice (e.g., the duration 841

to avoid heavy meals before exercise), but the output fails to provide the underlying rationale for this 842

recommendation, it is considered incomplete and consequently does not meet C2. 843
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C3: Instruction/Question Relevance. This criterion evaluates whether the instruction or question844

is appropriate, specific, and well-aligned with the expected task type and input. It also considers the845

question’s relevance to the domain and its suitability for eliciting a meaningful response. Additionally,846

experts added relevant tags to each example, with no limit on the number of tags as long as they related to847

the content. This process ensured that the gold standards in our dataset were 100% accurate.848

B.3 AI Researcher Annotators849

As we discussed in Section 3.3, for this group, we only let them check the format of the instruction and850

the gold standard. If they found the error or incorrect format, the sample will be sent back to the first851

group of annotators, similar to the domain experts’ pipeline.852

C Inference Setup853

All models were evaluated using a temperature of 0.2 and a max new tokens of 1028, with inference854

performed via the vLLM 5 engine, with the only exception being Gemini, which was accessed through855

API calls.856

D Data Sources857

The data were collected in the form of web page documents from the following websites:858

• Finance: bam.co.th, finrwealthbuilder.com, kasikornbank.com, longtunman.com, phillip.co.th,859

setinvestnow.com, finnomena.com, thestandard.co, brandage.com, brandbuffet.in.th,860

brandinside.asia, ceochannels.com, marketingoops.com, wealthsolution.co.th.861

• Legal: cpao.go.th, ddproperty.com, dharmniti.co.th, dplawandservice.com, elt-corp.com,862

justicechannel.org, khemmapat.org, kobkiat.com, lawsiam.com, lawyerthailand.biz, mkclegal.com,863

moj.go.th, pdpathailand.com, promsaklawyer.com, saranlaw.com, slawconsult.com864

• Medical: ambu.or.th, bangkokhospital-chiangrai.com, bumrungrad.com, he02.tci-thaijo.org,865

w1.med.cmu.ac.th, chulalongkornhospital.go.th, dmh.go.th, dst.or.th, thaiepilepsysociety.com,866

rama.mahidol.ac.th, gastrothai.net, goodbyeitch.com, haamor.com, idthai.org, manarom.com,867

medparkhospital.com868

• Retail: ceochannels.com, marketingoops.com, pnstoretailer.com, techsauce.co, storehub.com,869

brandage.com, brandbuffet.in.th, brandinside.asia, marketthink.co, readthecloud.co.870

E Training Setup871

All models were trained with LlamaFactory (Zheng et al., 2024) with the hyperparameters specified in872

Table 6.

Hyperparameter
Learning Rate 2× 10−4

Learning Rate Schedule Cosine
Batch Size (effective) 128
Max Token Length 2048
Warm up Ratio 0.1
Epochs 3

Table 6: Training Hyperparameters.

873

5https://github.com/vllm-project/vllm
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F Annotation Platform 874

As shown in Figure 4, we developed an annotation platform for the domain experts and QC members to 875

assess the quality of the created instruction stances. 876

Figure 4: A screenshot of the annotation platform where domain experts can evaluate the quality of instructions
based on specific criteria and tag the relevant topics associated with each instruction.
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Brainstorming Classification Closed QA Creative Writing Multiple Choice Open QA Summarization
Model Fluency Accuracy (%) Rating Accuracy (%) Rating Fluency Accuracy (%) Rating Accuracy (%) Rating Fluency

Gemini 2.0
Head 7.45 80.37 8.10 95.04 8.81 6.61 70.95 7.29 77.69 7.69 8.53
Body 7.61 84.16 8.27 97.67 9.09 8.00 71.78 7.57 73.28 7.47 8.22
Tail 7.86 80.24 7.89 97.87 9.13 8.69 62.84 7.16 75.00 7.58 8.32

Qwen2.5-72B
Head 6.79 78.08 7.63 92.37 8.98 5.93 66.67 7.26 63.75 6.64 9.27
Body 6.90 80.85 7.82 94.94 9.00 7.30 67.88 7.36 65.79 6.78 8.91
Tail 7.00 79.02 7.67 94.58 9.07 7.75 57.70 6.79 61.75 6.74 8.39

Llama-3.1-70B
Head 5.97 70.48 5.61 88.37 6.82 5.04 67.44 5.07 39.50 4.53 6.89
Body 6.01 72.60 5.86 93.42 7.27 6.04 64.89 4.47 47.58 4.91 6.14
Tail 5.82 71.69 5.01 95.79 7.55 6.51 57.95 4.20 53.63 5.37 5.80

Sailor2-20B
Head 6.31 78.54 7.67 93.89 9.08 5.53 64.29 6.29 63.35 6.71 8.97
Body 6.13 78.49 7.68 96.89 9.25 5.89 65.21 6.65 63.16 6.70 8.84
Tail 6.36 81.22 7.64 89.94 8.53 5.86 64.55 6.80 66.45 6.86 6.46

Llama-3.1-8B
Head 4.70 49.32 4.96 77.48 6.76 3.72 45.71 4.17 20.72 3.34 7.21
Body 4.85 53.43 5.33 83.07 7.13 4.89 49.39 4.63 24.70 3.73 7.07
Tail 5.02 55.37 4.97 77.56 6.76 5.44 47.43 4.88 34.83 4.39 6.68

Sailor2-8B
Head 6.50 70.78 7.22 91.98 8.96 5.88 63.81 6.81 64.14 6.60 9.20
Body 6.55 76.60 7.62 93.77 9.05 6.62 65.94 7.12 55.47 6.35 9.03
Tail 6.67 77.80 7.55 87.04 8.34 6.95 63.57 7.00 58.76 6.50 6.52

Qwen2.5-7B
Head 5.96 69.41 6.62 87.40 8.33 5.09 50.00 5.90 39.44 4.75 8.62
Body 6.00 69.03 6.65 89.49 8.41 6.46 55.47 6.30 47.98 5.35 8.43
Tail 6.48 68.78 6.63 89.17 8.46 6.92 46.45 5.78 52.35 5.71 8.29

Table 7: Token length analysis with bolded scores representing best scores in each group
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Tasks with definitive answers prompt template
[Instruction]
You are to act as an impartial judge tasked with evaluating the quality of a response provided by an AI assistant. The
evaluation must focus on two primary criteria: **correctness** and **helpfulness**.

You will be given:
- A **user question**.
- A **reference answer**, which is considered the accurate and authoritative response.
- An **assistant’s answer**, which you must evaluate.

Your evaluation must begin by determining whether the assistant’s answer is **factually correct** and aligns
with the information in the reference answer.
If the assistant’s answer contains significant factual inaccuracies, clear contradictions with the reference, or fails to address
the core question, mark it as incorrect.
If the answer is largely accurate and consistent with the reference, mark it as correct.

Indicate your judgment in the following format:
Correctness: [[1]] (if correct) or Correctness: [[0]] (if incorrect)

Next, provide a **reasoning rating** on a scale from 1 to 10. This rating should reflect how well the assis-
tant’s reasoning aligns with the logic, depth, and completeness of the reference answer:
- A score of 10 means the reasoning is entirely sound, complete, and mirrors the clarity and correctness of the reference.
- A score of 5 means the reasoning is partially correct or incomplete, but not misleading.
- A score below 5 indicates flawed or poor reasoning, misunderstanding of the topic, or failure to properly support the
answer.
- A score of 1 means the reasoning is severely flawed or entirely off-topic.

Use the following format:
Rating: [[<score>]]
newline
[Question]
question

[The Start of Reference Answer]
{ref_answer}
[The End of Reference Answer]

[The Start of Assistant’s Answer]
{answer}

Creative tasks prompt template
[Instruction]
Please act as an impartial judge and evaluate the quality of the response provided by an AI assistant to the user question
displayed below. Your evaluation should consider clarity, sentence fluency, and cohesion of the writing. You will be
given a reference answer and the assistant’s answer. Begin your evaluation by comparing the assistant’s answer with the
reference answer. Identify and correct any mistakes. Be as objective as possible. After providing your explanation, you
must rate the response on a scale of 1 to 10 by strictly following this format: [[rating]], for example: Rating: [[5]].

[Question]
question

[The Start of Reference Answer]
{ref_answer}
[The End of Reference Answer]

[The Start of Assistant’s Answer]
{answer}
[The End of Assistant’s Answer]

Figure 5: Adapted MT-Bench prompt templates to fit our benchmark. For tasks with definitive answers we assess
both reasoning and correctness of the answers. For creative tasks we assess the clarity, fluency and cohesion of the
response.
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Instruction (Original): 

จากเหตุการณ์ข้อมูลรั่วไหลของ CP Freshmart เหตุใดจึงส่งผลกระทบต่อลูกค้าในแง่มุมของ Retail มากที่สุด? 
(A) ลูกค้าอาจสูญเสียเงินออมในบัญชีธนาคาร 
(B) ลูกค้าอาจถูกมิจฉาชีพแอบอ้างนำข้อมูลไปใช้ 
(C) ลูกค้าอาจถูกติดตามพฤติกรรมการซื้อของ 
(D) ลูกค้าอาจไม่สามารถใช้บริการของ CP Freshmart ได้ 

Groundtruth (Original): 

คำตอบคือ (B) ลูกค้าอาจถูกมิจฉาชีพแอบอ้างนำข้อมูลไปใช้ เนื่องจาก เหตุผล: (A) ข้อมูลที่รั่วไหลนั้นไม่มีข้อมูลเกี่ยวกับบัญชีธนาคาร (B) ข้อมูลที่รั่วไหลนั้นมีข้อมูลส่วนตัว
ของลูกค้า เช่น ชื่อ เบอร์โทรศัพท์ อีเมล ที่อยู่ ซึ่งมิจฉาชีพสามารถนำไปใช้แอบอ้างเป็นลูกค้าเพื่อทำธุรกรรมต่างๆ (C) ข้อมูลที่รั่วไหลนั้นไม่มีข้อมูลเกี่ยวกับพฤติกรรมการซื้อ
ของ (D) ข้อมูลที่รั่วไหลนั้นไม่ส่งผลต่อการใช้งานบริการของ CP Freshmart คำตอบที่ถูกต้อง: (B) ลูกค้าอาจถูกมิจฉาชีพแอบอ้างนำข้อมูลไปใช้  เหตุผลเพิ่มเติม:  ข้อมูล
ส่วนตัว เช่น ชื่อ เบอร์โทรศัพท์ อีเมล ที่อยู่ สามารถนำไปใช้แอบอ้างเพื่อทำธุรกรรมต่างๆ เช่น สมัครบัตรเครดิต กู้เงิน ซื้อสินค้าออนไลน์ มิจฉาชีพสามารถโทรหาลูกค้าเพื่อ
หลอกลวงให้โอนเงินหรือเปิดเผยข้อมูลส่วนตัวเพิ่มเติม การถูกมิจฉาชีพแอบอ้างนำข้อมูลไปใช้อาจสร้างความเสียหายทางการเงินและความเสียหายต่อชื่อเสียงของลูกค้า ข้อควร
ระวัง:  ลูกค้าควรเปลี่ยนรหัสผ่านของบัญชีต่างๆ ที่ใช้ข้อมูลส่วนตัวที่รั่วไหล ลูกค้าควรระวังการติดต่อจากบุคคลแปลกหน้าที่อ้างว่ามาจาก CP Freshmart ลูกค้าควรติดตาม
ข่าวสารจาก CP Freshmart เกี่ยวกับการแก้ไขปัญหาข้อมูลรั่วไหล 

Instruction (Translated): 

From the data breach incident of CP Freshmart, which of the following reasons negatively impacted the customers the most? 
(A) Customers may lose their savings in bank accounts 
(B) Customers may be impersonated by fraudsters using their personal information 
(C) Customers may be tracked for their purchasing behavior 
(D) Customers may be unable to use CP Freshmart's services 

Groundtruth (Translated): 

The correct answer is (B): Customers may be impersonated by fraudsters using their personal information because: (A) The leaked data 
does not include bank account information, (B) The leaked data contains customers’ personal information, such as names, phone numbers, 
email addresses, and home address, which fraudsters can use to impersonate customers and carry out various transactions, (C) The 
leaked data does not contain information related to purchasing behavior, (D) The leaked data does not affect the availability of CP 
Freshmart’s services. The correct answer is B: Customers may be impersonated by fraudsters using their personal information. 
Additional reasoning: Personal information such as names, phone numbers, email addresses, and addresses can be used by fraudsters to 
impersonate individuals for various fraudulent transactions, such as applying for credit cards, taking out loans, or shopping online. 
Fraudsters may also call customers to deceive them into transferring money or disclosing further personal information. Being 
impersonated in this way can cause financial loss and damage to the customer’s reputation. Precautions: Customers should change 
passwords for any accounts that may use the leaked personal information. Customers should be cautious of any contact from strangers 
claiming to be from CP Freshmart. Customers should stay informed by following updates from CP Freshmart regarding how they are 
addressing the data breach. 

Figure 6: An MCQ example from the dataset showing that each correct answer is followed by the reasoning that
arrived towards that answer.
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Finance Domain Subtopics:
Financial Law, Investment Strategies, Personal Financial Management, Asset Management, Financial Analysis, Financial
Analysis and Financial Economics, Digital Finance, Economic and Financial News, Company Financial Information,
Financial Literacy, Financial Market, Financial Market and Financial Products and Services, Financial Products and
Services, Financial Institutions, Financial Instruments, Financial Technology (FinTech), FinTech and Digital Finance,
Financial Economics,

Legal Domain Subtopics:
Ministerial Regulation, Maritime Transport and Navigation Law – Merchant Marine and Marine Rescue, Fiscal Law,
International Trade Law, Aviation Law, Gambling Law, Education Law, Education Law – Teachers and Personnel, Informal
Lending Law (Share Lending), Trade Competition Law – Price Control, Loan Law, Loan Law – Usufruct and Consumable
Loans, Immigration Law, Immigration Law – Employment of Foreigners, Family Law, Alcohol Control Law, Cybersecurity
and Privacy Law, Consumer Protection Law, Consumer Protection Law – Product and Service Pricing, Labor Protection
Law, Labor Protection Law – Labor Relations and Compensation, Suretyship Law, Traffic Law, Traffic and Land Transport
Law, Mortgage Law, Pledge Law, Hire of Work Law, Employment Law, Public Assembly Law, Sales Law, Agency Law,
Bill and Cheque Law, Property Law – Ownership, Property Law – Ownership and Limited Real Rights, Intellectual
Property Law, Intellectual Property Law (Copyrights, Patents, Trademarks), Military Law, Brokerage Law, Juristic Acts
and Contracts Law, Juristic Acts and Contracts Law – Unfair Contract Terms, Juristic Person Law, Current Account and
Warehouse Receipt Law, Entertainment Law, Administrative Law, Administrative Procedure and Administrative Court
Establishment Law, Administrative Tort Liability Law, Insurance Law, Social Security Law, Compromise and Settlement
Law, Anti-Money Laundering Law, Deposit Law, Judiciary Act, Judiciary Act – Royal Decree, Judiciary Act – Jurisdiction
Determination between Courts, Energy Law, Merchant Marine Law (Marine Transport and Rescue) – Royal Act, Merchant
Marine Law – Multimodal Transport Royal Act, Tax Law, Inheritance Law, Inheritance Law – Wills, Narcotics Law,
International Law, International Law – Treaties, Constitutional Law, Transport of Goods and Passengers Law, Tort Law,
Law of Evidence, Law of Evidence (Civil and Criminal), Obligations Law, Obligations Law – Royal Act, Obligations
Law – Debt Collection Royal Act, Bankruptcy and Business Reorganization Law, Building Control, Condominium, Land
Allotment and Land Reclamation Law, Building Control Law (draft), Building Control Law (Building Control Royal Act),
Building Control Law – Excavation and Land Fill, Criminal Case Law for Political Office Holders, Computer Crime Law
(draft), Computer Crime Law (Computer Act), Tourism Business and Guide Law, Animal Law, Public Health, Medical and
Epidemic Law, Human Rights Law, Environmental Law, Environmental, Forestry and National Park Law, Health Law,
Securities Law, Partnership and Company Law, Space Law, Real Estate Law, Criminal Law – Petty Offenses, Criminal Law
– Public Endangerment (Arson, Flood, etc.), Criminal Law – Public Endangerment, Criminal Law – Commercial Offenses,
Criminal Law – Offenses against the Administration (Officials and Government Positions), Criminal Law – Forgery
and Falsification, Criminal Law – Justice Administration Offenses, Criminal Law – National Security and Terrorism,
Criminal Law – Public Peace, Criminal Law – Secret Societies and Criminal Associations, Criminal Law – Life and
Bodily Harm, Criminal Law – Property Offenses, Criminal Law – Theft, Embezzlement, Fraud, Criminal Law – Offenses
Related to Corpses, Criminal Law – Sexual Offenses, Criminal Law – Liberty and Reputation, Weapons, Ammunition,
Explosives, Fireworks and Imitation Weapons Law, Hire Purchase Law, Lease Law, Juvenile and Family Law, Juvenile
and Family Law – Royal Act, Juvenile and Family Law – Domestic Violence Protection Royal Act, Election Law, Labor
Law, Exchange and Gift Law, Local Administration Regulation Law, Industrial Factory and Machinery – Mining Law,
Cybersecurity and Personal Data Protection Law (PDPA), General News and Statistics, Local Administration Ordinance,
Basic Legal Knowledge, Supreme Court Judgments, Administrative Court Judgments, Land Code, Criminal Procedure
Code, Civil Procedure Code, Criminal Code, Civil and Commercial Code, Royal Decree, Royal Decree – Supreme Court
President Regulations, Emergency Decree, Organic Act, Legal Profession and Lawyer Ethics – Complaints, Petitions,
Legal Etiquette,

Medical Domain Subtopics:
Anatomy, Physiology, Alternative Medicine, Pediatrics, Nursing, Ophthalmology, Psychiatry, Dentistry, Gynecology,
Forensic Medicine, Dermatology, Pathology, Epidemiology, Radiology, Anesthesiology, Surgery, Veterinary Medicine,
Public Health, Obstetrics, Orthopedics, Internal Medicine, Others, Pharmacology, Transfusion Medicine, Emergency
Medicine, Rehabilitation Medicine, Nutrition, Otolaryngology / ENT

Figure 7: Full list of subtopics for Finance, Legal, and Medical domains

17



MT Bench NLU NLG ThaiInstruct
Model Average Accuracy (%) Translation (BLEU) Generation (RougeL) Fluency Accuracy (%) Rating

Llama-3.1-8B
Alpaca 5k + ThaiInstruct 5k 3.00 47.22 3.12 8.59 4.08 39.84 4.16
Alpaca 10k 3.05 46.54 4.08 11.05 3.36 28.39 3.33

Alpaca 10k + ThaiInstruct 10k 3.07 46.47 2.43 8.54 4.21 42.31 4.39
Alpaca 20k 2.75 47.31 2.79 9.14 2.77 22.32 2.94

Alpaca 15k + ThaiInstruct 15k 3.26 44.65 1.86 8.58 4.35 42.16 4.46
Alpaca 30k 2.88 47.67 3.47 9.65 2.83 21.83 2.95

Dolly 2.5k + ThaiInstruct 2.5k 2.40 46.43 3.75 8.72 3.57 35.93 3.72
Dolly 5k 1.88 42.87 1.98 9.55 1.75 22.70 2.19

Dolly 5k + ThaiInstruct 5k 2.28 46.43 1.36 8.55 3.85 37.89 3.98
Dolly 10k 1.99 42.74 1.35 8.96 1.69 22.35 2.14

Dolly 7.5k + ThaiInstruct 7.5k 2.31 46.37 1.48 8.59 3.96 39.63 4.11
Dolly 15k 2.64 42.47 1.60 8.10 1.69 22.21 2.16

Gemma-2-9B
Alpaca 5k + ThaiInstruct 5k 4.25 53.70 2.25 8.14 4.85 54.24 5.17
Alpaca 10k 3.98 51.71 1.39 6.84 4.00 46.62 4.26

Alpaca 10k + ThaiInstruct 10k 4.02 53.81 2.02 8.09 4.97 55.33 5.30
Alpaca 20k 4.14 52.40 1.45 6.95 3.53 38.07 3.90

Alpaca 15k + ThaiInstruct 15k 4.20 53.49 1.98 8.02 5.14 56.67 5.49
Alpaca 30k 3.79 52.41 1.1 5.73 3.25 32.71 3.43

Dolly 2.5k + ThaiInstruct 2.5k 3.66 54.62 1.75 8.07 4.30 51.86 4.84
Dolly 5k 2.59 53.34 1.39 7.58 1.71 42.35 2.45

Dolly 5k + ThaiInstruct 5k 3.99 53.50 1.54 8.12 4.59 54.31 5.08
Dolly 10k 2.70 51.98 1.52 7.58 1.81 43.68 2.74

Dolly 7.5k + ThaiInstruct 7.5k 4.13 53.34 1.63 8.12 4.72 55.09 5.24
Dolly 15k 4.10 51.43 1.48 7.76 1.85 40.34 2.63

SEA-LIONv2-8B
Alpaca 5k + ThaiInstruct 5k 4.52 43.76 34.47 19.39 5.62 52.84 5.57
Alpaca 10k 4.54 43.31 28.01 25.35 4.61 48.88 4.73

Alpaca 10k + ThaiInstruct 10k 4.55 44.66 24.00 17.55 5.72 53.93 5.70
Alpaca 20k 4.74 43.98 24.22 25.82 4.73 49.32 4.53

Alpaca 15k + ThaiInstruct 15k 4.44 44.51 20.58 16.31 5.54 53.94 5.61
Alpaca 30k 4.60 42.96 15.58 25.68 5.11 49.66 4.78

Dolly 2.5k + ThaiInstruct 2.5k 4.25 44.89 36.60 26.82 5.10 50.25 5.28
Dolly 5k 3.69 45.88 25.53 35.66 3.46 48.04 4.11

Dolly 5k + ThaiInstruct 5k 4.21 44.30 15.64 23.72 5.31 51.25 5.42
Dolly 10k 3.83 46.57 14.40 37.35 3.09 48.61 4.04

Dolly 7.5k + ThaiInstruct 7.5k 4.31 45.31 13.54 22.00 5.54 53.81 5.57
Dolly 15k 3.57 46.14 14.31 35.37 3.24 48.13 4.15

Table 8: Dataset ablation: in-domain distribution with data size ablations.
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Model Social Science Extraction Math Reasoning STEM Writing Coding Roleplay Average

Llama 3.1 8B
Alpaca 5k + ThaiInstruct 5k 2.9 2.85 2.2 2.3 3.7 3 3.68 3.35 3.00
Alpaca 10k 3.65 2.35 2 1.9 3.25 3.45 3.86 3.9 3.05

Alpaca 10k + ThaiInstruct 10k 4.25 2.15 2.15 2.45 3.5 3.35 3.14 3.55 3.07
Alpaca 20k 3.4 1.8 1.35 1.85 3.4 2.95 3.23 4.05 2.75

Alpaca 15k + ThaiInstruct 15k 3.65 3 2.05 2.9 3.5 3 3.95 4 3.26
Alpaca 30k 3.3 1.8 1.9 1.95 3 3.15 3.77 4.15 2.88

Dolly 2.5k + ThaiInstruct 2.5k 2.65 3 1.4 1.8 2.6 2.75 2.5 2.5 2.40
Dolly 5k 2.45 1.85 1.3 1.8 2 1.65 2 1.95 1.88

Dolly 5k + ThaiInstruct 5k 3.25 2.95 1.6 1.85 1.7 2.7 2.36 1.8 2.28
Dolly 10k 2.15 2.05 1.25 1.7 1.85 2.35 3 1.6 1.99

Dolly 7.5k + ThaiInstruct 7.5k 3.9 2.5 1.1 2.1 2.45 2.5 1.86 2.1 2.31
Dolly 15k 3.35 3.4 1.5 2.9 2.5 1.7 3 2.8 2.64

Gemma 2 9B
Alpaca 5k + ThaiInstruct 5k 6 3.9 3.05 3.75 4.1 4.05 3.64 5.5 4.25
Alpaca 10k 5.4 2.75 2.95 2.85 5.05 4.2 3.32 5.35 3.98

Alpaca 10k + ThaiInstruct 10k 6 2.95 3.3 4.3 4.1 3.6 3.18 4.75 4.02
Alpaca 20k 6 2.3 4.15 3.7 4.65 4.3 3.59 4.4 4.14

Alpaca 15k + ThaiInstruct 15k 6.05 2.8 3.3 3.95 4.3 4 4.18 5 4.20
Alpaca 30k 4.65 2.45 3.85 2.55 4.75 3.25 3.77 5.05 3.79

Dolly 2.5k + ThaiInstruct 2.5k 5.2 2.75 3.15 3.75 3.65 3.95 2.85 4 3.66
Dolly 5k 3.2 2.4 1.6 2.8 3.4 2.15 2.05 3.15 2.59

Dolly 5k + ThaiInstruct 5k 5.85 3 3 4.2 4.2 4 3.32 4.35 3.99
Dolly 10k 3.4 1.75 1.65 3.05 3.35 3.1 2.23 3.1 2.70

Dolly 7.5k + ThaiInstruct 7.5k 6.3 3.9 3.2 3.95 4.2 4 3.18 4.3 4.13
Dolly 15k 5.85 4.55 3.5 3.75 4.55 3.6 2.77 4.25 4.10

SEA-LIONv2-8B
Alpaca 5k + ThaiInstruct 5k 6.05 3.95 3.3 3.65 5.8 5.15 3.68 4.6 4.52
Alpaca 10k 6.25 3.9 2.4 3.35 4.95 5.55 4.27 5.65 4.54

Alpaca 10k + ThaiInstruct 10k 7.25 3.25 3.35 3.95 5.2 4.65 3.18 5.6 4.55
Alpaca 20k 6.8 3.35 3.4 4.45 4.95 5.2 4.18 5.55 4.74

Alpaca 15k + ThaiInstruct 15k 5.65 3.65 3 3.75 5.45 4.75 3.59 5.55 4.44
Alpaca 30k 7 3.5 3.45 4.1 5.5 4.7 3.36 5.15 4.60

Dolly 2.5k + ThaiInstruct 2.5k 5.35 4.25 3.1 3.5 4.75 4.75 3.68 4.6 4.25
Dolly 5k 5.1 4.15 1.75 3.8 4.45 3.3 3.14 3.8 3.69

Dolly 5k + ThaiInstruct 5k 5.9 4.3 2.25 4.05 4.45 4.65 3.41 4.65 4.21
Dolly 10k 5.15 2.75 2.5 3.9 4.95 3.6 3.18 4.6 3.83

Dolly 7.5k + ThaiInstruct 7.5k 5.75 4.45 2.2 3.45 5 4.95 3.64 5.05 4.31
Dolly 15k 5 3.55 2.1 3.7 4.2 3.2 3.18 3.6 3.57

Table 9: Dataset ablation: Thai MT Bench
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Model Social Science Extraction Math Reasoning STEM Writing Coding Roleplay Average

Llama-3.1-8B
Alpaca 52k + ThaiInstruct 28k 4.1 2.15 1.85 2.8 3.55 2.95 3.82 4.15 3.43
Alpaca 52k 3.4 2.05 1.65 1.95 4.1 3.45 3.55 4.2 3.04

Dolly 15k + ThaiInstruct 28k 3.75 3.5 1.65 2.3 2.75 2.55 2.64 2.85 2.88
Dolly 15k 3.35 3.4 1.5 2.9 2.5 1.7 3 2.8 2.64

Gemma-2-9B
Alpaca 52k + ThaiInstruct 28k 6.6 4.0 3.5 3.4 4.5 4.9 4.10 4.95 4.61
Alapaca 52k 3.6 2.35 3.8 2.3 4.7 3.4 3.5 3.8 3.43

Dolly 15k + ThaiInstruct 28k 5.8 3.25 3.4 3.75 4.75 3.75 2.95 3.25 3.86
Dolly 15k 5.85 4.55 3.5 3.75 4.55 3.6 2.77 4.25 4.10

SEA-LIONv2-8B
Alpaca 52k + ThaiInstruct 28k 6.35 4.05 2.7 3.7 6.2 5.25 4.64 5.15 4.76
Alpaca 52k 6.75 3.65 3.25 4.3 5.7 4.7 4.41 5.6 4.80

Dolly 15k + ThaiInstruct 28k 6.15 3.7 2.2 4.0 4.85 4.25 4.14 3.75 4.13
Dolly 15k 5 3.55 2.1 3.7 4.2 3.2 3.18 3.6 3.57

Table 10: Full dataset: Thai MT Bench results
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Model Belebele M3 Exam Thai Exam Wisesight xCopa xNLI Average

Llama-3.1-8B
Alpaca 5k + ThaiInstruct 5k 65.89 39.02 36.64 39.12 69.60 33.07 47.22
Alpaca 10k 63.33 40.54 33.27 45.53 66.60 29.98 46.54

Alpaca 10k + ThaiInstruct 10k 63.78 38.70 35.04 37.55 70.40 33.37 46.47
Alpaca 20k 63.11 40.36 33.45 50.51 66.20 30.26 47.31

Alpaca 15k + ThaiInstruct 15k 61.56 38.28 33.10 35.75 66.20 33.01 44.65
Alpaca 30k 62.33 39.39 32.39 50.17 69.20 32.51 47.67

Dolly 2.5k + ThaiInstruct 2.5k 65.11 40.68 35.58 36.20 68.00 33.03 46.43
Dolly 5k 59.44 35.01 29.73 37.18 63.00 32.85 42.87

Dolly 5k + ThaiInstruct 5k 65.11 40.68 35.58 36.20 68.00 33.03 46.43
Dolly 10k 60.78 35.33 28.85 35.19 63.80 32.51 42.74

Dolly 7.5k + ThaiInstruct 7.5k 65.11 39.44 36.99 35.04 68.60 33.03 46.37
Dolly 15k 60.67 35.93 31.50 34.71 60.00 32.00 42.47

Gemma-2-9B
Alpaca 5k + ThaiInstruct 5k 77.11 50.05 46.55 37.36 77.60 33.53 53.70
Alpaca 10k 76.89 48.11 46.73 33.17 71.00 34.37 51.71

Alpaca 10k + ThaiInstruct 10k 77.56 49.86 44.78 36.80 80.20 33.65 53.81
Alpaca 20k 78.56 47.92 47.43 37.18 68.00 35.33 52.40

Alpaca 15k + ThaiInstruct 15k 78.56 49.82 46.73 34.07 77.20 34.59 53.49
Alpaca 30k 77.44 48.25 46.73 40.51 66.80 34.71 52.41

Dolly 2.5k + ThaiInstruct 2.5k 80.22 49.58 46.90 33.88 82.60 34.53 54.62
Dolly 5k 78.33 49.08 46.37 33.28 78.60 34.37 53.34

Dolly 5k + ThaiInstruct 5k 79.22 49.63 46.37 33.02 79.40 33.37 53.50
Dolly 10k 78.00 48.66 43.89 32.31 75.60 33.41 51.98

Dolly 7.5k + ThaiInstruct 7.5k 80.44 50.14 46.73 31.30 81.60 33.37 53.34
Dolly 15k 75.11 47.32 43.36 33.10 71.60 38.10 51.43

SEA-LIONv2-8B
Alpaca 5k + ThaiInstruct 5k 57.56 40.45 36.81 32.98 61.40 33.35 43.76
Alpaca 10k 56.11 42.02 38.23 29.88 59.60 34.01 43.31

Alpaca 10k + ThaiInstruct 10k 57.22 39.02 34.69 33.43 70.20 33.37 44.66
Alpaca 20k 58.33 42.62 38.76 27.59 62.60 33.99 43.98

Alpaca 15k + ThaiInstruct 15k 57.44 39.81 36.64 35.38 64.40 33.39 44.51
Alpaca 30k 57.44 42.39 36.99 27.07 59.60 34.25 42.96

Dolly 2.5k + ThaiInstruct 2.5k 57.11 42.62 38.76 36.05 61.40 33.41 44.89
Dolly 5k 62.11 43.54 42.30 33.73 59.00 34.57 45.88

Dolly 5k + ThaiInstruct 5k 58.22 38.84 36.64 35.75 63.00 33.35 44.30
Dolly 10k 63.78 44.42 40.35 34.22 64.00 32.67 46.57

Dolly 7.5k + ThaiInstruct 7.5k 61.11 40.45 38.41 32.38 66.20 33.33 45.31
Dolly 15k 63.22 43.68 38.58 34.89 62.60 33.83 46.14

Table 11: NLU (Accuracy) benchmark results
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Model Belebele M3 Exam Thai Exam Wisesight xCopa xNLI Average

Llama-3.1-8B
Alpaca 52k + ThaiInstruct 28k 65.56 39.53 36.99 56.31 69.20 33.33 50.15
Alpaca 52k 65.67 39.21 33.81 49.42 70.00 32.18 48.48

Dolly 15k + ThaiInstruct 28k 62.89 39.99 35.40 34.97 64.80 33.31 45.56
Dolly 15k 60.67 35.93 31.50 34.71 60.00 32.00 42.47

Gemma-2-9B
Alpaca 52k + ThaiInstruct 28k 78.33 50.78 46.73 33.96 74.40 35.49 53.95
Alpaca 52k 79.33 49.49 47.08 36.17 72.00 35.31 53.23

Dolly 15k + ThaiInstruct 28k 79.00 50.78 47.96 28.94 78.60 34.01 53.88
Dolly 15k 75.11 47.32 43.36 33.10 71.60 38.10 51.43

SEA-LIONv2-8B
Alpaca 52k + ThaiInstruct 28k 59.44 40.18 34.51 34.03 60.00 33.07 43.87
Alpaca 52k 57.00 40.77 34.87 39.20 58.60 33.21 43.94

Dolly 15k + ThaiInstruct 28k 57.22 39.16 36.11 36.54 61.20 33.33 43.93
Dolly 15k 63.22 43.68 38.58 34.89 62.60 33.83 46.14

Table 12: Full datasets: NLU results
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Model Flores200 Eng-Th (BLEU) Flores200 Th-Eng (BLEU) XLsum (RougeL) iApp QA (RougeL)

Llama-3.1-8B
Alpaca 5k + ThaiInstruct 5k 2.00 4.25 13.29 3.90
Alpaca 10k 2.59 5.58 14.21 7.89

Alpaca 10k + ThaiInstruct 10k 1.86 3.00 13.27 3.82
Alpaca 20k 1.82 3.75 13.34 4.94

Alpaca 15k + ThaiInstruct 15k 1.35 2.37 13.37 3.80
Alpaca 30k 2.95 3.98 13.49 5.81

Dolly 2.5k + ThaiInstruct 2.5k 2.20 5.30 13.30 4.13
Dolly 5k 2.83 1.13 12.49 6.60

Dolly 5k + ThaiInstruct 5k 2.08 0.63 13.24 3.86
Dolly 10k 1.99 0.71 12.31 5.61

Dolly 7.5k + ThaiInstruct 7.5k 1.94 1.01 13.31 3.87
Dolly 15k 2.23 0.96 12.48 3.71

Gemma-2-9B
Alpaca 5k + ThaiInstruct 5k 2.16 2.33 12.63 3.65
Alpaca 10k 1.64 1.13 10.45 3.23

Alpaca 10k + ThaiInstruct 10k 2.13 1.90 12.50 3.67
Alpaca 20k 1.05 1.84 10.84 3.05

Alpaca 15k + ThaiInstruct 15k 2.12 1.83 12.38 3.65
Alpaca 30k 0.96 1.24 8.55 2.90

Dolly 2.5k + ThaiInstruct 2.5k 2.38 1.12 12.51 3.63
Dolly 5k 2.30 0.48 11.90 3.25

Dolly 5k + ThaiInstruct 5k 2.41 0.67 12.57 3.66
Dolly 10k 2.46 0.57 11.97 3.19

Dolly 7.5k + ThaiInstruct 7.5k 2.53 0.73 12.54 3.70
Dolly 15k 2.40 0.56 12.28 3.23

SEA-LIONv2-8B
Alpaca 5k + ThaiInstruct 5k 25.91 43.03 14.73 24.05
Alpaca 10k 21.46 34.56 18.02 32.68

Alpaca 10k + ThaiInstruct 10k 24.72 23.28 15.06 20.03
Alpaca 20k 20.83 27.61 18.77 32.87

Alpaca 15k + ThaiInstruct 15k 25.74 15.41 15.31 17.31
Alpaca 30k 20.57 10.58 18.87 32.48

Dolly 2.5k + ThaiInstruct 2.5k 26.20 46.99 15.99 37.65
Dolly 5k 25.90 25.15 19.58 51.73

Dolly 5k + ThaiInstruct 5k 25.19 6.09 15.05 32.38
Dolly 10k 25.24 3.56 18.83 55.86

Dolly 7.5k + ThaiInstruct 7.5k 24.60 2.48 14.94 30.00
Dolly 15k 25.31 3.30 18.65 52.08

Table 13: Dataset ablation: NLG results
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Model Flores200 Eng-Th (BLEU) Flores200 Th-Eng (BLEU) XLsum (RougeL) iApp QA (RougeL)

Llama-3.1-8B
Alpaca 52k + ThaiInstruct 28k 2.01 2.32 13.19 3.89
Alpaca 52k 1.91 2.51 13.18 5.83

Dolly 15k + ThaiInstruct 28k 1.72 0.83 13.31 3.89
Dolly 15k 2.23 0.96 12.48 3.71

Gemma-2-9B
Alpaca 52k + ThaiInstruct 28k 2.15 1.56 12.45 3.64
Alpaca 52k 1.36 0.86 11.56 2.51

Dolly 15k + ThaiInstruct 28k 2.32 0.61 12.46 3.65
Dolly 15k 2.40 0.56 12.28 3.23

SEA-LIONv2-8B
Alpaca 52k + ThaiInstruct 28k 25.79 7.00 15.69 17.32
Alpaca 52k 25.38 3.79 18.75 32r.70

Dolly 15k + ThaiInstruct 28k 24.65 2.10 14.67 17.50
Dolly 15k 25.31 3.30 18.65 52.08

Table 14: Full datasets: NLG results
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