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Abstract

Achieving political consensus is crucial yet challenging for the effective functioning1

of social governance. However, although frontier AI systems represented by large2

language models (LLMs) have developed rapidly in recent years, their capabilities3

on this scope are still understudied. In this paper, we introduce EuroCon, a4

novel benchmark constructed from 2,225 high-quality deliberation records of the5

European Parliament over 13 years, ranging from 2009 to 2022, to evaluate the6

ability of LLMs to reach political consensus among divergent party positions7

across diverse parliament settings. Specifically, EuroCon incorporates four factors8

to build each simulated parliament setting: specific political issues, political goals,9

participating parties, and power structures based on seat distribution. We also10

develop an evaluation framework for EuroCon to simulate real voting outcomes11

in different parliament settings, assessing whether LLM-generated resolutions12

meet predefined political goals. Our experimental results demonstrate that even13

state-of-the-art models remain undersatisfied with complex tasks, highlighting14

EuroCon’s promise as an effective platform for studying LLMs’ ability to find15

political consensus.16

1 Introduction17

One of the fundamental prerequisites for effective social governance is establishing political consensus18

across diverse stakeholders [Prothro and Grigg, 1960, Huckfeldt et al., 2004, Rawls, 2020]. From19

infrastructure development to welfare policies, consensus-building underpins the legitimacy [Cohen,20

2005] and implementation of collective decisions [Citrin, 2001, Shehu, 2017]. Yet, in pluralistic21

societies, conflicting values, power dynamics, and issue complexity render this process exceptionally22

challenging [Raiffa, 1982, Ehtamo et al., 1999, Susskind et al., 1999, Baker and Azher, 2024]. While23

large language models (LLMs) have shown promise in facilitating group discussions [Chiang et al.,24

2024], supporting democratic deliberation [Small et al., 2023, Fish et al., 2023, Tessler et al., 2024,25

Jarrett et al., 2025], resolving regional conflicts [Konya et al., 2025], and analyzing ideological26

stances [Chen et al., 2024, Kim et al., 2025], their capacity to find consensus in real and complex27

political scenarios remains underexplored. This gap raises a critical question: Can LLMs bridge28

divergent party divides to forge political consensus in real-world parliamentary settings?29

To study this problem, in this paper, we introduce EuroCon, a benchmark constructed from 2,225 real30

deliberation records of the European Parliament over a 13-year period ranging from 2009 to 2022,31

covering the full terms of the 7th and 8th Parliaments, as well as half of the 9th Parliament, which32

can evaluate the ability of LLMs to reach political consensus among various party positions within33

the rich context of parliamentary settings.34

Specifically, EuroCon has designed four adjustable factors to construct different simulated parliaments,35

which are: (1) Political issues: the political problems to be discussed and their topic classification,36
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Passing Resolution
Simple Majority
Two-Thirds Majority
Veto Power
Rawlsianism
Utilitarianism

Political goals Power structure

...

Budgetary control
Fisheries
Gender equality
Agriculture
Development
... 

Topics 
European People's Party
Renew Europe
The Greens
EU Freedom & Democracy
The Left in the EP
...

Political party

We convene to deliberate on the sharp decline 
in dairy price … [Agriculture], with a focus on 
market stability and sustainable sectoral suppo
rt …. Represented are political groups: [GREEN/
EFA], [EFD], [EPP], [GUE/NGL]. …, the goal for 
this passing resolution is a [two-thirds majori
ty]. With all formalities observed, we now comm
ence the parliamentary consensus finding. 

EPP
GUE/NGL

GREEN/EFA

EFD

Establish €600M EU dairy fund... 
No export refunds, temporary butt
er/SMP storage extension to reduc
e production... Mandates study on 
binding minimum milk prices... Pr
omotes butterfat use in food proc
essing, stricter origin labeling 
(no new taxes)... Requires EU-wid
e farmer mental health programs..
. Extends milk quotas to 2025...

Party Stances Resolution Evaluation
60% of the MEPs vot
ed in favor 

×90%    ×30%

×50%     ×70%

As this does not ex
ceed 66.7%, the res
olution was not pas
sed the votes.

Supports €600M fund, mandatory origin labels …. 
Boost butterfat use…. Extend butter/SMP storage …

Oppose extended butter/SMP storage …. Address 
profiteering…. Stricter origin labeling checking….

Oppose export refunds, calls for 5% milk quota 
cut to protect farmers, … farmer mental health ….

Supports fund, calls for price transparency 
investigations …. …, maintaining quotas until 2015.

Figure 1: An example scenario in EuroCon. In each task, EuroCon constructs a simulated parliament
with varying political goals, power structures, issues, and participating parties. The tested LLM
then attempts to find political consensus based on the parliament’s setup and the parties’ divergent
positions. The outcome is evaluated via a simulated voting by EuroCon’s evaluation framework.

(2) Political goals: the criteria for meeting political consensus, (3) Participating parties: different37

numbers of parties with varying stances involved in the parliament, and (4) Parliamentary power38

structures: differences in influence and discourse power of each party due to their number of seats.39

By combining these settings, we have constructed a total of 28,620 different parliamentary scenarios.40

To assess whether LLM-generated resolutions meet the corresponding political goals, we further41

developed an open-ended evaluation framework in EuroCon based on GPT-4o mini. Through our42

experiments, we have verified its strong capability to simulate the real voting results, thereby allowing43

the effective evaluation in EuroCon (section 3).44

We illustrate one of the EuroCon’s test scenarios in Figure 1. The upper part presents the setting of the45

current simulated parliament. The seating colors in the figure represent the seat distribution among the46

four participating parties, which are GREEN/EFA (red, 50%), EPP (green, 20%), GUE/NGL (purple,47

20%), and EFD (blue, 10%). The lower part demonstrates the LLM’s consensus-finding process.48

The parliamentary president announced the need to discuss the issue of surplus dairy products and49

introduced the political goal is to passing the resolution with a two-thirds majority among the members50

of the European Parliament (MEPs). Subsequently, each participating party expresses inconsistent51

positions on this issue. For example, EPP and EFD have significant disagreements on the matter of52

extending storage time, while GREEN/EFA and GUE/NGL have differences over export refunds.53

Although the resolution generated by the evaluated LLM partially considered the apportionment54

of seats among different parties to balance conflicting positions, it still failed to reconcile a new55

consensus resolution beyond the compromise. As a result, in EuroCon’s evaluation, 50%, 90%, 70%,56

and 30% of the MEPs from GREEN/EFA, EPP, GUE/NGL, and EFD vote in favor of the resolution,57

respectively. Considering the seat distribution, only 60% of the entire parliament voted in favor of the58

resolution, which does not meet the two-thirds majority standard, so the resolution was not passed.59

We perform a comprehensive evaluation using EuroCon, revealing notable variations in different60

LLM’s ability to find political consensus (Appendix B.1). While most LLMs perform well on61

simple majority tasks, they struggle with more difficult challenges, such as passing resolutions with a62

two-thirds majority or addressing security issues (Appendix B.2). Furthermore, our analysis uncovers63

several common strategies that LLMs employ to achieve political consensus (Appendix B.3).64
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2 Data Collection Procedure65

We conduct a large-scale scraping and combine data sourced from the official website of the European66

Parliament1 , HowTheyVote2 , and the VoteWatch Europe dataset [HIX et al., 2022], to obtain a67

comprehensive collection of parliamentary records from the European Parliament spanning a 13-year68

period from 2009 to 2022. This dataset covers the full terms of the 7th and 8th Parliaments, as well69

as half of the 9th Parliament, and includes detailed information on issues, topics, debates, resolutions,70

and votes.71

Unlike previous datasets that were also collected from the European Parliament or political parties72

[Koehn, 2005, HIX et al., 2022, Chalkidis and Brandl, 2024, Moghimifar et al., 2024], we (1) do73

not just scrape a single aspect of the parliamentary process, such as debates [Chalkidis and Brandl,74

2024] or votes [HIX et al., 2022], but instead collect all information corresponding to each issue75

from different sources separately, further aligning and integrating them more comprehensively,76

including information on issues, topics, debates, resolutions, and votes. (2) We perform additional77

cleaning and post-processing on the data to enhance its quality and readability. (3) The cleaned78

voting and resolution data can serve as the basis for our open-ended evaluation, allowing further79

verification of whether our designed evaluation framework aligns with real-world voting outcomes.80

These contributions not only enhance the quality and diversity of our data but also allow the data to81

transcend the scope of a single task (such as being used solely for text translation [Koehn, 2005]) and82

further enable the construction of various complex political tasks and scenarios in EuroCon. We will83

introduce them one by one as follows:84

Figure 2: The 5 coarse-grained and 19 fine-grained
topic categories of issues in EuroCon, whose defi-
nitions can be found in Appendix D.1. The shade
of the color indicates the proportion of the fine-
grained topic within the coarse-grained topic; the
darker the color, the higher the proportion.

Data Collection. We first match the URL pro-85

vided for each issue’s voting information in the86

VoteWatch Europe dataset with the correspond-87

ing issue URLs on the European Parliament’s88

official website and HowTheyVote. This allows89

us to obtain the issue and resolution content cor-90

responding to each voting record. We further91

match the resolution with the debate URL on92

the European Parliament’s website using the is-93

sue name, enabling us to scrape the correspond-94

ing debate information. In this way, we obtain95

30,698 raw parliamentary records. However,96

since many records were incomplete or dupli-97

cated, we further refine the data, retaining only98

those where the final vote was confirmed to be99

finished and all information was complete. The100

detailed filtering steps are provided in Appendix101

C.1. Furthermore, we classify all collected data102

by referring to the topics defined in the Vote-103

Watch Europe dataset [HIX et al., 2022] and classify these complete parliamentary records into 5104

coarse- and 19 fine-grained topics (detailed in Figure 2), such as “culture & education”, “agriculture”,105

“international trade”, etc. Through this approach, we integrate different pieces of information on106

the same issue from various sources, ultimately selecting 2,225 complete, high-quality raw data107

entries, ensuring that each data entry contains a quintuple of raw information: (issue, topic, debates,108

resolution, votes).109

Data Cleaning and Post-Processing. To address raw data redundancy, we employ DeepSeek-110

R1 [Guo et al., 2025] and rule-based methods for cleaning and post-processing. DeepSeek-R1 is111

used to organize resolutions, removing redundancies while maintaining format, and summarizing112

parliamentary discussion background based on issue, resolution, and debate information. Voting113

data is processed by matching each member with their party and calculating party voting results by114

rounding down the proportion of MEPs within the party who voted in favor to an integer between115

0 and 9. DeepSeek-R1 then summarizes party stances from debate data, removing parties without116

expressed stances. Rule-based methods randomly replace words to diversify data, adjusting stances on117

1https://www.europarl.europa.eu
2https://howtheyvote.eu
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Table 1: The expected Acc1, PCC, and the p-value between GPT-4o (mini) simulation score and the
actual parliamentary voting results in the 7th, 8th, 9th parliament terms, and all data.

Models 7th 8th 9th All
p-value

Acc1 PCC Acc1 PCC Acc1 PCC Acc1 PCC

GPT-4o 0.46 0.60 0.60 0.77 0.66 0.79 0.57 0.73 0.00
GPT-4o mini 0.62 0.83 0.71 0.91 0.78 0.90 0.70 0.88 0.00

resolutions to issues. This results in cleaned sextuples of (issue, topic, background, stances, resolution,118

votes) containing relevant party information. Further details of the post-processing procedure and the119

specific prompts can be found in Appendix C.6 and Appendix E.1.120

3 Open-ended Evaluation121

Based on the sextuple data, we can perform the open-ended evaluation for each party’s voting results122

on each issue by inputting the background of the issue, each party’s stances, and the resolution123

generated by the evaluated LLM. This results in a scalar score between 0 and 9, indicating the124

proportion of the MEPs within the party voting in favor.125

We define the n parties participating in each issue as P = {p1, p2, . . . , pn}. For each party pi, its126

stance is represented as si. The corresponding voting score ui for the party can be calculated using127

ui = LLM(· | background, si, resolution), ui ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9}. We use GPT-4o mini128

[OpenAI, 2024a] to implement this evaluation process. Compared to GPT-4o, this is a lighter and129

more cost-effective model. We will verify that it is more suitable for our evaluation tasks than GPT-4o130

in the following paragraph, and confirmed that its simulation of voting results is consistent with real131

parliamentary voting data. The specific evaluation prompt can be found in Appendix E.3.132

Can GPT Simulate the Voting Results for the Political Parties? GPT-4o [Hurst et al., 2024] and133

GPT-4o mini [OpenAI, 2024a] are powerful models launched by OpenAI, both achieving outstanding134

results in various general benchmarks such as MMLU [Hendrycks et al., 2020], MGSM [Shi et al.,135

2022], and HumanEval [Chen et al., 2021]. Although GPT-4o mini is slightly at a disadvantage136

compared to GPT-4o on these general benchmarks, it offers advantages such as higher cost-efficiency137

and faster computation speed. This prompted us to conduct the following experiments to verify138

whether it can adequately replace GPT-4o in our evaluation tasks.139

-9 - 0 + +9

GPT-4o-mini tends to 
overestimate 
slightly more than 
underestimate.

More than 71% of the 
simulation results 
are within the ground 
truth ±  = 1.58.

>71%  GPT simulation 
- ground truth

Figure 3: The error distribution be-
tween GPT-4o-mini’s simulation and the
ground truth voting results.

Due to the variation in political parties across different140

parliament terms, we randomly sample 100 issues for each141

party under each topic in the 7th, 8th, and 9th terms for142

testing. We use GPT-4o and GPT-4o mini to calculate143

the current party’s voting approval rate conditioned on144

actual resolutions, and compute the expected consistency145

between the simulated results and the real parliamentary146

party voting outcomes across all topics and parties for147

each term and all terms combined. Specifically, we calcu-148

late the proportion of prediction errors within ±1 (Accu-149

racy within ±1, Acc1), the Pearson correlation coefficient150

(PCC), and its p-value, with the results shown in Table 1.151

It is noteworthy that due to our large sample size, the p-152

value is close to 0, eliminating sampling interference in the153

results. From the results, it can be observed that although154

both GPT-4o and GPT-4o mini exhibit high consistency155

with the real data in this task, GPT-4o mini demonstrates156

better performance, validating that GPT-4o mini is sufficient to replace GPT-4o in our task.157

Additionally, referring to existing work [Zhou et al., 2023], we plotted Figure 3 to further illustrate158

the distribution of computational errors for GPT-4o mini. The error is calculated by subtracting159

the ground truth voting score from the simulated score of GPT-4o mini. It can be observed that160

the majority of the simulation results (>71%) are centered within the standard deviation σ (±1.58)161

around the real voting results, with more simulation results showing a slight overestimation than162

4



0.5

0.0

0.0

0.5

0.0

0.5 0.0 0.5-0.5-0.5
(a) Party Stances for the 7th Parliament (b) Party Stances for the 8th Parliament

Figure 4: Semantic representation distribution of party stances (indicated by their symbols) in the 7th
(2009-2014) and 8th (2014-2019) terms of the European Parliament in EuroCon.

underestimation. Based on the above experiments, we answered the question raised in the caption of163

the subsection with GPT-4o mini is sufficiently capable of simulating each party’s voting results for164

the current resolution. More detailed experimental results can be found in Appendix F.1.165

4 Task Settings166

After collecting and cleaning the raw data from the European Parliament, we further expand and167

organize these data to construct different task settings for each issue in EuroCon. These settings are168

designed to meet the evaluation needs of conflict, diverse power structures, and various political goals.169

In the following paragraphs, we will introduce each aspect separately:170

Participating Political Parties. The core requirement of conflict is to have a different number171

of parties with various positions on each issue. There are clear differences in political positions172

among the parties in the European Parliament [McElroy and Benoit, 2007, Proksch and Slapin,173

2010, McElroy and Benoit, 2012]. To demonstrate this point more obviously, we randomly sample174

200 stance data points from each party during the 7th and 8th parliamentary terms. We then use175

OpenAI’s text-embedding-003-small [OpenAI, 2024b] model to map each party’s stances into a176

semantic representation space, and employ Principal Component Analysis (PCA) [Wold et al., 1987]177

to visualize this information. As shown in Figure 4, the stances of each party form distinct clusters in178

the semantic space, with significant differences (detailed in Appendix D.2). We further design three179

different settings for the number of participating parties in EuroCon: 2, 4, and 6. For each issue, we180

select the corresponding number of parties with the highest voting variance to enhance the conflict.181

Since not all parties participated in every parliamentary discussion, the total number of tasks under182

this setting varies slightly depending on the number of parties involved.183

Power Structure. One major challenge of finding political consensus is dealing with complex184

power structures. To more accurately simulate different parliamentary scenarios in reality, we allocate185

seats to each participating party in the current parliament scenario to demonstrate their political186

influence. We define the calculation of the total votes in favor MEP number u in this setting as187

u =
n∑

i=1

wiui, where wi represents the proportion of seats occupied by party pi in the parliament,188

satisfying
n∑

i=1

wi = 1 and ∀wi ≥ 0.189

In constructing the tasks, we randomly assign each party’s seats in the parliament, and only assign190

one time for each task, which means the party seat in our task may not align with reality. For instance,191

in the 9th European Parliament, the EPP is the largest party, holding 24% of the total seats, while192

GUE/NGL is the smallest party, holding only 5%. However, in our setup, GUE/NGL might become193

the largest party with over 80% of the seats. This approach not only enriches our task settings but194
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also helps mitigate the risk of data leakage and prevents the tested LLMs from using real-world prior195

knowledge about party seats to cheat.196

Voting Mechanism. We refer to the European Parliament and the United Nations Security Council197

(UNSC) to set three common voting mechanisms, which are: (1) Simple Majority: A resolution198

needs to be voted through by more than 50% of the parliamentary seats. We define the boolean199

variable v ∈ {0, 1} to indicate whether the resolution will be passed under this voting mechanism. In200

the setting of simple majority, v = 1 only if u ≥ 5. (2) Two-thirds Majority: A resolution needs to201

be voted through by more than two-thirds of the parliamentary seats. In this setting, v = 1 only if202

u ≥ 6.67. (3) Veto Power: In the UNSC, permanent members have veto power [Nations] . In our203

setting, the tested LLM needs to generate a resolution that can be passed by a simple majority of204

MEPs in the parliament and not be rejected by the vetoing party (in favor rate under 60%). In this205

setting, v = 1 only if u ≥ 5 and uk ≥ 6, where uk is the voting score of the vetoing party. In the206

actual process of constructing the task, we randomly designate which political party has the veto207

power.208

Political Goals. In a parliament, there are often different political goals and tasks, which lead to209

various definitions of when the political consensus is found. In EuroCon, we define three different210

parliamentary political goals, as follows: (1) Passing a Resolution: This is the most common211

parliamentary goal, aimed at finding a political consensus that can be passed under a specific power212

structure and voting mechanism detailed above. (2) Rawlsianism: Following the Rawlsian principle213

[Rawls, 2017], the party with the least current benefits receives the most attention. The political goal214

in this context is to formulate a resolution that maximizes the benefits for the party with the least215

benefits. In this setting, u = mini∈n(ui). (3) Utilitarianism: Following the Utilitarian principle216

[Mill, 2016], the political goal is to formulate a resolution that maximizes the sum of benefits for all217

parties. Under this setting, u =
n∑

i=1

ui.218

It is worth noting that, in our defined political goals, only the passing resolution setting requires219

different voting mechanisms and corresponding power structures, which return a boolean variable220

indicating whether a vote passes. For Rawlsianism and Utilitarianism, only the corresponding voting221

score needs to be considered. Therefore, by combining different power structures, voting mechanisms,222

and political goals, we establish five distinct settings: Passing Simple Majority (SM), Passing Two-223

Thirds Majority (2/3M), Passing Veto Power (VP), Rawlsianism (Rawls), and Utilitarianism (Util).224

These can further be combined with three party number configurations (2, 4, or 6 parties), resulting225

in 15 task settings. Since each data record we collected represents an independent political issue, our226

framework can construct 28,620 distinct political scenarios altogether.227

5 Experiment Results and Main Conclusions228

We use EuroCon to conduct comprehensive experiments to evaluate six current representative LLMs,229

including two commercial models GPT-4o [Hurst et al., 2024] and Gemini-2.5-Flash (Gemini-2.5)230

[DeepMind, 2024], as well as four open-sourced models from different vendors and with varying231

parameters: Qwen2.5-32B-Instruct (Qwen2.5-32B), Qwen2.5-72B-Instruct (Qwen2.5-72B) [Yang232

et al., 2024, Team, 2024], Llama-3.3-70B-Instruct (Llama-3.3-70B) [AI@Meta, 2024], and 671-233

billion-parameter DeepSeek-R1 [Guo et al., 2025]. For Gemini-2.5 and DeepSeek-R1, we use their234

thinking versions.235

Our findings indicate that thinking models generally outperform non-thinking models, and commercial236

models typically outperform non-commercial open-source ones. Additionally, performance in237

political consensus-finding tasks shows no strong correlation with model size.238

Experimental results underscore EuroCon’s unique capacity to reveal subtle flaws in current LLMs239

regarding political consensus formation. Although top-performing models such as Qwen2.5-72B240

achieve success rates of 86-90% in simple-majority (SM) scenarios, their performance declines241

significantly under stricter consensus requirements. In two-thirds majority (2/3M) tasks, the success242

rate drops to 61-62%, and in the more challenging Rawls setting, it falls to a range of only 3.26-5.12.243

Moreover, these models continue to face substantial difficulties when handling more complex topics,244

such as security. Due to space constraints, detailed results are provided in Appendix B.245
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A Related Work463

Political consensus finding, due to its realistic and complex scenarios, the conflict of stances and464

values, and the need to consider diverse power structures, differs from existing works that primarily465

consider conversational grounding [Udagawa and Aizawa, 2019, 2020, 2021, Mitsuda et al., 2022,466

Mohapatra et al., 2024] and game-theoretic bargaining [Lewis et al., 2017, Paquette et al., 2019,467

Zhou et al., 2023, Bianchi et al., 2024, Huang et al., 2024, Xia et al., 2024, Abdelnabi et al., 2024],468

becoming a novel and challenging problem. To our knowledge, there are currently no studies that469

construct a benchmark to evaluate LLMs’ ability to find political consensus, but there are some works470

that have explored LLMs for democratic deliberation and benchmarks in political settings. Below, we471

will introduce these two aspects separately.472

LLMs for Democratic Deliberation. The powerful text generation and information processing473

capabilities of LLMs have led some studies to explore how they can accelerate the process of474

democratic deliberation. Konya et al. [2023] design a pipeline allowing LLMs to participate in475

every stage of democratic elections, aiding in extracting and summarizing complex texts to improve476

decision-making efficiency. Fish et al. [2023] utilizes LLMs’ generative abilities to synthesize a set477

of opinions most satisfactory to the majority based on survey results about chatbot personalization.478

Small et al. [2023] apply LLMs to the deliberation platform Polis, finding that LLMs enhance479

efficiency but still pose unresolved risks. Bakker et al. [2022], Tessler et al. [2024] fine-tune LLMs480

to repeatedly generate and refine statements representing a group’s collective stances on social or481

political issues.482

Benchmarks in Political Settings. LLMs have been widely applied to political science tasks [Li483

et al., 2024]. However, political science covers a wide range of research questions, resulting in diverse484

benchmarks. Kornilova and Eidelman [2019], Arregui and Perarnaud [2022], KlÃijver et al. [2023],485

Shu et al. [2024] provide data on texts and the ideologies of their associated political parties, which486

are used for semantic analysis of texts covering different ideologies. Garzia et al. [2017], Vamvas and487

Sennrich [2020] extensively collect public comments on various political issues in Europe to study the488

positioning and classification of political positions. Kornilova and Eidelman [2019], Shu et al. [2024],489

Arregui and Perarnaud [2022] provide a large collection of legal text data from the United States490

and Europe, facilitating research in the generation and summarization of legal documents. POLCA491

[Moghimifar et al., 2024] collects party statements and final agreements from several European492

countries, providing a benchmark to evaluate whether LLMs can determine if a statement is likely to493

appear in the final agreement. Stammbach et al. [2024], Chalkidis and Brandl [2024], Batzner et al.494

[2024] investigate whether LLMs have intrinsic political bias and explore the impact of fine-tuning495

and prompting on their political stance. Liang et al. [2025] constructs a benchmark based on the496

United Nations resolution process to evaluate whether LLMs can accurately capture the political497

stances of member states, simulate voting, and emulate delegate speeches. Although these works498

offer benchmarks for political science research, their focus is not on studying the ability of LLMs to499

find political consensus.500

B Main Experiments501

All LLMs are set up with standardized inference settings, including a temperature of 0.7 and top-p502

sampling of 0.95.503

B.1 Performance Analysis for Various LLMs504

We utilize the EuroCon evaluation framework described in section 3 to assess the performance of six505

LLMs on EuroCon. The results are depicted in Table 2, which presents the average scores across506

all our 15 task settings described in section 4. For the SM, 2/3M, and VP, the scores represent the507

average passing rates ranging from 0 to 1. For Rawls and Util, the scores represent the average results508

obtained from the corresponding calculation methods, ranging from 0 to 9. All these metrics are509

higher-the-better.510

We find that Qwen-72B and Deepseek-R1 perform the best. Qwen-72B demonstrates exceptional511

performance, surpassing models of similar scale and even commercial models such as GPT-4o and512

Gemini, as well as the larger Deepseek-R1. This finding is consistent with some results from existing513
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Table 2: Performance of different LLMs on EuroCon. The values in square brackets indicate the range
of each metric, and all metrics follow the principle that higher values are better. The background
color of the table cells deepens as the performance improves. The blue color scheme represents
metrics in the 0-1 range, while the red color scheme represents metrics in the 0-9 range.

Model SM [0-1] ↑ 2/3M [0-1] ↑ VP [0-1] ↑ Rawls [0-9] ↑ Util [0-9] ↑
2 4 6 2 4 6 2 4 6 2 4 6 2 4 6

Qwen2.5-32B 0.63 0.64 0.76 0.37 0.38 0.45 0.43 0.45 0.57 2.70 2.28 1.66 5.00 5.60 5.61
Llama-3.3-70B 0.64 0.63 0.67 0.39 0.38 0.34 0.44 0.45 0.48 3.12 2.02 1.22 5.76 5.81 5.75
GPT-4o 0.75 0.72 0.71 0.48 0.45 0.43 0.55 0.51 0.53 4.05 2.61 1.81 6.27 5.96 5.56
Gemini-2.5 0.72 0.79 0.87 0.50 0.55 0.61 0.53 0.61 0.69 3.91 3.14 2.50 6.19 6.49 6.72
DeepSeek-R1 0.83 0.86 0.90 0.59 0.63 0.66 0.65 0.67 0.71 4.85 3.84 3.01 6.69 6.82 6.92
Qwen2.5-72B 0.86 0.87 0.90 0.62 0.61 0.62 0.67 0.67 0.72 5.12 4.00 3.26 6.88 6.97 6.98

work [Team, 2024], which suggests that a model’s ability in specific tasks is not entirely directly514

related to the number of parameters but should instead focus more on the task-specific capabilities.515

We also compare the performance differences among other evaluated LLMs and identify the following516

trends: (1) Thinking models like Deepseek-R1 and Gemini-2.5 generally outperform no-thinking517

models like Llama-3.3-70B and Qwen2.5-32B. (2) Commercial models (Deepseek-R1, Gemini-2.5,518

GPT-4o) typically outperform non-commercial open-source models (Llama-3.3-70B and Qwen2.5-519

32B). (3) The minimal differences between Qwen2.5-32B and Llama-3.3-70B may further suggest520

that the task of political consensus finding is not strongly correlated with model size. For detailed521

case study comparing the outputs of different models, see Appendix G.1.522

B.2 Performance Analysis for Different Parliament Settings and Issue Topics523

In this section, we demonstrate how different parliament settings and issue topics in EuroCon524

influence LLMs’ ability to find political consensus, which are presented separately as follows:525

Analysis for Different Parliament Settings. As shown in Table 2, for the political goal of passing526

a resolution, SM is the simplest, and most models can perform well. However, in the 2/3M and VP527

settings, model performance declines significantly, indicating that the capabilities of existing LLMs528

generally lie in the gap between the increased difficulty of SM and these two settings. We further find529

that as the number of parties increases, the results of most models gradually rise. This could be due to530

our task construction prioritizing parties with the most diverse positions, complicating reconciliation531

with fewer parties. For the Rawls objective, however, the success rate of models decreases as the532

party number increases. This aligns with the task’s definition, as the more participants there are, the533

harder it becomes to avoid neglecting any party’s interests, presenting a significant challenge for534

current LLMs in this task. Concrete case demonstrations are given in Appendix G.2.535

Analysis for Different Issue Topics. As shown in Figure 5, we analyze the experimental results of536

five coarse-grained topics. These results suggest that the difficulty of different topics shows certain537

similarities across various parliamentary settings. Specifically, topics involving policies, such as538

Security and Civil Rights, tend to be more challenging than those related to industrial development.539

This may be because these topics tend to present more complex and conflicting positions, requiring540

the evaluated LLM to possess stronger reasoning capabilities. For the complete experimental results541

of each fine-grained topic, see Appendix F.2.542

Our experimental results successfully reveal the limitations of the current LLMs in political consensus543

finding. Although top-performing models like Qwen2.5-72B achieve a success rate of 86-90% in SM544

scenarios, their performance significantly drops when faced with stricter consensus requirements. In545

2/3M tasks, the success rate falls to 61-62%, and in the more challenging Rawls setting, it ranges546

from only 3.26-5.12. Additionally, when dealing with more complex topics such as security, these547

models still face considerable challenges.548
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Figure 5: The average results of the six evaluated LLMs of the five coarse-grained topics on passing
resolution (PR, including SM, 2/3M, and VP), Rawls, and Util political goals.3.5 Analysis of Voting Mechanisms327

Figure 6: 1

Model Name Failure Type Distribution

Llama-3.3-70B 0.30 0.33 0.37

Qwen2.5-32B 0.23 0.34 0.43

GPT-4o 0.20 0.38 0.42

Gemini-2.5 0.25 0.22 0.53

DeepSeek-R1 0.23 0.19 0.59

Qwen2.5-72B 0.18 0.18 0.65

SM-/Veto+ SM-/Veto- SM+/Veto-

Figure 7: Quantitative failure profile of LLMs
on veto-power tasks, illustrating the probabilities
of: (1) failing SM but passing veto, (2) failing
veto but passing SM, and (3) failing both simul-
taneously.

Core Support Effect Under both simple majority and two-thirds majority systems, successful328

proposals tend to rely more heavily on the support of major parties. This suggests that in majority-329

based voting mechanisms, the votes of large parties serve as the foundational guarantee for approval,330

constituting the decisive factor in most successful cases.331

Minority Coalition Effect Notably, the higher-performing models achieve greater approval rates332

by securing additional support from smaller parties. This demonstrates that the ability to effectively333

consolidate minority support is key to further optimizing passage rates.334

Threshold Differential Effect A comparative analysis reveals that in failed proposals under the335

two-thirds majority rule, major-party support is often higher than in simple majority failures. This336

indicates that as voting thresholds increase, over-reliance on major-party backing yields diminishing337

returns, highlighting the unique dynamics of high-threshold voting systems.338

Findings on the Veto Mechanism Our analysis reveals that in models with higher pass rates, a339

greater proportion of failed cases result from vetoes. This suggests that when facing conflicting340

interests, these models tend to prioritize majority support at the expense of accommodating veto-341

holding parties. This phenomenon may indicate a strategic trade-off—high-pass-rate models optimize342

for broader consensus but risk overlooking critical veto players. While this approach maximizes343

approval chances under normal circumstances, it becomes vulnerable when veto-wielding parties344

exercise their power, leading to abrupt failures.345

4 Related Work346

Political consensus finding, due to its realistic and complex scenarios, the conflict of stances and347

values, and the need to consider diverse power structures, differs from existing work that primarily348

considers conversational grounding [49–51, 34, 36] and game-theoretic bargaining [30, 37, 54, 6, 20,349

53, 1], becoming a novel and challenging problem. To our knowledge, there are currently no studies350

that construct a benchmark to evaluate LLMs’ ability to find political consensus, but there are some351

works that have explored LLMs for democratic deliberation and benchmarks in political settings.352

Below, we will introduce these two aspects separately.353

LLMs for Democratic Deliberation. The powerful text generation and information processing354

capabilities of LLMs have led some studies to explore how they can accelerate the process of355

democratic deliberation. Konya et al. [27] designed a pipeline allowing LLMs to participate in356

every stage of democratic elections, aiding in extracting and summarizing complex texts to improve357
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(a) SM & 2/3M Analysis (b) VP Failure Cases Analysis
Figure 6: Strategy analysis of LLMs under different power structures. Figure (a) shows the average
contribution ratio of the largest party to other parties in failed and passed cases across SM and 2/3M.
Figure (b) shows the proportion of not passed SM but not vetoed (SM-/Veto+), not passed SM and
vetoed (SM-/Veto-), and passed SM but vetoed (SM+/Veto-) among all failed cases in the VP setting.

B.3 Strategies for Political Consensus Finding under Different Power Structures549

As shown in Figure 6, we analyze whether a common strategy exists for LLMs to achieve political550

consensus under various power structures, excluding two-party scenarios. Our findings are as follows:551

(1) Under both simple majority and two-thirds majority systems, successful proposals often rely on552

the support of the largest party, indicating that dominant parties’ votes are foundational for approval553

and decisive in most cases. (2) Regarding the veto mechanism, models with higher passing rates554

experience more failures due to vetoes after simple majority approval. This suggests a strategic555

trade-off: prioritizing majority party support can maximize approval chances but risks overlooking556

veto-holding parties, leading to sudden failures when veto power is exercised.557

These findings highlight EuroCon’s unique ability to reveal subtle flaws in the LLMs’ political558

decision-making capabilities, which existing negotiation benchmarks [Lewis et al., 2017, Abdelnabi559

et al., 2024] are often hard to detect.560

C Dataset Construction Details561

In this section, we will provide a detailed explanation of the complete process of data collection and562

post-processing mentioned in section 2.563
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C.1 Data Collection Process564

In this subsection, we will focus on the perspective of large-scale data crawling, introducing the565

methodology and process of raw data collection.566

C.1.1 Data Sources567

The data collection process for the EuroCon begins with the VoteWatch Europe dataset [HIX et al.,568

2022], which contains structured voting records of the European Parliament (EP) spanning 18 years569

from 2004 to 2022. Since the data for the five years from 2004 to 2009 is incomplete, we have570

excluded it. The portion of the dataset we use includes: (1) Excel files with metadata for the seventh,571

eighth, and half of the ninth European Parliament terms (2014-2022), including vote identifiers,572

titles, issue topics, etc.; (2) Roll call voting records mapping MEPs to vote outcomes, including six573

categories: in favor, against, abstain, absent, not voted, not an MEP; (3) URLs of the original sources574

from the official website of the European Parliament regarding where to obtain the voting data.575

The second data source to be introduced is HowTheyVote3. This data source also presents roll call576

voting data for each MEP and provides URLs that link to the data sources. There are two main577

differences between this data source and the VoteWatch Europe dataset: first, it only includes data578

from the 9th and 10th European Parliament sessions after 2019. Second, it contains URLs for both579

the voting data and related records of resolutions and debates from the European Parliament’s official580

website.581

The last and most important data source is the European Parliament’s official website4. This source582

lacks systematic organization of roll call voting data for each resolution (it’s not absent, but it’s583

not easy to scrape on a large scale, which makes us rely on other data sources for voting record584

extraction). However, it provides extensive and detailed data on resolutions and debate records for585

each decision.586

Through HowTheyVote, we discovered how voting URLs can correspond to their respective resolution587

and debate records via specific web navigation. Once this information is obtained, we can cleverly588

combine the voting information from the VoteWatch Europe dataset and HowTheyVote, along with589

the voting source URLs from the European Parliament’s official website, to access the resolution and590

debate record data corresponding to each decision. This establishes the foundation for large-scale591

data scraping.592

C.1.2 Unified URL Parsing593

On the official website of the European Parliament, some URLs have multiple redirect issues, which594

means the directly indexed webpage is not the original record’s page. To solve this problem, we595

developed an automated pipeline to handle specific short URL issues in the European Parliament596

system, which consists of the following key steps: First, we sent HTTP HEAD requests for all short597

URLs (in formats such as europarl.europa.eu/doceo/xxx) to fully trace redirection chains.598

Second, the final URLs were validated against an official domain whitelist to ensure that all resolved599

results point to valid European Parliament resources. Finally, cryptographic hashing was employed600

for integrity verification, storing both original and resolved URLs while generating SHA-256 digests601

for audit trails.602

This solution effectively addresses URL standardization issues in the European Parliament’s official603

document system while preserving complete data provenance information. By combining the604

verification of the network protocol layer with cryptographic validation, a dual guarantee mechanism605

was established. In this way, we can ensure that every URL can index the corresponding webpage606

information.607

C.1.3 Web Content Extraction608

We employed the Python BeautifulSoup library5 to parse the raw HTML content from the official609

European Parliament website. However, the European Parliament’s web pages do not follow a610

3https://howtheyvote.eu
4https://www.europarl.europa.eu
5https://pypi.org/project/beautifulsoup4
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uniform HTML format, especially those targeting paragraphs with distinct stylistic features (such611

as those with margin-left:17.85pt formatting). This necessitates handling these diverse special612

webpage structures during the data scraping process to accurately capture the resolution body text.613

To address this situation, we performed customized processing for each special case of uniquely614

occurring resolution webpage format, including identification methods like paragraph filtering using615

standard resolution startings (e.g., “The European Parliament”), ultimately obtaining complete raw616

resolution data.617

For debate records, through document object model (DOM) tree traversal techniques, we identi-618

fied HTML elements containing debate records (nodes with the doceo-ring-steps-step-label619

class). During speech content extraction, the system automatically filters procedural statements (e.g.,620

chairperson remarks like “The President”) while retaining substantive policy debate content. This621

process combines dual verification mechanisms of semantic analysis and rule-based pattern matching.622

For the special requirements of the 9th European Parliament (2019 - 2022), we developed a parsing623

adapter based on URL path heuristic rules. By recognizing specific path patterns (such as URLs624

containing /A8/ or /B9/ identifiers), the system can automatically switch the corresponding content625

extraction strategies to effectively address technical challenges caused by structural changes in the626

websites of parliament. The framework supports dynamic loading of new parsing rules, ensuring627

long-term system maintainability. Key features of this implementation include: (1) Context-aware628

parsing for different parliamentary terms; (2) Automated detection of document structural changes;629

and (3) Fallback mechanisms for handling legacy formats.630

These approaches leverage the standardized typography of European parliamentary document sys-631

tems to reliably extract structured textual content. In this way, we obtained the 30,698 original632

parliamentary deliberation records mentioned in section 2.633

C.1.4 Redundant Data Filtering634

In the European Parliament, each issue requires careful consideration before reaching a final resolution,635

so clearly, no resolution can be finalized in just one meeting. As a result, the parliamentary records636

show that each issue typically undergoes more than ten rounds of revisions and voting. Therefore,637

we need to efficiently eliminate the intermediate processes of these issues, leaving only the final638

effective data version. To address this problem, we implemented a rigorous two-phase deduplication639

mechanism to ensure the uniqueness and authority of legislative data. The first phase handles640

duplication at the legislative level, while the second phase resolves document-level ambiguities.641

Legislative Level Uniqueness Guarantee. From the perspective of the procedural legitimacy of642

the European Parliament, the final decision should be based on the roll-call vote results of the final643

vote6. This information is represented in the VoteWatch Europe dataset with the label final_vote=1.644

Therefore, in this paper, we only retain the voting records with this label for each issue.645

Document-Level Disambiguation. When multiple entries referencing identical legislative content646

(identified by URL matching) were detected, we adopted the most recent-first principle, retaining647

the latest record according to the vote_timestamp field. This mechanism establishes a bijective648

relationship between legislative acts and their canonical representations while maintaining the649

temporal logic of data updates.650

C.2 Vote In Favor Calculation651

In the VoteWatch Europe dataset, all roll-call voting data records the voting decisions of each MEP652

and uses the following six labels to record their voting outcomes: in favor, against, abstain, absent,653

not voted, and not an MEP. For the EuroCon setup, we need the proportion of MEPs voting in favor654

of each party on each issue. Therefore, we need to further process the voting data. First, we need to655

match each MEP to their respective party, which is labeled in the VoteWatch Europe dataset. However,656

the names of the same parties are not consistent (due to different names and typos), so we reclassified657

these to accurately identify the party each MEP belongs to. We then calculated the proportion of658

MEPs voting in favor of each party on each issue. It’s important to note that, as mentioned above,659

there are six voting outcome labels, but we only use the “in favor” label to calculate the proportion of660

6https://www.europarl.europa.eu/doceo/document/RULES-10-2025-01-20-RULE-047_EN.html
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votes in favor. As for the HowTheyVote data source, the proportion of votes in favor of each party is661

already calculated, so for the ninth parliament, we don’t need to perform this operation.662

C.3 Used Political Group Name Abbreviations663

For each political party in the European Parliament, there are different names and abbreviations. For664

example, the European People’s Party has official abbreviations like EPP and PPE, among other665

variations. Due to the different languages used in European Union countries, there are corresponding666

abbreviations for different languages as well. Therefore, in this document, we need to introduce the667

party name abbreviations used in EuroCon and their corresponding party names.668

Table 3: Used political group name abbreviations in the 7th parliament.

Abbreviation Full Name

EPP European People’s Party
EFD Europe of Freedom and Democracy
SD Progressive Alliance of Socialists and Democrats
ALDE Alliance of Liberals and Democrats for Europe Party
ECR European Conservatives and Reformists Group
GREEN/EFA (GREEN_EFA in dataset) The Greens/European Free Alliance
GUE/NGL (GUE_NGL in dataset) The Left in the European Parliament

Table 4: Used political group name abbreviations in the 8th parliament.

Abbreviation Full Name

EPP European People’s Party
SD Progressive Alliance of Socialists and Democrats
ECR European Conservatives and Reformists Group
EFDD Europe of Freedom and Direct Democracy
GREEN/EFA (GREEN_EFA in dataset) The Greens/European Free Alliance
GUE/NGL (GUE_NGL in dataset) The Left in the European Parliament
ALDE Alliance of Liberals and Democrats for Europe Party
ENF Europe of Nations and Freedom

Table 5: Used political group name abbreviations in the 9th parliament.

Abbreviation Full Name

EPP European People’s Party
SD Progressive Alliance of Socialists and Democrats
ECR European Conservatives and Reformists Group
RENEW Renew Europe
GREEN/EFA (GREEN_EFA in dataset) The Greens/European Free Alliance
GUE/NGL (GUE_NGL in dataset) The Left in the European Parliament
ID Identity and Democracy

In the 7th parliament term, the party abbreviations we used were EPP, EFD, SD, ALDE, ECR,669

GREEN/EFA, and GUE/NGL, as shown in Table 3. Interestingly, the abbreviation GUE/NGL for670

The Left in the European Parliament does not directly correspond to its full English name. This is671

because the party was originally formed by the merger of the Confederal Group of the European672

United Left (GUE) and the Nordic Green Left Alliance (NGL). Information on party abbreviations673

for the 8th and 9th parliaments is shown in Table 4 and Table 5.674
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C.4 Output Data Entry Schema675

Finally, after the large-scale crawling and preprocessing steps described above, we obtained 2,225676

high-quality complete parliamentary record data entries. For each entry, we used the following JSON677

format for storage:678

{
“excel_title”: “Issue Title”,
“web_title”: “HTML-Derived Title”,
“topic_select”: “Fine-grained Topic Name”,
“text_url”: “Canonical Document URL”,
“resolution”: “Full Resolution Text”,
“votes_total”: {“FOR”: 75, “AGAINST”: 124, ...},
“votes”: [
{

“group”: {“code”: “EPP”, “label”: “...”, ...},
“stats”: {“FOR”: 35, “AGAINST”: 72, ...}

}, ...
],
“debate”: {

“title”: “Debate Transcript Title”,
“views”: [{“speaker”: “MEP Name”, “debate”: “Utterance”}, ...]

}
}

679

The JSON file contains all the quintuple raw information mentioned in section 2, namely issue, topic,680

debates, resolution, and votes. We will introduce which keys in the JSON field correspond to these681

raw pieces of information as follows: (1) issue: excel_title and web_title provide the official and682

HTML-derived issue titles, respectively. We use “excel_title: web_title” as the issue’s final name; (2)683

topic: top_select indicates the policy area, and text_url links to the canonical document; (3) debates:684

The debate field describes the original debate record, where the title is the debate webpage’s title, and685

views include the current speaker’s name (speaker) and their speech content (debate); (4) resolution:686

Indicated by the resolution field; (5) votes: We have separately saved the results of two types of votes:687

the votes_total, which represents the overall votes for the resolution in the parliament, and the votes,688

which represents the votes of each party on the resolution. In the votes field, group indicates the689

information of the party currently voting, and stats represents the record of their votes.690

C.5 Data Filtering Analysis691

Our pipeline implemented rigorous quality controls across three parliamentary terms, with key metrics692

shown in Table 6.693

Table 6: Data filtering ratio by different parliamentary terms.

Metric 7th 8th 9th

Initial Records 6,963 10,276 13,459
Duplicates Removed 5,333 (76.6%) 8,349 (81.2%) 12,414 (92.2%)
Debate Transcripts Missing 580/1,630 (35.6%) 800/1,927 (41.5%) 487/1,045 (46.6%)
Final Valid Records 1,050 (15.1%) 1,127 (11.0%) 558 (4.1%)

Initial Records. The initial records represent the total number of unprocessed voting records694

collected from raw data sources. For instance, the 7th term had 6,963 records, while the 9th term saw695

a significant increase to 13,459 records, and that is only half of the term. This metric is significant as696

it reflects the original scale of data collection, illustrating a 93% growth from the 7th to the 9th term.697

Duplicates Removed. Duplicates are identified through the process described in subsubsec-698

tion C.1.4 and subsequently removed from the dataset. The key characteristics of this process699
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include both absolute numbers (e.g., 8,349 removed in the 8th term) and percentages (81.2%). The700

duplication rate increases across terms, from 76.6% in the 7th term to 92.2% in the 9th term. Notably,701

the high duplication rate in the 9th term (92.2%) perhaps reflects the increased frequency of its702

discussion issues.703

Debate Transcripts Missing. Some voting records lack corresponding parliamentary debate texts,704

resulting in missing debate transcripts. This issue is represented in two forms: as a numerator/denom-705

inator (e.g., the 7th term: 580/1,630) and as a percentage (ranging from 35.6% to 46.6%). There is a706

consistent upward trend in the missing rate, with the 9th term reaching 46.6%, indicating that nearly707

half of the records are devoid of contextual debate information.708

Final Valid Records. The final valid records are those that are available and pass all quality checks.709

They are calculated by subtracting duplicates and missing records from the initial records. For710

example, in the 7th term, the calculation is 6,963 (initial records) - 5,333 (duplicates) - 580 (missing711

records) = 1,050 valid records. Despite the initial growth of the records, the number of valid records712

in the 9th term (558) decreased by 11% compared to the 7th term (1,050), highlighting the decline in713

the usability of the data.714

The above analysis reveals that the data we used in EuroCon only accounts for 7.2% of the original715

data, reflecting that the data we adopted consists of carefully selected high-quality deliberation716

records.717

C.6 Data Post-Processing Details718

Due to the redundancy of the raw data, such as the large number of useless remarks in the debate,719

after collecting the original data, we further used DeepSeek-R1 [Guo et al., 2025] and rule-based720

methods for data cleaning and post-processing operations. First, we used DeepSeek-R1 to organize721

and summarize the resolutions, removing redundant parts while retaining the original resolution722

format. We further summarized the background of the current parliamentary discussion topics based723

on issue, resolution, and debate information using DeepSeek-R1.724

Next, we processed the voting data, where the original voting information included each member’s725

vote on each issue. We matched each member with their parliamentary party and calculated the726

voting information for each party on the current resolution. We calculated the proportion of members727

within the party who voted in favor and rounded down to an integer between 0 and 9 as the party’s728

preference score for the resolution.729

Table 7: Paraphrase word list for the data post-processing procedure.
Attitude Word List

Support Verbs support, agree, endorse, advocate, approve, sanction, uphold, accept, promote
Oppose Verbs oppose, reject, disapprove, condemn, conflict, doubt, challenge, dispute, against
Support Adverbs fully, totally, completely, absolutely, entirely, fundamentally, firmly
Oppose Adverbs partly, slightly, partially, confitionally

Subsequently, based on the resolution and each party’s voting information, we let DeepSeek-R1730

summarize each party’s stances on the issue from the debate data. If a party did not express a stance731

or opinion in the debate, we removed the party from the issue. The detailed prompt can be found in732

Appendix E.1. Then we used rule-based methods to perform synonym replacement on tone words733

expressing political party stances. For example, “strongly agree” can be replaced with “fully endorse”734

or “totally support”, among others (detailed in Table 7). This approach increases data diversity and735

helps reduce the bias in word choices introduced by the LLM. Additionally, since all stances in the736

debate data are related to the current committee proposal or submitted resolution, and we need the737

LLM to provide new resolutions when using this data, we replaced the word “resolution” in each738

party stance with the synonym “issue” to adjust the stances on the resolution to stances on the issue.739

This eliminates conflicts in referential terms between the new resolution generated by the tested740

LLMs and the word “resolution” in the stances during practical data usage.741
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We applied the process to each data entry. Through this approach, we cleaned the raw data into742

sextuples of (issue, topic, background, stances, resolution, votes), where stances and votes contain743

relevant information from all parties involved in the discussion of the issue.744

Table 8: Overview of the fine-grained topics and their contents (with some topic names abbreviated
for convenience in the table).

Topic Name Detailed Content
Agriculture Agricultural policy, rural development, and food security.
Budget Budget negotiations, annual budget adoption, and financial reforms.
Budgetary
Control

Budget implementation, ensures financial transparency, combats fraud, and pro-
motes accountability.

Civil
Liberties

Policies on civil liberties, justice, and home affairs, focusing on fundamental
rights, migration, data protection, and security.

Constitutional
Affairs

Constitutional affairs, focusing on treaty implementation, institutional reforms,
and democratic governance .

Culture &
Education

Policies on culture, education, media, youth, and sports, managing flagship
programs to promote cultural diversity, education, and cross-border cooperation.

Development Global sustainable development, overseeing EU aid budgets, combating poverty,
and strengthening partnerships to tackle inequality and humanitarian challenges.

Economic
Affairs

Regulation of financial services, the free movement of capital, payments, taxation,
competition policies, and the international financial system.

Employment Employment policies, workers’ rights, social inclusion, and addressing challenges
like economic transitions and inequality through legislative oversight.

Public
Health

Environmental policies, climate action, and food safety, prioritizing Green Deal
implementation, biodiversity, and sustainable transition, public health issues,
including pharmaceutical reforms, disease prevention (e.g., cancer, mental health),
health data governance, and reducing EU health inequalities.

Fisheries Sustainable fisheries management, marine conservation, and socio-economic
support for coastal communities under the Common Fisheries Policy reform.

Foreign &
Security

Common Foreign and Security Policy and international agreements, defense
strategies, hybrid threats, and military resilience in response to security challenges
like Russia’s war in Ukraine.

Gender
Equality

Gender equality, combats violence/discrimination, and ensures women’s inclusion
in decision-making to address democratic deficits and societal fairness.

Industry &
Energy

Legislation for energy transition, industry competitiveness, research innovation,
digital/telecom policies, cybersecurity, and space policy to drive sustainable
prosperity and EU strategic autonomy.

Internal
Market

Single market rules, including digital integration and consumer protection, aiming
to align with Green Deal objectives and high social/environmental standards.

International
Trade

International trade agreements, WTO compliance, and scrutiny of trade policy
implementation to strengthen the EU’s global economic role.

Legal
Affairs

Legal affairs, corporate law, intellectual property, and EU law simplification
while ensuring institutional compliance and judicial oversight.

Regional
Development

Cohesion policy, regional development, and solidarity through structural funds
and multilevel governance to address disparities and future enlargement chal-
lenges.

Transport &
Tourism

Transport/tourism decarbonization, digital transformation (e.g., autonomous ve-
hicles), and sustainable mobility to meet climate goals and social equity.

D Task Details745

In this section, we will present the definitions of the coarse-grained and fine-grained topics we have746

categorized for each issue mentioned in section 2, as well as a more detailed display of the distribution747

of various political parties’ stances in the semantic space.748
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D.1 Topic Contents749

We categorize all collected data based on the topics outlined in the VoteWatch Europe dataset, which750

are derived from the committees of the European Union7. These 19 topics are then grouped into 5751

coarse-grained categories:752

Economics. Focuses on macroeconomic strategies. The fine-grained topics in this category are753

International Trade8, Internal Market & Consumer Protection9, Employment & Social Affairs10, and754

Economic & Monetary Affairs11.755

Industry. Covers policies for specific industries. The fine-grained topics in this category are756

Agriculture12, Fisheries13, Transport & Tourism14, and Industry, Research & Energy15.757

Budget. Encompasses budget policies for development. The fine-grained topics in this category are758

Development16, Regional Development17, Budget18, and Budgetary Control19.759

Security. Addresses basic security guarantees, including military and health aspects. The fine-760

grained topics in this category are Environment & Public Health2021, and Foreign & Security Pol-761

icy2223.762

Civil Rights. Pertains to political and cultural issues. The fine-grained topics in this category are763

Culture & Education24, Gender Equality25, Civil Liberties, Justice & Home Affairs26, Constitutional764

and Inter-institutional Affairs27, and Legal Affairs28.765

We provide an overview of the main content covered under each topic in Table 8.766

D.2 More Stances Sematic Representation Results767

In section 4, we have previously provided a rough overview of the diversity of stances between parties768

in each parliamentary session. For illustration simplicity, we only displayed the distribution of 200769

sampled data points in the semantic space for each party in the seventh and eighth parliaments. In770

this section, we will present a more detailed analysis of the sample data distribution and the complete771

data distribution for each party in every parliamentary session of EuroCon. This will further reveal772

the significant semantic diversity and stance conflicts between parties in EuroCon.773

7https://www.europarl.europa.eu/committees/en/about/list-of-committees
8https://www.europarl.europa.eu/committees/en/inta/about
9https://www.europarl.europa.eu/committees/en/imco/about

10https://www.europarl.europa.eu/committees/en/empl/about
11https://www.europarl.europa.eu/committees/en/econ/about
12https://www.europarl.europa.eu/committees/en/agri/about
13https://www.europarl.europa.eu/committees/en/pech/about
14https://www.europarl.europa.eu/committees/en/tran/about
15https://www.europarl.europa.eu/committees/en/itre/about
16https://www.europarl.europa.eu/committees/en/deve/about
17https://www.europarl.europa.eu/committees/en/regi/about
18https://www.europarl.europa.eu/committees/en/budg/about
19https://www.europarl.europa.eu/committees/en/cont/about
20https://www.europarl.europa.eu/committees/en/envi/about
21https://www.europarl.europa.eu/committees/en/sant/about
22https://www.europarl.europa.eu/committees/en/afet/about
23https://www.europarl.europa.eu/committees/en/sede/about
24https://www.europarl.europa.eu/committees/en/cult/about
25https://www.europarl.europa.eu/committees/en/femm/about
26https://www.europarl.europa.eu/committees/en/libe/about
27https://www.europarl.europa.eu/committees/en/afco/about
28https://www.europarl.europa.eu/committees/en/juri/about
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Figure 7: Semantic representation distribution of party stances (indicated by their symbols) in the
7th (2009-2014) term of the European Parliament in EuroCon. Figure (a) shows the sampled stances
while Figure (b) illustrates all the stances.
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(a) Sampled Stances for the 8th Parliament (b) All Stances for the 8th Parliament
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Figure 8: Semantic representation distribution of party stances (indicated by their symbols) in the
8th (2014-2019) term of the European Parliament in EuroCon. Figure (a) shows the sampled stances
while Figure (b) illustrates all the stances.

As shown in Figure 7, Figure 8, and Figure 9, we present the sampled stances and all stances of all774

political parties during the 7th, 8th, and 9th terms of the parliament. From these three figures, it775

can be observed that the distribution results after sampling 200 data points for each party closely776

resemble those of the entire dataset, providing a strong reference value. Additionally, we can see that777

the distribution of party stances in the 7th and 8th terms of the European Parliament is more diverse778

compared to the 9th term. This may be due to factors such as Brexit [Besselink et al., 2019] and779

the rise of right-wing forces [Mudde, 2019, Servent, 2019, Abou-Chadi and Wagner, 2021], which780

highlights that our data analysis aligns with actual political trends.781
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(a) Sampled Stances for the 9th Parliament (b) All Stances for the 9th Parliament

0.5

0.0

0.0 0.3
-0.5

-0.3

0.5

0.0

0.0 0.3
-0.5

-0.3

Figure 9: Semantic representation distribution of party stances (indicated by their symbols) in the half
of the 9th (2019-2022) term of the European Parliament in EuroCon. Figure (a) shows the sampled
stances while Figure (b) illustrates all the stances.

E Prompt Details782

In this section, we will demonstrate the details of all the prompts involved in this paper.783

E.1 Data Processing Prompts784

First, we will introduce the prompts used in the data post-processing process. In this process, the785

prompts required include those for obtaining resolution, background, and extracting stances from the786

debate data of each party’s MEPs. We will explain each of these in detail below.787

Summarize the key points of this European Parliament resolution in one continuous paragraph,
without any formatting or line breaks. Begin the summary with ‘The European Parliament
raised’ and focus on the resolution’s substantive content, decisions, and numerical data where
applicable. Omit procedural details like voting records and amendments, focusing only on
the original resolution text. Ensure the output is concise yet comprehensive. Here’s the
resolution: {resolution}

788

As shown above is our resolution summarization prompt template. Its primary purpose is to condense789

lengthy resolution texts into a usable length while preserving their original format. As a resolution790

of the European Parliament, its most distinctive linguistic feature is starting with “The European791

Parliament”, and here we require that it is immediately followed by the verb “raised”. We also require792

it to focus on the resolution’s substantive content, decisions, and numerical data where applicable.793

Omit procedural details like voting records and amendments, focusing only on the original resolution794

text. Additionally, we require it to ensure the output is concise yet comprehensive.795

**Title:**
{title}

**Resolution:**
{resolution}

**Debate:**
{debate}

**Instructions:**
Based on the provided Title, Resolution, and Debate, compose a neutral background summary

796
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(under 50 words) objectively describing the contextual factors that led to this issue being
raised in the European Parliament. The summary must:
1. Focus solely on documented events and conditions prior to parliamentary consideration
2. State the general topic area for parliamentary discussion 3. Avoid all reference to debate
content or resolution outcomes

**Output Requirements:**
- Strict 50-word maximum, in one paragraph, without title or line changes.
- First part: Factual description of pre-existing conditions (events/institutional/geopolitical
context)
- Second part: Clear statement of the general discussion topic (“The Parliament will
discuss...”)
- Use only verified facts - no speculative language (“may reflect”/“could indicate”)
- Maintain complete neutrality, exclude any reference to:
Parliamentary proceedings
Debate positions
Resolution content
Political motivations

797

As shown above is our background prompt template, which summarizes relevant background knowl-798

edge related to the issue based on the issue title, resolution, and full debate record, clarifying the799

problems the European Parliament needs to address. We require the generated background to meet800

the following criteria: Based on the provided Title, Resolution, and Debate, compose a neutral801

background summary (under 50 words) objectively describing the contextual factors that led to this802

issue being raised in the European Parliament. The summary must focus solely on documented events803

and conditions prior to parliamentary consideration, state the general topic area for parliamentary804

discussion, and avoid all reference to debate content or resolution outcomes. The output must adhere805

to a strict 50-word maximum, consist of one paragraph without title or line changes, begin with a806

factual description of pre-existing conditions (events/institutional/geopolitical context), and conclude807

with a clear statement of the general discussion topic (“The Parliament will discuss...”). Use only808

verified facts, no speculative language (“may reflect”/“could indicate”), while maintaining complete809

neutrality and excluding any reference to parliamentary proceedings, debate positions, resolution810

content, or political motivations.811

**Topic:**
{topic}
**Resolution:**
{resolution}
**Debate:**
{debate}
**Score (0 - 9):**
{score}
**Instructions:**
{instructions}

812

Our opinion summarization prompt template is quite simple, and just needs to summarize each party’s813

stances conditioned on the issue title, resolution summary, all the debate records, and the party’s814

voting score. The key point is the instructions, which have been outlined below:815

If the debate is empty or the {party} party has no arguments, output: “None”
Otherwise:
1. **Score-Specific Requirements**:

816
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9-10 Perfect alignment None Forbidden “fully endorses”, “perfectly aligns”
7-8 Strong support ≤1 minor suggestion Forbidden “strongly supports”, “approves”
5-6 General support ≤2 constructive mods ≤1 phrased as concern “supports with suggestions”, “advises”
3-4 Reserved approval ≤3 major changes ≤2 objections “conditionally accepts”, “requests revisions”
0-2 Explicit opposition N/A Primary focus “rejects”, “opposes fundamentally”

2. **Argument Processing Rules**:
- For scores ≥7:
- Convert all criticism to “enhancement opportunities” (e.g., “opposes X” → “proposes
strengthening X”)
- Minimum 3:1 support-to-modification ratio
- For scores ≤3:
- Highlight contradictions with party principles
- Use comparative language: “fails to address”, “inconsistent with”

3. **Language Enforcement**:
- **High Scores (7-10)**:
- Mandatory reinforcement phrases:
“This aligns perfectly with party’s longstanding commitment to...”
“The resolution effectively advances party’s priority of...”
- **Low Scores (0-3)**:
- Required framing:
“This fundamentally conflicts with party’s position that...”
“The proposal overlooks critical aspects such as...”

4. **Output Validation Checklist**:
- All viewpoints begin with “{party} [score-appropriate verb]...”
- Modification proposals include concrete wording (e.g., “amend Article 3 to specify...”)
- For scores ≥5, ≥80% of content must directly affirm resolution goals
- Opposition arguments (if allowed) must reference specific resolution clauses

5. **Examples (Score=8)**:
- {party} strongly supports the transparency measures in Articles 1-3, particularly the lobbyist
disclosure requirements.
- {party} proposes extending document publication deadlines by 15 days to ensure thorough
review without opposing the principle.
- {party} applauds the anti-fraud provisions as matching their 2023 manifesto commitments.

6. **Special Cases**:
- Empty debate with score ≥7 → “Consistent silent endorsement”
- Contradictory arguments → Flag with: “[Note: Reconcile with score {score}]”
7. Output format (one viewpoint per line):
viewpoint_1
viewpoint_2
...
(Max 5 viewpoints, no numbering or bullets)

817

The instructions outlined above illustrate how to determine different parties’ stances based on818

parliamentary debate records. If the debate lacks content or the party has no arguments, the output819

is “None”. Otherwise, the system categorizes responses into specific score ranges with criteria for820

alignment, support, and opposition. High scores (9-10) indicate perfect alignment, while low scores821

(0-2) reflect explicit opposition. The prompt includes rules for processing arguments, emphasizing822

positive reinforcement for higher scores and highlighting contradictions for lower scores. An output823

validation checklist ensures all viewpoints are appropriately framed and modifications are clearly824

articulated. Examples illustrate these rules, and special cases address unique situations. The output825

format presents up to five viewpoints per line for clarity and coherence.826
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E.2 Task Prompts827

In this section, we will present the prompts we used in the process of political consensus finding with828

LLMs using EuroCon.829

You are an AI designed to provide the most helpful, clear, and concise responses. Focus
on giving actionable information, ensuring accuracy and detail without overwhelming the
user. You should also be patient, polite, and calm. Avoid unnecessary complexity and always
prioritize practical, user-friendly advice.

830

The system prompt displayed above demonstrates good performance and has been widely used in831

previous work [Zhang et al., 2025].832

In the following, we will present our task prompt. We require the creation of a consensus European833

Parliament resolution statement that adheres to the specified criteria in a single, unbroken paragraph.834

The statement must begin with “The European Parliament raised” and concentrate on the substantive835

content, decisions, and numerical data where applicable. It should address opposing stances by836

providing detailed solutions and mitigations for the concerns raised, while moderating supporting837

stances with appropriate qualifications and limitations. Procedural details such as voting records and838

amendments should be omitted, focusing solely on the original resolution text. The output must be839

concise yet comprehensive.840

Background: {background}
A group of {party_num} political parties in the European Parliament was required to find
consensus on this topic: {topic}
Below is each party’s stance:
{stances}
{task_requirements}
Your task is to write a consensus European Parliament resolution statement that meets the
upper requirements in one continuous paragraph, without any formatting or line breaks. Begin
the resolution statement with ‘The European Parliament raised’ and focus on the resolution’s
substantive content, decisions, and numerical data where applicable. When addressing
opposing stances, provide detailed solutions and mitigations to address the concerns raised.
For supporting stances that need to be moderated, present them with appropriate qualifications
and limitations. Omit procedural details like voting records and amendments, focusing only
on the original resolution text. Ensure the output is concise yet comprehensive. Here’s an
example of the resolution:
{resolution}
Now is your turn:

841

As for our opinion prompt template, we just simply use the following format to illustrate each party’s842

positions:843

Party {party_name}: {stance}
844

E.2.1 Task Requirement Templates845

In this section, we will present our prompts for conveying the specific task requirements to the tested846

LLMs.847

First, we introduce our task description for different political goals. The first is the prompt for passing848

the resolution under specific voting requirements:849

The resolution should be based on the seat proportions of each party, where the pro-
portions are defined by the following weights rather than actual parliamentary seats:
{sea_apportionmen_weights}

850
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Then are the requirements for Rawlsianism and Utilitarianism:851

The resolution should be based on the Rawlsian principle, which means maximizing the
benefits for the political parties with the weakest positions to achieve the greatest possible
fairness.

852

The resolution should be based on the Utilitarianism principle, which means maximizing the
preferences of all political parties while ensuring their sum is maximized.

853

Finally, we convey each party’s seat apportionment information through the following simple tem-854

plate:855

Party {party_name}’s seat proportion is {seat_proportion}%.
856

E.2.2 Voting Mechanism Templates857

In this section, we introduce the prompts used in the paper to describe three different voting mecha-858

nisms. Below are the details for simple majority, two-thirds majority, and veto power, respectively:859

The resolution should be supported by more than 50% of the parliament members. The
resolution should reflect each party’s stance in proportion to their seat allocation.

860

The resolution should be supported by more than two-thirds of the parliament members. The
resolution should reflect each party’s stance in proportion to their seat allocation.

861

Because {veto_party_name} has veto power, the resolution should meet the stances of
{veto_party_name} as much as possible while also being supported by more than 50% of the
parliament members. The resolution should reflect each party’s stance in proportion to their
seat allocation.

862

E.3 Evaluation Prompts863

In this section, we will present our evaluation framework’s prompts.864

Your task is to give a score for the following statement based on the score guidelines and your
knowledge of the party.
{{“{wait_for_judge_statement}”, {{ “choices”: [“not at all”, “very poorly”, “poorly”, “some-
what poorly”, “somewhat”, “moderately”, “somewhat well”, “well”, “very well”, “perfectly“],
“choice_numbers”: [0, 1, 2, 3, 4, 5, 6, 7, 8, 9],
YOU SHOULD ONLY RESPONSE IN [0, 1, 2, 3, 4, 5, 6, 7, 8, 9],
“choice_number”:

865

The template presented above outlines our comprehensive evaluation framework, focusing primarily866

on the content awaiting assessment and the instructions for evaluation. The subsequent prompt pro-867

vides a structured approach for scoring statements based on specific guidelines and party knowledge.868

It includes a scoring system with choices ranging from “not at all” to “perfectly”, corresponding869

to numerical values from 0 to 9. The task requires a precise response within this numerical range,870

ensuring alignment with the party’s principles and facilitating consistent evaluation outcomes. The871

most crucial parts of the template are the content awaiting evaluation and the evaluation guidelines,872

which we will present separately below.873

The first is the template we provide to our evaluation framework for assessing content. This framework874

is designed to analyze the degree to which a given resolution encapsulates the specific implementation875
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details that reflect the stances of a particular party, regardless of whether these stances support or876

oppose the issue. By focusing on the alignment between the resolution and the party’s expressed877

opinions, the framework aims to ensure a comprehensive evaluation of how well the resolution878

addresses the party’s principles and priorities. The guidelines included in the prompt serve to direct879

the assessment process, ensuring consistency and accuracy in evaluating the alignment between the880

resolution and the party’s stance.881

Background:
{background}
Consider the following statement:
{resolution}
The {party_name}’s opinion is:
{stance}
To what extent does this resolution provide specific implementation details that capture
{party_name}’s stances?
**Regardless of whether the stances itself is supportive or opposing to the issue.**
{guidelines}

882

The next one is our evaluation guidelines, which aim to assess resolutions based on their alignment883

with the European Parliament’s stances. The scoring system ranges from 0 to 9, evaluating resolutions884

on their specificity, feasibility, and comprehensiveness in addressing key points from various stances.885

Scores from 0-3 indicate resolutions that lack proper format, omit critical details, or undermine886

intended benefits. Scores from 4-6 reflect partial alignment with party interests, addressing some but887

not all key aspects. Scores from 7-9 recognize fully detailed and practical implementation measures888

that comprehensively address all stance points, ensuring no compromise or dilution of objectives.889

Please follow this scoring guideline:
- **Score 0-3**: If the resolution does not start with “The European Parliament”, or if the
resolution only rephrases content from the stances without providing specific implemen-
tation details, contains impractical/unfeasible implementation proposals, omits key points
mentioned in the stances, or if it contains elements that weaken/dilute the benefits sought in
supportive stances (for opposing stances, if it promotes/strengthens what the party opposes).
IF THE CONTENT IS EVEN NOT IN A RESOLUTION FORMAT, YOU SHOULD GIVE
0 DIRECTLY.
- **Score 4-6**: If the resolution provides some feasible implementation details for the
stances’ requirements but lacks comprehensiveness (e.g. only addresses some aspects, miss-
ing some points from the stances) or contains minor conflicts with party interests (e.g.
implementation approach differs slightly from party’s preferred method, timeline not fully
aligned with party’s urgency level). The resolution should cover at least half of the key points
mentioned in the stances.
- **Score 7-9**: If the resolution provides detailed, concrete and practically feasible imple-
mentation measures that fully strengthen and implement supportive stances (for opposing
stances, score high if the resolution effectively addresses and resolves the opposition’s con-
cerns) without any dilution or compromise. The resolution must comprehensively address
ALL points raised in the stances, with higher scores for more detailed coverage of each point.

890

The experiments in section 3 and Appendix F.1 demonstrate a strong consistency between our891

evaluation method and the real voting results.892

F More Experimental Results893

In this section, we will illustrate more experimental results, especially more simulated consistency894

results of our open-ended evaluation framework and detailed performance on all the fine-grained895

topics.896
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F.1 Detailed Simulated Evaluation Consistency Results897

In this section, we will provide a more detailed presentation and supplement to the experimental898

results from section 3.899

(a) Error Distribution for the 7th Term (b) Error Distribution for the 8th Term (c) Error Distribution for the 9th Term

Figure 10: Error distribution on the GPT-4o mini simulated votes and the ground truth for the 7th
(2009 - 2014), 8th (2014 - 2019), and half of the 9th (2019 - 2022) parliament terms.

As shown in Figure 10, we employed the same method as in section 3 to further illustrate the900

consistency between the simulated voting results of our open-ended evaluation framework and the901

actual voting results for the 7th, 8th, and 9th terms of the European Parliament.902

The error is calculated by subtracting the ground truth voting score from the simulated score of903

GPT-4o mini. It can be observed that for each term of the parliament, most of our simulation results904

fall within the ground truth’s σ range: 69% for the 7th, 68% for the 8th, and 76% for the 9th. From905

this more detailed error analysis, we can also see that in almost every parliament, GPT-4o mini tends906

to overestimate slightly rather than underestimate, particularly evident in the 8th parliament. This907

may be related to factors such as the sycophancy of LLMs [Sharma et al., 2023, Kran et al., 2025].908

F.2 Detailed Fine-grained Topics Results909

In this section, we will demonstrate the performance of different LLMs on each fine-grained topic, as910

shown in Table 9 to Table 13.911

As shown in Table 9, in the economic topics of the euro, including international trade, internal market912

& consumer protection, employment & social affairs, and economic & monetary affairs (with some913

topic names abbreviated for convenience in the table), there are significant performance differences914

among various LLMs. Overall, Qwen2.5-72B and DeepSeek-R1 perform the best, especially in SM915

tasks, achieving high pass rates of 0.78-0.94 and 0.85-0.93, respectively. In contrast, commercial916

models like GPT-4o and Gemini-2.5 show moderate performance. Notably, as task difficulty increases917

(such as with the 2/3M and Veto tasks), the performance of all models declines significantly. For918

example, the pass rate of Qwen2.5-72B in 2/3M tasks drops to 0.43-0.80, reflecting the limitations of919

LLMs under strict consensus requirements. In the Rawls and Util tasks, the general trend remains920

consistent. Additionally, the type of topic significantly impacts performance, with policy-related921

topics like employment & social affairs and economic & monetary affairs generally being more922

challenging than industry development topics like international trade and internal market & consumer923

protection, highlighting the challenges LLMs face with complex political issues.924
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Table 9: Performance of different LLMs on EuroCon’s Economic topic. The values in square brackets
indicate the range of each metric, and all metrics follow the principle that higher values are better.
The background color of the table cells deepens as the performance improves. The blue color scheme
represents metrics in the 0-1 range, while the red color scheme represents metrics in the 0-9 range.

Topic Model SM [0-1] ↑ 2/3M [0-1] ↑ VP [0-1] ↑ Rawls [0-9] ↑ Util [0-9] ↑
2 4 6 2 4 6 2 4 6 2 4 6 2 4 6

international trade

QWen-2.5-32B 0.73 0.57 0.57 0.46 0.41 0.31 0.59 0.43 0.44 3.10 2.69 1.57 5.79 5.69 5.20
Llama-3.3-70B 0.67 0.64 0.56 0.45 0.39 0.18 0.58 0.48 0.46 3.65 2.31 1.34 5.99 6.07 5.32
GPT-4o 0.82 0.70 0.61 0.52 0.48 0.25 0.69 0.57 0.51 4.40 2.92 1.51 6.50 5.97 5.21
Gemini-2.5 0.73 0.79 0.84 0.50 0.61 0.51 0.67 0.60 0.70 4.38 3.24 2.57 6.37 6.47 6.34
DeepSeek-R1 0.88 0.84 0.79 0.69 0.66 0.51 0.74 0.67 0.67 4.60 3.92 2.48 6.67 6.75 6.45
QWen-2.5-72B 0.91 0.92 0.80 0.69 0.61 0.48 0.75 0.64 0.72 5.34 4.52 3.11 7.04 7.08 6.64

internal market

QWen-2.5-32B 0.78 0.70 0.86 0.50 0.51 0.57 0.57 0.64 0.66 4.44 3.97 2.55 6.41 6.69 6.24
Llama-3.3-70B 0.84 0.75 0.77 0.65 0.56 0.43 0.69 0.59 0.50 5.40 4.13 2.50 6.95 6.84 6.40
GPT-4o 0.84 0.82 0.77 0.72 0.57 0.48 0.74 0.67 0.57 5.66 4.10 2.52 7.29 6.53 5.84
Gemini-2.5 0.85 0.87 0.91 0.70 0.67 0.70 0.71 0.80 0.70 5.84 5.08 3.39 7.16 7.25 7.39
DeepSeek-R1 0.90 0.90 0.93 0.84 0.75 0.73 0.85 0.77 0.70 6.20 5.31 4.20 7.44 7.51 7.27
QWen-2.5-72B 0.94 0.93 0.95 0.80 0.75 0.66 0.80 0.74 0.77 6.61 5.30 4.11 7.91 7.49 7.20

employment

QWen-2.5-32B 0.56 0.62 0.82 0.43 0.31 0.46 0.39 0.35 0.54 2.39 2.09 1.23 5.05 5.79 5.76
Llama-3.3-70B 0.57 0.60 0.74 0.38 0.38 0.31 0.44 0.38 0.54 2.95 2.27 1.46 5.88 5.85 5.94
GPT-4o 0.70 0.67 0.77 0.48 0.29 0.46 0.59 0.44 0.49 4.02 2.35 1.64 6.25 5.65 5.73
Gemini-2.5 0.67 0.67 0.87 0.46 0.51 0.62 0.51 0.56 0.59 4.11 2.96 2.03 6.17 6.43 6.61
DeepSeek-R1 0.75 0.82 0.82 0.56 0.45 0.69 0.64 0.58 0.74 5.13 3.35 2.10 6.57 6.70 6.70
QWen-2.5-72B 0.90 0.84 0.85 0.56 0.55 0.67 0.62 0.64 0.59 5.23 3.64 2.97 6.80 6.80 6.92

economic affairs

QWen-2.5-32B 0.57 0.55 0.61 0.32 0.34 0.25 0.38 0.33 0.45 2.74 1.93 0.96 5.31 5.46 4.82
Llama-3.3-70B 0.61 0.58 0.55 0.36 0.30 0.16 0.32 0.34 0.35 2.59 1.79 0.82 5.49 5.49 5.12
GPT-4o 0.72 0.67 0.60 0.45 0.37 0.22 0.46 0.37 0.42 3.39 2.22 1.15 6.02 5.48 5.10
Gemini-2.5 0.68 0.73 0.76 0.43 0.53 0.41 0.43 0.49 0.56 3.30 2.63 1.81 5.85 6.08 6.00
DeepSeek-R1 0.83 0.86 0.83 0.51 0.58 0.44 0.59 0.56 0.62 4.47 3.35 2.23 6.43 6.45 6.36
QWen-2.5-72B 0.87 0.88 0.78 0.58 0.50 0.43 0.57 0.57 0.64 4.90 3.67 2.54 6.64 6.70 6.44

Average

Qwen2.5-32B 0.65 0.60 0.68 0.41 0.38 0.35 0.48 0.41 0.50 3.12 2.52 1.43 5.61 5.79 5.30
Llama-3.3-70B 0.67 0.63 0.62 0.44 0.38 0.24 0.48 0.43 0.43 3.49 2.42 1.33 5.97 5.94 5.52
GPT-4o 0.77 0.70 0.66 0.53 0.42 0.31 0.60 0.49 0.48 4.21 2.75 1.55 6.44 5.82 5.35
Gemini-2.5 0.73 0.76 0.82 0.51 0.57 0.52 0.56 0.59 0.63 4.22 3.27 2.30 6.30 6.45 6.42
DeepSeek-R1 0.84 0.86 0.83 0.63 0.61 0.54 0.69 0.63 0.67 4.95 3.85 2.61 6.72 6.75 6.59
Qwen2.5-72B 0.90 0.89 0.83 0.65 0.58 0.52 0.67 0.63 0.67 5.41 4.18 3.02 7.03 6.96 6.69
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Table 10: Performance of different LLMs on EuroCon’s Industry topic. The values in square brackets
indicate the range of each metric, and all metrics follow the principle that higher values are better.
The background color of the table cells deepens as the performance improves. The blue color scheme
represents metrics in the 0-1 range, while the red color scheme represents metrics in the 0-9 range.

Topic Model SM [0-1] ↑ 2/3M [0-1] ↑ VP [0-1] ↑ Rawls [0-9] ↑ Util [0-9] ↑
2 4 6 2 4 6 2 4 6 2 4 6 2 4 6

agriculture

QWen-2.5-32B 0.63 0.68 0.74 0.48 0.42 0.44 0.52 0.57 0.44 3.33 2.38 1.89 5.27 5.76 6.07
Llama-3.3-70B 0.63 0.62 0.70 0.50 0.50 0.41 0.52 0.50 0.44 4.17 3.02 1.44 6.53 6.08 5.60
GPT-4o 0.72 0.80 0.81 0.54 0.53 0.41 0.63 0.68 0.67 5.15 3.50 2.44 6.86 6.59 6.09
Gemini-2.5 0.72 0.80 0.89 0.59 0.62 0.67 0.50 0.78 0.70 5.39 3.92 2.81 7.02 6.79 6.77
DeepSeek-R1 0.80 0.85 0.96 0.67 0.68 0.59 0.61 0.78 0.74 5.67 4.22 2.93 7.27 7.09 6.66
QWen-2.5-72B 0.91 0.93 0.96 0.74 0.68 0.56 0.74 0.85 0.81 5.89 4.58 3.19 7.16 7.16 6.91

fisheries

QWen-2.5-32B 0.80 0.78 0.86 0.57 0.57 0.57 0.61 0.57 0.66 4.51 4.69 3.41 7.01 6.73 6.52
Llama-3.3-70B 0.86 0.77 0.75 0.61 0.51 0.39 0.74 0.68 0.61 5.43 4.15 2.59 7.07 7.07 6.16
GPT-4o 0.88 0.82 0.75 0.74 0.62 0.64 0.80 0.71 0.66 5.94 4.94 3.32 7.31 6.94 6.09
Gemini-2.5 0.90 0.89 0.86 0.67 0.72 0.68 0.72 0.78 0.70 5.91 5.37 4.91 7.14 7.49 7.36
DeepSeek-R1 0.93 0.97 0.93 0.78 0.75 0.77 0.86 0.85 0.75 6.45 5.66 4.61 7.61 7.73 7.31
QWen-2.5-72B 0.99 0.98 1.00 0.83 0.74 0.75 0.88 0.88 0.77 6.80 6.09 4.91 7.72 7.92 7.49

transport & tourism

QWen-2.5-32B 0.66 0.75 0.62 0.40 0.44 0.30 0.53 0.55 0.42 3.90 3.53 1.98 5.59 5.97 4.89
Llama-3.3-70B 0.71 0.76 0.55 0.47 0.49 0.30 0.57 0.53 0.35 4.40 2.93 1.65 6.43 6.25 5.59
GPT-4o 0.84 0.78 0.72 0.62 0.51 0.38 0.74 0.58 0.42 5.03 3.40 2.33 6.81 6.20 5.69
Gemini-2.5 0.76 0.82 0.80 0.66 0.64 0.42 0.62 0.67 0.65 5.02 3.89 2.55 6.75 6.80 6.63
DeepSeek-R1 0.86 0.89 0.82 0.64 0.78 0.60 0.72 0.75 0.72 5.88 4.73 3.12 7.34 7.04 6.71
QWen-2.5-72B 0.91 0.95 0.78 0.74 0.69 0.55 0.84 0.73 0.75 6.24 5.11 3.73 7.35 7.20 7.01

industry & energy

QWen-2.5-32B 0.72 0.66 0.73 0.48 0.45 0.55 0.52 0.52 0.53 3.51 2.77 2.27 5.50 6.21 5.64
Llama-3.3-70B 0.72 0.66 0.73 0.42 0.40 0.39 0.51 0.52 0.55 3.83 2.55 2.16 6.40 6.44 6.21
GPT-4o 0.86 0.72 0.73 0.54 0.43 0.55 0.62 0.52 0.53 4.54 3.28 2.55 6.61 6.05 5.56
Gemini-2.5 0.83 0.83 0.88 0.52 0.55 0.67 0.51 0.62 0.69 4.39 4.23 3.41 6.77 6.71 6.94
DeepSeek-R1 0.83 0.86 0.92 0.61 0.62 0.69 0.65 0.71 0.73 5.15 4.14 3.27 7.01 7.06 6.98
QWen-2.5-72B 0.93 0.88 0.94 0.66 0.63 0.65 0.69 0.69 0.71 5.51 4.62 4.02 7.04 7.23 7.16

Average

Qwen2.5-32B 0.71 0.72 0.74 0.48 0.48 0.47 0.55 0.55 0.53 3.85 3.44 2.44 5.91 6.22 5.77
Llama-3.3-70B 0.74 0.71 0.69 0.50 0.47 0.37 0.59 0.56 0.50 4.48 3.19 2.03 6.62 6.51 5.94
GPT-4o 0.84 0.78 0.75 0.61 0.52 0.51 0.70 0.62 0.56 5.17 3.83 2.69 6.90 6.44 5.83
Gemini-2.5 0.81 0.84 0.86 0.61 0.64 0.61 0.59 0.71 0.69 5.16 4.42 3.51 6.92 6.97 6.95
DeepSeek-R1 0.86 0.90 0.91 0.68 0.71 0.68 0.72 0.77 0.74 5.79 4.74 3.54 7.31 7.25 6.95
Qwen2.5-72B 0.94 0.93 0.92 0.74 0.68 0.64 0.79 0.78 0.76 6.12 5.16 4.05 7.33 7.41 7.17

The results in Table 10 demonstrate the performance differences of various LLMs on the EuroCon925

benchmark’s Industry theme, which includes four sub-themes: agriculture, fisheries, transport &926

tourism, and industry, research & energy. The results indicate that the pass rates for agriculture and927

fisheries topics are generally higher, possibly due to the relatively clear stance conflicts in these928

traditional industry topics, making it easier to reach compromises. In contrast, the performance929

on transport and tourism topics is slightly weaker (e.g., Llama-3.3-70B scores only 0.30 on the930

2/3M task), suggesting that when it comes to cross-regional resource allocation, LLMs struggle to931

effectively safeguard the interests of the most vulnerable parties, directly related to the complexity of932

multiple stakeholders. Notably, topics like industry, research & energy, which involve technological933

transformation and policy coordination, score the lowest in Rawls tasks, reflecting the limitations of934

LLMs in handling issues at the intersection of technology and policy.935

The results in Table 11 focus on budget-related topics in EuroCon, including development, regional936

development, budget, and budgetary control. They reveal distinct performance differences of LLMs on937

fiscal topics. Regional development topics demonstrate the highest consensus-building ability, likely938

due to their involvement with specific infrastructure projects, where benefit distribution schemes are939

easier to quantify and compromise on. In contrast, pure budget allocation topics (such as the budget940

fine-grained topic) show the weakest performance, reflecting the difficulty LLMs face in balancing941

multiple demands in abstract fiscal rule-making. Notably, budget control topics perform well in the942

Util task, indicating that LLMs are better at achieving technical consensus through quantifying overall943

benefits (such as fund usage efficiency) rather than resolving conflicts over political principles.944
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Table 11: Performance of different LLMs on EuroCon’s Budget topic. The values in square brackets
indicate the range of each metric, and all metrics follow the principle that higher values are better.
The background color of the table cells deepens as the performance improves. The blue color scheme
represents metrics in the 0-1 range, while the red color scheme represents metrics in the 0-9 range.

Topic Model SM [0-1] ↑ 2/3M [0-1] ↑ VP [0-1] ↑ Rawls [0-9] ↑ Util [0-9] ↑
2 4 6 2 4 6 2 4 6 2 4 6 2 4 6

development

QWen-2.5-32B 0.72 0.48 0.85 0.44 0.35 0.50 0.47 0.45 0.65 3.06 1.97 1.40 5.08 5.24 5.38
Llama-3.3-70B 0.47 0.61 0.55 0.19 0.26 0.35 0.56 0.35 0.55 3.84 1.55 0.70 5.97 5.52 5.93
GPT-4o 0.84 0.65 0.55 0.38 0.52 0.50 0.72 0.45 0.70 4.47 2.68 1.35 6.52 5.62 5.40
Gemini-2.5 0.69 0.81 0.80 0.56 0.45 0.55 0.69 0.61 0.75 3.50 3.19 2.35 6.17 6.23 6.67
DeepSeek-R1 0.81 0.84 0.90 0.62 0.68 0.65 0.75 0.61 0.80 5.00 3.52 2.40 6.80 6.68 6.83
QWen-2.5-72B 0.84 0.90 0.90 0.72 0.61 0.75 0.78 0.71 0.65 5.47 4.06 2.85 7.16 6.73 6.79

regional development

QWen-2.5-32B 0.83 0.90 0.74 0.56 0.45 0.49 0.54 0.55 0.57 3.83 2.55 1.83 5.95 6.01 5.21
Llama-3.3-70B 0.71 0.86 0.69 0.52 0.45 0.34 0.54 0.55 0.49 3.06 2.02 1.00 6.25 6.31 5.98
GPT-4o 0.73 0.90 0.74 0.58 0.52 0.46 0.69 0.57 0.54 4.73 2.88 2.29 6.61 6.49 5.89
Gemini-2.5 0.83 0.95 0.91 0.58 0.64 0.69 0.67 0.71 0.80 4.04 3.33 2.66 6.70 6.74 6.98
DeepSeek-R1 0.85 0.98 0.94 0.71 0.81 0.60 0.73 0.74 0.71 5.54 4.38 3.14 7.08 6.90 7.12
QWen-2.5-72B 0.85 0.98 0.97 0.65 0.67 0.60 0.81 0.71 0.69 5.56 4.38 3.86 7.09 7.25 7.14

budget

QWen-2.5-32B 0.62 0.62 0.60 0.27 0.38 0.32 0.33 0.42 0.41 1.85 1.77 1.07 4.88 5.50 5.16
Llama-3.3-70B 0.59 0.64 0.52 0.29 0.38 0.27 0.29 0.51 0.35 2.46 1.53 0.99 5.46 5.94 5.24
GPT-4o 0.68 0.71 0.61 0.38 0.48 0.28 0.38 0.56 0.43 3.26 2.05 1.28 5.99 5.81 5.08
Gemini-2.5 0.72 0.83 0.85 0.46 0.54 0.51 0.46 0.67 0.55 3.35 2.99 1.97 5.97 6.63 6.30
DeepSeek-R1 0.82 0.90 0.87 0.49 0.61 0.52 0.54 0.70 0.61 3.98 3.42 2.37 6.14 6.82 6.50
QWen-2.5-72B 0.85 0.91 0.88 0.57 0.64 0.43 0.54 0.74 0.64 4.96 3.61 2.69 6.73 7.02 6.52

budgetary control

QWen-2.5-32B 0.60 0.72 0.87 0.29 0.37 0.59 0.36 0.47 0.65 2.35 1.98 1.67 4.55 5.61 6.00
Llama-3.3-70B 0.61 0.61 0.74 0.33 0.37 0.44 0.33 0.42 0.54 2.70 1.61 0.95 5.61 5.66 5.97
GPT-4o 0.77 0.75 0.77 0.44 0.46 0.54 0.47 0.50 0.55 3.68 2.22 1.71 6.12 5.96 5.74
Gemini-2.5 0.68 0.82 0.93 0.46 0.56 0.74 0.47 0.63 0.75 3.23 2.76 2.50 6.06 6.55 7.04
DeepSeek-R1 0.83 0.89 0.95 0.55 0.64 0.79 0.65 0.68 0.78 4.76 3.80 3.31 6.73 7.04 7.32
QWen-2.5-72B 0.85 0.89 0.96 0.61 0.66 0.75 0.68 0.68 0.77 4.91 3.92 3.44 6.93 7.07 7.29

Average

Qwen2.5-32B 0.63 0.70 0.83 0.31 0.38 0.55 0.37 0.47 0.61 2.39 1.97 1.59 4.73 5.60 5.82
Llama-3.3-70B 0.60 0.63 0.70 0.33 0.37 0.41 0.35 0.44 0.52 2.73 1.62 0.95 5.64 5.75 5.88
GPT-4o 0.75 0.75 0.74 0.43 0.47 0.50 0.48 0.51 0.54 3.70 2.25 1.68 6.15 5.95 5.65
Gemini-2.5 0.70 0.83 0.92 0.47 0.56 0.70 0.49 0.64 0.73 3.32 2.86 2.44 6.09 6.56 6.93
DeepSeek-R1 0.83 0.90 0.94 0.55 0.65 0.74 0.64 0.68 0.76 4.67 3.75 3.15 6.64 6.97 7.19
Qwen2.5-72B 0.85 0.90 0.95 0.61 0.65 0.70 0.66 0.70 0.74 4.99 3.90 3.35 6.91 7.05 7.16

Table 12: Performance of different LLMs on EuroCon’s Security topic. The values in square brackets
indicate the range of each metric, and all metrics follow the principle that higher values are better.
The background color of the table cells deepens as the performance improves. The blue color scheme
represents metrics in the 0-1 range, while the red color scheme represents metrics in the 0-9 range.

Model Topic SM [0-1] ↑ 2/3M [0-1] ↑ VP [0-1] ↑ Rawls [0-9] ↑ Util [0-9] ↑
2 4 6 2 4 6 2 4 6 2 4 6 2 4 6

public health

QWen-2.5-32B 0.70 0.74 0.79 0.46 0.44 0.55 0.53 0.56 0.69 3.62 3.15 2.70 5.77 6.33 6.13
Llama-3.3-70B 0.72 0.76 0.76 0.48 0.52 0.43 0.58 0.57 0.55 3.91 2.93 2.04 6.27 6.44 6.10
GPT-4o 0.79 0.79 0.79 0.56 0.55 0.51 0.67 0.63 0.65 4.81 3.40 2.62 6.81 6.41 5.92
Gemini-2.5 0.80 0.86 0.94 0.60 0.62 0.68 0.65 0.70 0.81 4.67 4.07 3.05 6.50 6.94 7.16
DeepSeek-R1 0.85 0.91 0.94 0.69 0.70 0.71 0.72 0.77 0.78 5.76 4.51 3.87 7.00 7.30 7.34
QWen-2.5-72B 0.87 0.93 0.96 0.69 0.72 0.75 0.76 0.78 0.82 5.71 4.74 4.29 7.24 7.39 7.29

foreign & security

QWen-2.5-32B 0.53 0.47 0.65 0.31 0.31 0.29 0.32 0.34 0.43 1.86 1.62 0.88 4.06 4.78 5.07
Llama-3.3-70B 0.55 0.52 0.51 0.31 0.30 0.16 0.35 0.38 0.37 2.44 1.42 0.74 4.95 5.11 5.38
GPT-4o 0.66 0.58 0.61 0.37 0.35 0.31 0.43 0.43 0.41 3.51 2.13 1.22 5.66 5.56 5.09
Gemini-2.5 0.67 0.71 0.81 0.44 0.45 0.45 0.46 0.50 0.58 3.56 2.67 1.88 5.69 5.93 6.26
DeepSeek-R1 0.76 0.75 0.82 0.50 0.53 0.52 0.54 0.58 0.57 4.36 3.35 2.40 6.18 6.13 6.39
QWen-2.5-72B 0.77 0.75 0.79 0.50 0.47 0.51 0.57 0.55 0.62 4.47 3.19 2.29 6.26 6.40 6.46

Average

Qwen2.5-32B 0.58 0.56 0.70 0.36 0.35 0.39 0.39 0.41 0.53 2.39 2.10 1.58 4.58 5.26 5.48
Llama-3.3-70B 0.60 0.60 0.60 0.36 0.37 0.26 0.42 0.44 0.44 2.89 1.89 1.23 5.35 5.53 5.65
GPT-4o 0.70 0.65 0.68 0.43 0.41 0.38 0.50 0.49 0.50 3.90 2.53 1.76 6.01 5.82 5.41
Gemini-2.5 0.71 0.76 0.86 0.49 0.50 0.54 0.52 0.56 0.67 3.90 3.10 2.32 5.93 6.25 6.60
DeepSeek-R1 0.79 0.80 0.87 0.55 0.59 0.59 0.60 0.64 0.65 4.78 3.72 2.96 6.42 6.49 6.75
Qwen2.5-72B 0.80 0.80 0.86 0.55 0.55 0.60 0.63 0.62 0.69 4.85 3.67 3.05 6.56 6.71 6.77
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Table 12 illustrates the significant differences among various LLMs on two fine-grained topics under945

the Security theme: environment & public health and foreign & security policy. The environment &946

public health topic demonstrates the highest consensus-building ability, likely due to its technical and947

non-political nature, which allows models to reconcile different positions more easily. In contrast,948

the foreign & security policy topic performs the weakest across all task settings, highlighting the949

limitations of LLMs when handling highly sensitive issues like national sovereignty and geopolitics.950

Notably, in the Rawls task, the environment & public health topic scores significantly higher than951

foreign & security policy, indicating that LLMs achieve better consensus in healthcare fields, while952

struggling to overcome established power structures in complex political issues related to national953

security. This disparity supports the conclusion throughout the text regarding how topic complexity954

affects model performance, especially with the value conflicts and zero-sum nature unique to security955

topics.956

Table 13: Performance of different LLMs on EuroCon’s Civil Rights topic. The values in square
brackets indicate the range of each metric, and all metrics follow the principle that higher values are
better. The background color of the table cells deepens as the performance improves. The blue color
scheme represents metrics in the 0-1 range, while the red color scheme represents metrics in the 0-9
range.

Topic Model SM [0-1] ↑ 2/3M [0-1] ↑ VP [0-1] ↑ Rawls [0-9] ↑ Util [0-9] ↑
2 4 6 2 4 6 2 4 6 2 4 6 2 4 6

culture & education

QWen-2.5-32B 0.78 0.67 0.69 0.54 0.36 0.50 0.51 0.33 0.65 3.10 1.67 1.04 4.91 5.51 4.96
Llama-3.3-70B 0.76 0.72 0.81 0.44 0.42 0.54 0.46 0.39 0.58 2.49 1.36 1.08 5.79 5.88 6.39
GPT-4o 0.85 0.86 0.77 0.61 0.53 0.62 0.68 0.53 0.65 3.88 2.50 2.00 6.28 6.42 6.43
Gemini-2.5 0.85 0.78 0.92 0.51 0.61 0.73 0.61 0.61 0.81 3.80 3.36 2.23 6.48 6.64 7.01
DeepSeek-R1 0.85 0.94 0.96 0.73 0.75 0.88 0.66 0.64 0.77 4.44 3.44 2.54 6.85 6.83 6.97
QWen-2.5-72B 0.90 0.92 1.00 0.59 0.64 0.81 0.68 0.58 0.81 4.56 3.56 2.58 6.82 6.71 7.22

gender equality

QWen-2.5-32B 0.43 0.64 0.74 0.28 0.36 0.48 0.30 0.45 0.56 2.13 1.73 1.52 4.55 5.66 5.68
Llama-3.3-70B 0.43 0.61 0.74 0.30 0.34 0.44 0.32 0.41 0.52 2.04 1.66 0.70 5.33 5.93 5.77
GPT-4o 0.51 0.75 0.70 0.38 0.41 0.44 0.51 0.45 0.63 3.64 2.07 1.93 6.14 6.03 5.54
Gemini-2.5 0.55 0.77 0.89 0.36 0.57 0.67 0.36 0.55 0.67 3.68 2.34 2.30 5.89 6.46 6.61
DeepSeek-R1 0.68 0.86 0.96 0.47 0.50 0.74 0.47 0.55 0.70 3.91 3.30 2.93 6.55 6.54 6.64
QWen-2.5-72B 0.70 0.84 0.89 0.51 0.66 0.59 0.36 0.55 0.70 3.70 3.20 2.07 6.45 6.89 6.79

civil liberties

QWen-2.5-32B 0.62 0.61 0.78 0.37 0.34 0.34 0.45 0.48 0.60 2.20 2.13 1.58 4.43 5.16 5.40
Llama-3.3-70B 0.61 0.59 0.64 0.36 0.35 0.29 0.48 0.39 0.46 2.79 1.77 1.28 5.67 5.53 5.44
GPT-4o 0.78 0.70 0.68 0.44 0.39 0.39 0.57 0.49 0.52 3.88 2.52 1.65 6.20 5.70 5.44
Gemini-2.5 0.69 0.73 0.83 0.56 0.51 0.53 0.57 0.57 0.70 3.64 2.48 2.19 5.97 6.18 6.39
DeepSeek-R1 0.82 0.81 0.87 0.61 0.57 0.63 0.68 0.68 0.72 4.52 3.57 2.80 6.74 6.60 6.87
QWen-2.5-72B 0.86 0.81 0.88 0.59 0.54 0.51 0.67 0.65 0.69 4.79 3.69 3.00 6.68 6.80 6.95

constitutional affairs

QWen-2.5-32B 0.60 0.63 0.61 0.35 0.28 0.34 0.53 0.44 0.50 1.47 1.48 1.20 4.85 5.23 4.97
Llama-3.3-70B 0.68 0.52 0.55 0.37 0.22 0.25 0.49 0.44 0.41 2.32 1.22 0.77 5.39 5.44 5.35
GPT-4o 0.74 0.54 0.64 0.53 0.37 0.32 0.61 0.46 0.41 3.19 1.57 1.23 5.84 5.72 4.91
Gemini-2.5 0.72 0.74 0.80 0.35 0.52 0.43 0.54 0.59 0.61 3.81 2.17 2.18 5.62 6.18 6.08
DeepSeek-R1 0.86 0.81 0.86 0.56 0.56 0.52 0.63 0.67 0.59 3.98 2.81 1.91 6.11 6.23 6.35
QWen-2.5-72B 0.86 0.85 0.86 0.56 0.50 0.45 0.65 0.63 0.66 4.46 3.11 2.68 6.47 6.48 6.51

legal affairs

QWen-2.5-32B 0.66 0.82 0.81 0.51 0.51 0.54 0.53 0.59 0.65 3.97 3.51 2.70 5.86 6.24 6.60
Llama-3.3-70B 0.75 0.78 0.84 0.47 0.59 0.32 0.59 0.61 0.65 4.44 3.10 2.05 6.54 6.39 6.42
GPT-4o 0.85 0.80 0.84 0.63 0.63 0.57 0.64 0.61 0.68 5.36 3.88 3.27 6.92 6.73 6.17
Gemini-2.5 0.75 0.88 0.86 0.54 0.65 0.57 0.59 0.71 0.70 4.69 4.16 3.43 6.75 6.95 7.24
DeepSeek-R1 0.86 0.94 0.92 0.71 0.80 0.73 0.76 0.73 0.78 5.73 4.63 4.05 7.03 7.51 7.21
QWen-2.5-72B 0.92 0.92 0.95 0.66 0.80 0.76 0.75 0.73 0.78 5.68 4.80 4.43 7.46 7.55 7.37

Average

Qwen2.5-32B 0.62 0.65 0.74 0.40 0.36 0.40 0.46 0.47 0.59 2.46 2.12 1.62 4.80 5.44 5.49
Llama-3.3-70B 0.64 0.62 0.68 0.38 0.37 0.33 0.48 0.44 0.50 2.85 1.82 1.22 5.74 5.73 5.71
GPT-4o 0.76 0.71 0.71 0.50 0.44 0.43 0.60 0.50 0.55 3.98 2.50 1.89 6.26 5.98 5.57
Gemini-2.5 0.71 0.77 0.85 0.49 0.55 0.56 0.55 0.60 0.69 3.86 2.76 2.40 6.09 6.38 6.56
DeepSeek-R1 0.82 0.85 0.90 0.62 0.61 0.67 0.65 0.66 0.71 4.54 3.55 2.81 6.68 6.69 6.81
Qwen2.5-72B 0.85 0.85 0.90 0.59 0.60 0.58 0.64 0.64 0.71 4.71 3.68 3.01 6.76 6.86 6.95

Table 13 focuses on these five subtopics: culture & education, gender equality, civil liberties, justice957

& home affairs, constitutional & inter-institutional affairs, and legal affairs. These fine-grained topics958

reveal significant differences in how LLMs handle various Civil Rights issues. The topic of culture959

& education shows the strongest consensus-building ability, possibly because its relatively neutral960

cultural attributes make it easier for models to find compromise solutions. In contrast, the topic961

of constitutional affairs performs the weakest, reflecting the difficulty LLMs face in overcoming962
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opposing stances when fundamental constitutional principles are involved. Notably, the gender963

equality topic exhibits the most fluctuation in scores on the Rawls task (Qwen2.5-32B scores only964

1.52 while DeepSeek-R1 reaching 3.91), indicating that this issue is the most sensitive to the models’965

value orientations. Meanwhile, the legal affairs topic performs best in the Util task (Qwen2.5-72B966

scores 7.55), confirming that LLMs may be more adept at maximizing benefits through procedural967

justice and technical terms.968

G Case Study969

In this section, we will demonstrate specific cases from our evaluation process by examining two970

aspects: the differences in political consensus finding capability among different LLMs on the same971

issue and the capability differences of the same LLM in different parliamentary settings (CAUTION972

FOR THE AI-GENERATED CONTENT). This will more clearly demonstrate the potential of using973

EuroCon to assess LLMs’ ability to find political consensus.974

G.1 Case Study: LLM Performances975

Here, we present an example issue, illustrating its title, background and stances of each party. We then976

compare the response performance of different LLMs on this example. By comparing Response 1.1977

and Response 1.2, we find that both models demonstrate strong support for the major political party978

(ALDE). However, Qwen2.5-72B clearly excels at reconciling the positions of the other party (EFD).979

For instance, Qwen2.5-72B’s responses repeatedly emphasize “safeguarding national sovereignty and980

the integrity of border control”, explicitly aligning this stance with European solidarity to directly981

address EFD’s core concerns. This approach demonstrates a more confrontational yet compromising982

stance. Additionally, Qwen2.5-72B employs technical terminology (e.g., “strong external border983

management support” and “coordinated approach to Schengen zone challenges”) to depoliticize984

sensitive sovereignty issues. Consequently, Qwen2.5-72B achieves higher alignment scores with985

EFD compared to Gemini-2.5.986

We also found that the task becomes easier as the number of parties increases in majority voting, as987

demonstrated by comparing Response 1.1 and Response 1.3. This is because polarized stances have988

limited room for compromise when there are limited parties involved.989

Topic: Civil Liberties Justice & Home Affairs

Title:
European Refugee Fund for the period 2008 to 2013 (amendment of Decision No
573/2007/EC): REPORT on the proposal for a decision of the European Parliament and
of the Council amending Decision No 573/2007/EC establishing the European Refugee Fund
for the period 2008 to 2013 as part of the General programme “Solidarity and Management
of Migration Flows” and repealing Council Decision 2004/904/EC.
Background:
The European Refugee Fund (2008-2013) was established under Decision 573/2007/EC to
support member states in asylum and migration management, forming part of the General
Programme “Solidarity and Management of Migration Flows”. The Parliament will discuss
amendments to the fund’s implementation framework and financial provisions to address
operational challenges during its designated period.

990

Stances

EFD: EFD rejects the proposal’s alignment with Lisbon Treaty frameworks as absolutely
conflicting with national sovereignty principles. EFD opposes the issue’s solidarity mecha-
nisms for failing to address systemic border control failures highlighted in Schengen area
operations. EFD rejects provisions encouraging refugee resettlement, citing unresolved risks
of economic migration exploitation under current EU policies. EFD absolutely conflicts
with the issue’s expanded asylum commitments, emphasizing Turkey’s potential accession
as exacerbating uncontrolled migration pathways. EFD opposes the legislative continuity

991
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approach, demanding treaty re-ratification to halt further EU integration as outlined in Article
294(3) TFEU procedures.
ALDE: ALDE strongly agrees the expansion of refugee resettlement programs through
enhanced ERF allocations, aligning perfectly with ALDE’s longstanding commitment to
European solidarity and human rights protection. ALDE approves directing funds to local au-
thorities for integration infrastructure, effectively advancing ALDE’s priority of empowering
municipalities to deliver housing and social services. ALDE endorses mandatory involvement
of cities in implementation structures, recognizing their frontline role in refugee integration
as emphasized in ALDE’s local governance principles. ALDE commends the focus on
vulnerable groups like women and children, mirroring ALDE’s 2023 manifesto commitments
to gender-sensitive asylum policies. ALDE proposes adding explicit safeguards in Article 4
to prevent national budget absorption, ensuring funds reach grassroots integration projects
without opposing the overall funding mechanism.

992

Qwen2.5-72B Simple Majority (7.0) Response 1.1
EFD (weight: 0.4 score: 4) ALDE (weight: 0.6 score: 9)

The European Parliament raised its position on the proposal for a decision of the European
Parliament and of the Council amending Decision No 573/2007/EC establishing the European
Refugee Fund for the period 2008 to 2013 as part of the General Programme “Solidarity and
Management of Migration Flows” and repealing Council Decision 2004/904/EC, recognizing
the importance of balanced and principled approaches to asylum and migration management.
The Parliament acknowledges the need for solidarity mechanisms and the expansion of
refugee resettlement programs, aligning with the ALDE party’s commitment to human rights
and local integration, while addressing the EFD party’s concerns about national sovereignty
and border control. The Parliament supports enhanced ERF allocations for local authorities
to develop integration infrastructure, ensuring that funds are directed to grassroots projects
with explicit safeguards to prevent national budget absorption, as proposed by ALDE. The
Parliament emphasizes the role of cities in implementation structures, recognizing their
frontline role in refugee integration, and commits to focusing on vulnerable groups like
women and children, in line with ALDE’s priorities. However, the Parliament also stresses
the importance of robust border control measures and the need to address systemic failures
in the Schengen area, as highlighted by EFD, to prevent economic migration exploitation.
The Parliament further calls for a cautious approach to expanded asylum commitments,
particularly in light of Turkey’s potential accession, and demands a comprehensive strategy
to manage migration pathways. The Parliament underscores the necessity of maintaining
national sovereignty and the integrity of border control, advocating for a balanced approach
that respects both European solidarity and national interests. The resolution is supported by
more than 50% of the Parliament members, reflecting the proportional stances of the EFD
(40.0%) and ALDE (60.0%) parties.

993

Gemini-2.5 Simple Majority (5.4) Response 1.2
EFD (weight: 0.4 score: 0) ALDE (weight: 0.6 score: 9)

The European Parliament raised its position on the proposal for a decision amending Deci-
sion No 573/2007/EC establishing the European Refugee Fund for the period 2008 to 2013,
acknowledging the importance of supporting member states in migration management under
the General programme “Solidarity and Management of Migration Flows” while recognizing
concerns regarding implementation and effectiveness, and strongly supporting the expansion
of refugee resettlement programs through enhanced ERF allocations as a demonstration of
European solidarity and commitment to human rights protection, although emphasizing the
need for robust screening and measures to mitigate risks of economic migration exploitation
and ensure genuine need, further approving the direction of funds towards local authorities to
strengthen integration infrastructure, including housing and social services, thereby empow-
ering municipalities, and endorsing the mandatory involvement of cities in implementation
structures given their crucial frontline role in refugee integration, and commending the nec-

994

35



essary focus on vulnerable groups such as women and children within the fund’s activities,
while proposing explicit safeguards, potentially within Article 4, to prevent the absorption
of fund allocations into national budgets, ensuring resources effectively reach grassroots
integration projects, understanding that effective solidarity mechanisms must be comple-
mented by support for robust external border management and coordinated approaches to
address systemic challenges within the Schengen area, and proceeding within the established
legislative framework to address operational challenges during the fund’s designated period.

995

Qwen2.5-72B Simple Majority (7.7) Response 1.3
EFD (weight: 0.1 score: 3) ALDE (weight: 0.3 score: 9)
SD (weight: 0.4 score: 8) GUE_NGL (weight: 0.2 score: 8)

The European Parliament raised its position at first reading on the European Commission’s
proposal to amend Decision No 573/2007/EC establishing the European Refugee Fund for
the period 2008 to 2013, informed by the Committee on Civil Liberties, Justice and Home
Affairs’ report, and incorporating the perspectives of the European Free Democratic (EFD),
Alliance of Liberals and Democrats for Europe (ALDE), Social Democrats (SD), and the
Confederal Group of the European United Left/Nordic Green Left (GUE_NGL). The Parlia-
ment emphasized the need to balance the principles of national sovereignty and EU solidarity,
recognizing the EFD’s concerns about the alignment with the Lisbon Treaty and the potential
impact on national border control. To address these concerns, the Parliament proposed a
detailed review of the Schengen area operations to ensure robust border management and
prevent economic migration exploitation. The Parliament strongly supports the expansion of
refugee resettlement programs and the enhanced allocation of funds to local authorities for
integration infrastructure, aligning with ALDE’s commitment to human rights and municipal
empowerment. It endorses the mandatory involvement of cities in implementation structures
and proposes explicit safeguards in Article 4 to prevent national budget absorption, ensuring
funds reach grassroots integration projects. The Parliament also strongly agrees with SD’s em-
phasis on harmonizing resettlement programs through the European Asylum Support Office
and enhancing parliamentary oversight to ensure compliance with humanitarian standards. It
proposes reinforcing interinstitutional cooperation on delegated acts to prevent procedural
delays while maintaining full support for the ERF’s core objectives. The Parliament strongly
approves the issue’s alignment with the Lisbon Treaty’s solidarity principles, as highlighted
by GUE_NGL, and endorses enhanced parliamentary oversight to ensure that migration funds
prioritize humanitarian needs over securitized systems. It proposes amending implementation
guidelines to mandate rigorous data protection safeguards and auditing technical frameworks
to avoid wasteful expenditures and ensure accountability in migration management tools.
The Parliament underscores the necessity of strict adherence to free movement principles
and urges mechanisms to address disproportionate border checks that undermine Schengen
commitments. The resolution reflects a balanced approach to address the diverse concerns
and priorities of the political parties, ensuring that the European Refugee Fund effectively
supports member states in asylum and migration management.
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G.2 Case Study: Different Parliament Settings997

In the previous subsection, we observed that task difficulty tends to decrease as the number of parties998

increases. Now we examine another example that demonstrates additional effects of parliamentary999

settings.1000

By comparing Response 2.1 and Response 2.2, we notice a reversed effect concerning Rawlsianism1001

settings. Viewing from the content of Response 2.1, it becomes evident that accommodating all four1002

stances within a single resolution is more challenging.1003

By comparing Response 2.3 and Response 2.4, we observe that achieving a 2/3 Majority is a little bit1004

more challenging than dealing with the setting of Veto Power. In this case, the 2/3 Majority requires1005

accommodating three out of four stances, making it difficult to craft a resolution that is sensible and1006

acceptable to a larger group.1007
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Topic: Foreign & Security Policy

Title:
Negotiations of the EU-Georgia Association Agreement: REPORT containing the Euro-
pean Parliament’s recommendations to the Council, the Commission and the EEAS on the
negotiations of the EU-Georgia Association Agreement.
Background:
Ongoing EU-Georgia Association Agreement negotiations followed the 2008 Georgia-Russia
conflict, existing Partnership and Cooperation Agreement (1999), Eastern Partnership ini-
tiatives, and ENP Action Plan commitments. The Parliament will discuss advancing the
Association Agreement to deepen political-economic ties, including trade integration and
addressing post-conflict territorial disputes.

1008

Stances

EFD: EFD rejects the issue’s assumption that EU influence can effectively stabilize Georgia,
citing unresolved geopolitical tensions like Abkhazia’s alignment with Russia as fundamen-
tally disputeing with EFD’s skepticism about EU capacity in the region. EFD opposes the
prioritization of economic integration through DCFTA talks, arguing the proposal overlooks
critical aspects of post-Soviet governance challenges and ingrained instability inconsistent
with EFD’s emphasis on sovereignty-first approaches. EFD fundamentally disputes with
the issue’s reliance on technical assistance for democratic reforms, asserting that Georgia’s
Soviet-era institutional legacies and civil unrest require deeper structural changes beyond
EU frameworks. EFD criticizes the issue’s failure to address Russian influence in breakaway
regions as a direct contradiction to EFD’s stance on prioritizing territorial integrity over
aspirational trade alignment. EFD opposes the emphasis on EU-aligned legislative reforms,
deeming it inconsistent with EFD’s principle that Georgia’s democratic development must
precede external economic integration.
GREEN_EFA: GREEN_EFA strongly accepts the issue’s integration of human rights and
governance reforms, which aligns perfectly with their commitment to conflict accountability
and sustainable development in EU partnerships. GREEN_EFA applauds the focus on
Georgia’s economic recovery through DCFTA conditions, urging additional EU technical
assistance to accelerate labor rights alignment with ILO standards. GREEN_EFA proposes
amending the issue to explicitly reference the Tagliavini Commission’s findings on the 2008
war, enhancing historical clarity while maintaining full support for Georgia’s territorial
integrity. GREEN_EFA approves the emphasis on ICC cooperation as critical to addressing
unresolved war crime allegations, matching their manifesto priorities on international justice
mechanisms. GREEN_EFA highlights the need for Georgia to address the Norwegian
Helsinki Committee’s concerns through transparent investigations, reinforcing institutional
reforms under the Agreement’s governance pillar.
SD: SD strongly sanctions the issue’s emphasis on advancing Georgia’s economic reforms
and alignment with EU standards, particularly in rule of law and social market economy,
which aligns perfectly with SD’s commitment to democratic governance and sustainable
development. SD applauds the call for inclusive political dialogue and media accessibility for
opposition parties, reflecting SD’s priority of fostering democratic pluralism and transparency
in EU partner states. SD proposes enhancing technical assistance to explicitly include minority
integration programs, ensuring Georgia’s reforms address social cohesion as highlighted in
the debate. SD endorses the issue’s focus on conflict mediation and WTO cooperation, critical
for stabilizing Georgia’s regional context and advancing economic recovery post-2008. SD
emphasizes the need to accelerate visa liberalization to deepen people-to-people ties, a step
congruent with the issue’s human rights and governance objectives.
GUE_NGL: GUE_NGL opposes fundamentally the Agreement’s neglect of territorial auton-
omy and democratic principles in South Ossetia, Abkhazia, and the omitted third autonomous
unit, conflicting with their commitment to self-determination. GUE_NGL rejects the issue’s
prioritization of anti-Russia rhetoric over addressing Georgia’s internal governance failures,
inconsistent with their stance on peaceful conflict issue. GUE_NGL highlights the Agree-
ment’s omission of citizenship rigging concerns, undermining its credibility on rule-of-law
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reforms central to the issue’s goals. GUE_NGL condemns the assimilation-driven economic
demands as premature, clashing with their principle of equitable integration over coercive
alignment. GUE_NGL notes the proposal’s silence on toxic waste disposal accountability,
failing to align with their environmental justice priorities outlined in the issue.

1010

Qwen2.5-72B Rawlsianism 4 Parties (3.0) Response 2.1
EFD (weight: n/a score: 3) GREEN_EFA (weight: n/a score: 7)
SD (weight: n/a score: 9) GUE_NGL (weight: n/a score: 4)

The European Parliament raised concerns over the ongoing negotiations of the EU-Georgia
Association Agreement, emphasizing the need to balance economic integration with territorial
integrity and democratic reforms. The Parliament recognizes the importance of advancing the
Deep and Comprehensive Free Trade Area (DCFTA) to bolster Georgia’s economic recovery
and align with EU standards, but acknowledges EFD’s skepticism about the EU’s capacity
to stabilize Georgia and the need to address unresolved geopolitical tensions, particularly in
Abkhazia and South Ossetia. To mitigate these concerns, the Parliament proposes a phased
approach to economic integration, prioritizing the resolution of territorial disputes and the re-
duction of Russian influence in breakaway regions. The Parliament supports GREEN_EFA’s
focus on human rights and governance reforms, including the integration of labor rights
aligned with ILO standards and the explicit reference to the Tagliavini Commission’s findings
on the 2008 war. The Parliament also endorses SD’s emphasis on inclusive political dialogue
and media accessibility, and the need for enhanced technical assistance to include minority
integration programs. To address GUE_NGL’s concerns, the Parliament calls for a nuanced
approach to territorial autonomy, ensuring that democratic principles are respected in South
Ossetia and Abkhazia, and for the inclusion of measures to address internal governance
failures and citizenship rigging. The Parliament further urges the EU to provide transparent
and accountable mechanisms for addressing war crime allegations and toxic waste disposal,
aligning with GUE_NGL’s environmental justice priorities. The Parliament commits to accel-
erating visa liberalization to deepen people-to-people ties and to enhancing conflict mediation
efforts, recognizing the critical role of the WTO in stabilizing Georgia’s regional context. The
Parliament stresses the importance of ensuring that all reforms and agreements are grounded
in Georgia’s democratic development and sovereignty, and calls for a comprehensive and
balanced approach to the negotiations that maximizes benefits for all parties involved.
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Qwen2.5-72B Rawlsianism 2 Parties (8.0) Response 2.2
SD (weight: n/a score: 8) GUE_NGL (weight: n/a score: 8)

The European Parliament raised concerns about the ongoing negotiations of the EU-Georgia
Association Agreement, emphasizing the need to balance economic and political reforms
with the principles of democratic governance and social cohesion. The Parliament strongly
supports the advancement of Georgia’s economic reforms and alignment with EU standards,
particularly in the rule of law and the social market economy, recognizing these as crucial for
sustainable development and democratic pluralism. It applauds the call for inclusive political
dialogue and media accessibility for opposition parties, fostering transparency and democratic
participation. To address the concerns of the GUE_NGL, the Parliament underscores the
importance of respecting territorial autonomy and democratic principles in South Ossetia,
Abkhazia, and any other autonomous units, advocating for a balanced approach that includes
dialogue and cooperation with local authorities to ensure self-determination. The Parliament
also highlights the need to address internal governance failures, including concerns over
citizenship rigging, to enhance the credibility of rule-of-law reforms. To mitigate the risk
of premature assimilation-driven economic demands, the Parliament proposes a phased
approach to economic integration, focusing on equitable and inclusive growth that supports
minority integration and social cohesion. The Parliament further emphasizes the importance
of environmental justice, calling for the inclusion of provisions on toxic waste disposal
accountability to align with the EU’s environmental standards. The Parliament endorses
the focus on conflict mediation and WTO cooperation, recognizing these as essential for
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stabilizing Georgia’s regional context and advancing economic recovery post-2008. It also
calls for accelerated visa liberalization to deepen people-to-people ties, aligning with the
human rights and governance objectives of the Agreement. The Parliament urges the Council,
the Commission, and the EEAS to incorporate these recommendations into the negotiations
to ensure a fair and comprehensive Association Agreement that benefits all stakeholders.

1013

Qwen2.5-72B 2/3 Majority (6.6) Response 2.3
EFD (weight: 0.2 score: 3) GREEN_EFA (weight: 0.4 score: 9)
SD (weight: 0.2 score: 9) GUE_NGL (weight: 0.2 score: 3)

The European Parliament raised its recommendations to the Council, the Commission, and
the EEAS on the negotiations of the EU-Georgia Association Agreement, emphasizing the
need to balance economic integration with political stability and territorial integrity by a
weighted consensus of 20% from Party EFD, 40% from Party GREEN_EFA, 20% from Party
SD, and 20% from Party GUE_NGL. The Parliament supports the advancement of Georgia’s
economic reforms and alignment with EU standards, particularly in the rule of law and social
market economy, as proposed by Party SD, while also acknowledging the critical importance
of addressing unresolved geopolitical tensions and Russian influence in breakaway regions,
as highlighted by Party EFD. To address these concerns, the Parliament recommends that the
EU provide targeted technical assistance for Georgia’s democratic reforms, including labor
rights alignment with ILO standards, as advocated by Party GREEN_EFA, and explicitly
reference the findings of the Tagliavini Commission to enhance historical clarity and maintain
full support for Georgia’s territorial integrity. The Parliament further endorses the inclusion of
minority integration programs and the acceleration of visa liberalization to deepen people-to-
people ties, as proposed by Party SD, while also recognizing the need for conflict mediation
and WTO cooperation to stabilize Georgia’s regional context. In response to the concerns
raised by Party GUE_NGL, the Parliament emphasizes the importance of respecting the
principles of self-determination and internal governance, ensuring that economic demands
are equitable and not coercive, and addressing environmental justice issues, such as toxic
waste disposal accountability. The Parliament calls for a comprehensive approach that
integrates human rights, governance reforms, and sustainable development, ensuring that
the Agreement’s goals are achieved through transparent and inclusive processes that respect
Georgia’s sovereignty and the well-being of all its citizens.
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Qwen2.5-72B Veto Power (5.0) Response 2.4
EFD (weight: 0.2 score: 0) GREEN_EFA (weight: 0.4 score: 8)
SD (weight: 0.2 score: 7) GUE_NGL (weight: 0.2 score: 2)

The European Parliament raised strong support for the EU-Georgia Association Agreement,
recognizing it as a critical framework for deepening political and economic ties, while
emphasizing the need to address unresolved geopolitical tensions and the complexities of
Georgia’s post-Soviet governance challenges. The Parliament underscored the importance of
Georgia’s sovereignty and territorial integrity, particularly in the context of Russian influence
in Abkhazia and South Ossetia, and called for a balanced approach that prioritizes these
concerns over aspirational trade alignment. It acknowledged the potential of the Deep and
Comprehensive Free Trade Area (DCFTA) to foster economic recovery and integration, but
stressed that such efforts must be accompanied by comprehensive structural reforms and
a focus on democratic development. The Parliament strongly supported the integration of
human rights and governance reforms, including the alignment with ILO labor standards and
the transparent investigation of concerns raised by the Norwegian Helsinki Committee. It
emphasized the need for inclusive political dialogue and media accessibility for opposition
parties, and proposed enhancing technical assistance to include minority integration programs
to ensure social cohesion. The Parliament also highlighted the importance of conflict media-
tion and WTO cooperation to stabilize the region and accelerate visa liberalization to deepen
people-to-people ties. However, it recognized the necessity of addressing internal governance
failures and the need for equitable integration, cautioning against premature economic de-
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mands and the potential for social and environmental dumping. The Parliament called for
a nuanced approach that respects Georgia’s sovereignty and emphasizes the importance of
self-determination, while ensuring that the Agreement addresses the concerns of all regions,
including the third autonomous unit. It urged the inclusion of provisions for citizenship
rigging concerns and toxic waste disposal accountability to align with environmental justice
priorities. The Parliament reiterated Georgia’s European perspective and its strategic role in
the Southern Corridor, advocating for constructive regional dialogue and the extension of the
EU Monitoring Mission (EUMM) mandate to ensure long-term stability and security.
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H Background of the European Parliament1017

The European Parliament is one of the principal legislative and supervisory bodies29 of the European1018

Union, which is composed of MEPs who are directly elected by citizens of European Union member1019

states [Hix and Høyland, 2013]. It plays a crucial role in shaping European Union policies, exercising1020

legislative powers in cooperation with the Council of the European Union, approving the European1021

Union budget, and overseeing the work of the European Commission [Wallace et al., 2020].1022

A defining characteristic of the European Parliament is its multi-party, cross-cultural deliberative1023

environment. Unlike national parliaments, the European Parliament brings together political groups1024

that transcend national boundaries, fostering a pluralistic debate that integrates diverse political1025

ideologies, from green and far-left parties to center-right and eurosceptic factions. This structure can1026

more comprehensively reflect diverse political viewpoints.1027

Moreover, the European Parliament’s deliberative procedures are relatively open and comprehensive,1028

making its data more complete and easier to obtain. This openness to data and relatively complete1029

records make it a valuable resource for political and academic research.1030

I Discussion and Limitations1031

As discussed in ??, although EuroCon has demonstrated an excellent ability to evaluate LLMs in1032

finding political consensus, we acknowledge that it still faces some limitations. In this section, we1033

will discuss these in more detail.1034

Firstly, we introduced LLMs in the data cleaning process, which may lead to the introduction of1035

its specific biases, as well as AI-generated content that contains risks or offensive language toward1036

certain groups. Secondly, our work treats all political parties as a whole, but in reality, the parties1037

in the European Parliament are inherently complex political groups with internal conflicts. This1038

complexity can be considered in future work. Additionally, there is a risk of data leakage in our1039

dataset. However, not only have we mitigated this effect by setting task configurations different from1040

the real world, but our experiments also show that current state-of-the-art LLMs are not very effective1041

at handling tasks that involve finding political consensus across different tasks. This suggests that the1042

impact of data leakage might not be significant.1043

Moreover, regarding the setting of the veto system, in the real-world UNSC, there are five permanent1044

members with veto power, whereas in our setup, only one party has veto power at a time. This setting1045

can be improved in future work by increasing the number of parties with veto power under conditions1046

involving more parties. Finally, for convenience of illustration, EuroCon only used the task settings1047

defined in section 4 to generate one round of data. In fact, since generating task scenarios incurs no1048

cost, we can customize a large number of test scenarios flexibly and diversely according to specific1049

needs. This can further enable our work to be applied to broader research settings, such as Pareto1050

improvements and multi-objective optimization research, as well as research on different deliberation1051

algorithms, and our evaluation framework can even retain its algorithm-agnostic feature, which can1052

also be considered in future work.1053

29https://european-union.europa.eu/institutions-law-budget/institutions-and-bodies/search-all-eu-
institutions-and-bodies/european-parliament_en
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J Ethical Statement and Disclaimer1054

In this section, we will discuss the copyright issues of the data sources in this paper, the potential1055

social risks, and the statement regarding the proper use of the data in EuroCon.1056

J.1 Copyright of Data Sources1057

The data in this paper is sourced and organized from the official website of the European Parliament30,1058

HowTheyVote31, and the VoteWatch Europe dataset [HIX et al., 2022]. Both the official website of1059

the European Parliament and HowTheyVote allow the use of their data as long as the source is cited,1060

while the VoteWatch Europe dataset follows the CC 4.0 license.1061

J.2 Potential Societal Impact and Statement on the Use of EuroCon1062

EuroCon, as an AI project with the potential to influence social governance processes, carries certain1063

social risks. For instance, it might generate biased or offensive statements towards specific groups1064

when producing consensus decisions. Additionally, the use of AI systems in social governance1065

processes could have both short-term and long-term impacts. Short-term effects might include1066

generating persuasive rhetoric or exploiting cognitive biases of government officials, such as the1067

anchoring effect, thereby reinforcing legislators’ existing biases. It could also lead to legislators1068

becoming overly reliant on automated tools, neglecting more comprehensive research, consultation,1069

and deliberation. In the long term, it might amplify social issues, lock in certain values and knowledge,1070

or lead to unpredictable risks and adverse outcomes. Before applying it to real-world governance1071

processes, it is crucial to extensively consider its potential social risks.1072

The data in EuroCon has undergone processing using LLMs, including filtering, summarizing, and1073

translating, as well as expanded settings for specific tasks, such as adjusting the distribution of seats1074

among different parties and adding additional voting rules. During the LLM data processing, although1075

the content is directly related to the original text, inherent biases and harmful statements may still be1076

introduced from the LLMs. Additionally, we do not rule out the possibility of omissions during data1077

collection. These factors mean that our benchmark does not necessarily have a direct correlation with1078

real-world European Parliament decisions and cannot be used to represent or predict any political1079

outcomes or statements of the European Parliament.1080

It is worth noting that EuroCon should be only used for scientific research and academic purposes. If1081

any third party uses EuroCon to make inappropriate statements, actions, or harmful legal suggestions1082

regarding political, ethical, or other issues, this paper is not responsible for such actions. Additionally,1083

since the data sources of EuroCon are real parliamentary data, they may contain politically sensitive1084

statements from certain countries and regions, which do not represent any political views of the1085

authors of this article.1086

30https://www.europarl.europa.eu
31https://howtheyvote.eu
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NeurIPS Paper Checklist1087

1. Claims1088

Question: Do the main claims made in the abstract and introduction accurately reflect the1089

paper’s contributions and scope?1090

Answer: [Yes]1091

Justification: Yes, the main claims in the abstract and introduction accurately reflect the1092

paper’s contributions and scope.1093

Guidelines:1094

• The answer NA means that the abstract and introduction do not include the claims1095

made in the paper.1096

• The abstract and/or introduction should clearly state the claims made, including the1097

contributions made in the paper and important assumptions and limitations. A No or1098

NA answer to this question will not be perceived well by the reviewers.1099

• The claims made should match theoretical and experimental results, and reflect how1100

much the results can be expected to generalize to other settings.1101

• It is fine to include aspirational goals as motivation as long as it is clear that these goals1102

are not attained by the paper.1103

2. Limitations1104

Question: Does the paper discuss the limitations of the work performed by the authors?1105

Answer: [Yes]1106

Justification: Yes, we have already discussed our limitations and ethical concerns in Ap-1107

pendix I and Appendix J.1108

Guidelines:1109

• The answer NA means that the paper has no limitation while the answer No means that1110

the paper has limitations, but those are not discussed in the paper.1111

• The authors are encouraged to create a separate "Limitations" section in their paper.1112

• The paper should point out any strong assumptions and how robust the results are to1113

violations of these assumptions (e.g., independence assumptions, noiseless settings,1114

model well-specification, asymptotic approximations only holding locally). The authors1115

should reflect on how these assumptions might be violated in practice and what the1116

implications would be.1117

• The authors should reflect on the scope of the claims made, e.g., if the approach was1118

only tested on a few datasets or with a few runs. In general, empirical results often1119

depend on implicit assumptions, which should be articulated.1120

• The authors should reflect on the factors that influence the performance of the approach.1121

For example, a facial recognition algorithm may perform poorly when image resolution1122

is low or images are taken in low lighting. Or a speech-to-text system might not be1123

used reliably to provide closed captions for online lectures because it fails to handle1124

technical jargon.1125

• The authors should discuss the computational efficiency of the proposed algorithms1126

and how they scale with dataset size.1127

• If applicable, the authors should discuss possible limitations of their approach to1128

address problems of privacy and fairness.1129

• While the authors might fear that complete honesty about limitations might be used by1130

reviewers as grounds for rejection, a worse outcome might be that reviewers discover1131

limitations that aren’t acknowledged in the paper. The authors should use their best1132

judgment and recognize that individual actions in favor of transparency play an impor-1133

tant role in developing norms that preserve the integrity of the community. Reviewers1134

will be specifically instructed to not penalize honesty concerning limitations.1135

3. Theory assumptions and proofs1136

Question: For each theoretical result, does the paper provide the full set of assumptions and1137

a complete (and correct) proof?1138
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Answer: [NA]1139

Justification: Since our contribution is a benchmark, we do not have parts relative to any1140

theoretical results.1141

Guidelines:1142

• The answer NA means that the paper does not include theoretical results.1143

• All the theorems, formulas, and proofs in the paper should be numbered and cross-1144

referenced.1145

• All assumptions should be clearly stated or referenced in the statement of any theorems.1146

• The proofs can either appear in the main paper or the supplemental material, but if1147

they appear in the supplemental material, the authors are encouraged to provide a short1148

proof sketch to provide intuition.1149

• Inversely, any informal proof provided in the core of the paper should be complemented1150

by formal proofs provided in appendix or supplemental material.1151

• Theorems and Lemmas that the proof relies upon should be properly referenced.1152

4. Experimental result reproducibility1153

Question: Does the paper fully disclose all the information needed to reproduce the main ex-1154

perimental results of the paper to the extent that it affects the main claims and/or conclusions1155

of the paper (regardless of whether the code and data are provided or not)?1156

Answer: [Yes]1157

Justification: Yes, we have detailed our experimental setup in Appendix B. Additionally, we1158

have already provided the link to all our data and code on OpenReview. We also included a1159

documentation file for our code in the GitHub repository, following the instructions inside1160

will allow replication of our evaluation results.1161

Guidelines:1162

• The answer NA means that the paper does not include experiments.1163

• If the paper includes experiments, a No answer to this question will not be perceived1164

well by the reviewers: Making the paper reproducible is important, regardless of1165

whether the code and data are provided or not.1166

• If the contribution is a dataset and/or model, the authors should describe the steps taken1167

to make their results reproducible or verifiable.1168

• Depending on the contribution, reproducibility can be accomplished in various ways.1169

For example, if the contribution is a novel architecture, describing the architecture fully1170

might suffice, or if the contribution is a specific model and empirical evaluation, it may1171

be necessary to either make it possible for others to replicate the model with the same1172

dataset, or provide access to the model. In general. releasing code and data is often1173

one good way to accomplish this, but reproducibility can also be provided via detailed1174

instructions for how to replicate the results, access to a hosted model (e.g., in the case1175

of a large language model), releasing of a model checkpoint, or other means that are1176

appropriate to the research performed.1177

• While NeurIPS does not require releasing code, the conference does require all submis-1178

sions to provide some reasonable avenue for reproducibility, which may depend on the1179

nature of the contribution. For example1180

(a) If the contribution is primarily a new algorithm, the paper should make it clear how1181

to reproduce that algorithm.1182

(b) If the contribution is primarily a new model architecture, the paper should describe1183

the architecture clearly and fully.1184

(c) If the contribution is a new model (e.g., a large language model), then there should1185

either be a way to access this model for reproducing the results or a way to reproduce1186

the model (e.g., with an open-source dataset or instructions for how to construct1187

the dataset).1188

(d) We recognize that reproducibility may be tricky in some cases, in which case1189

authors are welcome to describe the particular way they provide for reproducibility.1190

In the case of closed-source models, it may be that access to the model is limited in1191

some way (e.g., to registered users), but it should be possible for other researchers1192

to have some path to reproducing or verifying the results.1193
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5. Open access to data and code1194

Question: Does the paper provide open access to the data and code, with sufficient instruc-1195

tions to faithfully reproduce the main experimental results, as described in supplemental1196

material?1197

Answer: [NA]1198

Justification: The submission page did not provide an option to submit data and code in a1199

manner that preserves author anonymity.1200

Guidelines:1201

• The answer NA means that paper does not include experiments requiring code.1202

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/1203

public/guides/CodeSubmissionPolicy) for more details.1204

• While we encourage the release of code and data, we understand that this might not be1205

possible, so âĂIJNoâĂİ is an acceptable answer. Papers cannot be rejected simply for1206

not including code, unless this is central to the contribution (e.g., for a new open-source1207

benchmark).1208

• The instructions should contain the exact command and environment needed to run to1209

reproduce the results. See the NeurIPS code and data submission guidelines (https:1210

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.1211

• The authors should provide instructions on data access and preparation, including how1212

to access the raw data, preprocessed data, intermediate data, and generated data, etc.1213

• The authors should provide scripts to reproduce all experimental results for the new1214

proposed method and baselines. If only a subset of experiments are reproducible, they1215

should state which ones are omitted from the script and why.1216

• At submission time, to preserve anonymity, the authors should release anonymized1217

versions (if applicable).1218

• Providing as much information as possible in supplemental material (appended to the1219

paper) is recommended, but including URLs to data and code is permitted.1220

6. Experimental setting/details1221

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-1222

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the1223

results?1224

Answer: [Yes]1225

Justification: Yes, we provide a detailed introduction to our data content in section 2, a1226

detailed explanation of all our task settings in section 4, and an introduction to the models1227

and settings used for experimental evaluation in Appendix B. Additionally, we present the1228

entire process of our data scraping and cleaning in Appendix C, and all the prompts we used1229

in Appendix E.1230

Guidelines:1231

• The answer NA means that the paper does not include experiments.1232

• The experimental setting should be presented in the core of the paper to a level of detail1233

that is necessary to appreciate the results and make sense of them.1234

• The full details can be provided either with the code, in appendix, or as supplemental1235

material.1236

7. Experiment statistical significance1237

Question: Does the paper report error bars suitably and correctly defined or other appropriate1238

information about the statistical significance of the experiments?1239

Answer: [Yes]1240

Justification: Yes, we present various error analyses of our evaluation framework in section 3.1241

We also provide the complete experimental results for each fine-grained topic in Appendix1242

F.2 to supplement the main text, showing the variation range of each subtask’s average1243

experimental results.1244

Guidelines:1245
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• The answer NA means that the paper does not include experiments.1246

• The authors should answer "Yes" if the results are accompanied by error bars, confi-1247

dence intervals, or statistical significance tests, at least for the experiments that support1248

the main claims of the paper.1249

• The factors of variability that the error bars are capturing should be clearly stated (for1250

example, train/test split, initialization, random drawing of some parameter, or overall1251

run with given experimental conditions).1252

• The method for calculating the error bars should be explained (closed form formula,1253

call to a library function, bootstrap, etc.)1254

• The assumptions made should be given (e.g., Normally distributed errors).1255

• It should be clear whether the error bar is the standard deviation or the standard error1256

of the mean.1257

• It is OK to report 1-sigma error bars, but one should state it. The authors should1258

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis1259

of Normality of errors is not verified.1260

• For asymmetric distributions, the authors should be careful not to show in tables or1261

figures symmetric error bars that would yield results that are out of range (e.g. negative1262

error rates).1263

• If error bars are reported in tables or plots, The authors should explain in the text how1264

they were calculated and reference the corresponding figures or tables in the text.1265

8. Experiments compute resources1266

Question: For each experiment, does the paper provide sufficient information on the com-1267

puter resources (type of compute workers, memory, time of execution) needed to reproduce1268

the experiments?1269

Answer: [NA]1270

Justification: Since the main contribution of this paper is to provide a benchmark, it does1271

not involve the use of computational resources.1272

Guidelines:1273

• The answer NA means that the paper does not include experiments.1274

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,1275

or cloud provider, including relevant memory and storage.1276

• The paper should provide the amount of compute required for each of the individual1277

experimental runs as well as estimate the total compute.1278

• The paper should disclose whether the full research project required more compute1279

than the experiments reported in the paper (e.g., preliminary or failed experiments that1280

didn’t make it into the paper).1281

9. Code of ethics1282

Question: Does the research conducted in the paper conform, in every respect, with the1283

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?1284

Answer: [Yes]1285

Justification: Yes, we have already discussed the ethical concerns in Appendix J.1286

Guidelines:1287

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.1288

• If the authors answer No, they should explain the special circumstances that require a1289

deviation from the Code of Ethics.1290

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-1291

eration due to laws or regulations in their jurisdiction).1292

10. Broader impacts1293

Question: Does the paper discuss both potential positive societal impacts and negative1294

societal impacts of the work performed?1295

Answer: [Yes]1296
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Justification: Yes, we have already discussed the ethical concerns in Appendix J.1297

Guidelines:1298

• The answer NA means that there is no societal impact of the work performed.1299

• If the authors answer NA or No, they should explain why their work has no societal1300

impact or why the paper does not address societal impact.1301

• Examples of negative societal impacts include potential malicious or unintended uses1302

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations1303

(e.g., deployment of technologies that could make decisions that unfairly impact specific1304

groups), privacy considerations, and security considerations.1305

• The conference expects that many papers will be foundational research and not tied1306

to particular applications, let alone deployments. However, if there is a direct path to1307

any negative applications, the authors should point it out. For example, it is legitimate1308

to point out that an improvement in the quality of generative models could be used to1309

generate deepfakes for disinformation. On the other hand, it is not needed to point out1310

that a generic algorithm for optimizing neural networks could enable people to train1311

models that generate Deepfakes faster.1312

• The authors should consider possible harms that could arise when the technology is1313

being used as intended and functioning correctly, harms that could arise when the1314

technology is being used as intended but gives incorrect results, and harms following1315

from (intentional or unintentional) misuse of the technology.1316

• If there are negative societal impacts, the authors could also discuss possible mitigation1317

strategies (e.g., gated release of models, providing defenses in addition to attacks,1318

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from1319

feedback over time, improving the efficiency and accessibility of ML).1320

11. Safeguards1321

Question: Does the paper describe safeguards that have been put in place for responsible1322

release of data or models that have a high risk for misuse (e.g., pretrained language models,1323

image generators, or scraped datasets)?1324

Answer: [Yes]1325

Justification: We cannot fully prevent potential misuse of our data, but in Appendix J, we1326

outline proper usage guidelines and disclose associated risks.1327

Guidelines:1328

• The answer NA means that the paper poses no such risks.1329

• Released models that have a high risk for misuse or dual-use should be released with1330

necessary safeguards to allow for controlled use of the model, for example by requiring1331

that users adhere to usage guidelines or restrictions to access the model or implementing1332

safety filters.1333

• Datasets that have been scraped from the Internet could pose safety risks. The authors1334

should describe how they avoided releasing unsafe images.1335

• We recognize that providing effective safeguards is challenging, and many papers do1336

not require this, but we encourage authors to take this into account and make a best1337

faith effort.1338

12. Licenses for existing assets1339

Question: Are the creators or original owners of assets (e.g., code, data, models), used in1340

the paper, properly credited and are the license and terms of use explicitly mentioned and1341

properly respected?1342

Answer: [Yes]1343

Justification: We present the copyright statements of the data sources we use in Appendix J.1344

Guidelines:1345

• The answer NA means that the paper does not use existing assets.1346

• The authors should cite the original paper that produced the code package or dataset.1347

• The authors should state which version of the asset is used and, if possible, include a1348

URL.1349
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• The name of the license (e.g., CC-BY 4.0) should be included for each asset.1350

• For scraped data from a particular source (e.g., website), the copyright and terms of1351

service of that source should be provided.1352

• If assets are released, the license, copyright information, and terms of use in the1353

package should be provided. For popular datasets, paperswithcode.com/datasets1354

has curated licenses for some datasets. Their licensing guide can help determine the1355

license of a dataset.1356

• For existing datasets that are re-packaged, both the original license and the license of1357

the derived asset (if it has changed) should be provided.1358

• If this information is not available online, the authors are encouraged to reach out to1359

the asset’s creators.1360

13. New assets1361

Question: Are new assets introduced in the paper well documented and is the documentation1362

provided alongside the assets?1363

Answer: [Yes]1364

Justification: We provide a detailed description of our dataset’s composition in ??, while1365

Appendix J contains the copyright declarations for all data sources we used in our benchmark.1366

The specific usage of our benchmark is provided in the GitHub repository we submitted.1367

Guidelines:1368

• The answer NA means that the paper does not release new assets.1369

• Researchers should communicate the details of the dataset/code/model as part of their1370

submissions via structured templates. This includes details about training, license,1371

limitations, etc.1372

• The paper should discuss whether and how consent was obtained from people whose1373

asset is used.1374

• At submission time, remember to anonymize your assets (if applicable). You can either1375

create an anonymized URL or include an anonymized zip file.1376

14. Crowdsourcing and research with human subjects1377

Question: For crowdsourcing experiments and research with human subjects, does the paper1378

include the full text of instructions given to participants and screenshots, if applicable, as1379

well as details about compensation (if any)?1380

Answer: [NA]1381

Justification: This paper does not involve any human subjects.1382

Guidelines:1383

• The answer NA means that the paper does not involve crowdsourcing nor research with1384

human subjects.1385

• Including this information in the supplemental material is fine, but if the main contribu-1386

tion of the paper involves human subjects, then as much detail as possible should be1387

included in the main paper.1388

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,1389

or other labor should be paid at least the minimum wage in the country of the data1390

collector.1391

15. Institutional review board (IRB) approvals or equivalent for research with human1392

subjects1393

Question: Does the paper describe potential risks incurred by study participants, whether1394

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)1395

approvals (or an equivalent approval/review based on the requirements of your country or1396

institution) were obtained?1397

Answer: [NA]1398

Justification: This paper does not involve any human subjects.1399

Guidelines:1400
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• The answer NA means that the paper does not involve crowdsourcing nor research with1401

human subjects.1402

• Depending on the country in which research is conducted, IRB approval (or equivalent)1403

may be required for any human subjects research. If you obtained IRB approval, you1404

should clearly state this in the paper.1405

• We recognize that the procedures for this may vary significantly between institutions1406

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the1407

guidelines for their institution.1408

• For initial submissions, do not include any information that would break anonymity (if1409

applicable), such as the institution conducting the review.1410

16. Declaration of LLM usage1411

Question: Does the paper describe the usage of LLMs if it is an important, original, or1412

non-standard component of the core methods in this research? Note that if the LLM is used1413

only for writing, editing, or formatting purposes and does not impact the core methodology,1414

scientific rigorousness, or originality of the research, declaration is not required.1415

Answer: [Yes]1416

Justification: We use LLMs to preprocess our raw data. We also use LLMs for text refinement1417

and implementing common functions.1418

Guidelines:1419

• The answer NA means that the core method development in this research does not1420

involve LLMs as any important, original, or non-standard components.1421

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1422

for what should or should not be described.1423

1424
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