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Abstract

Retrieval-Augmented Generation (RAG) has001
been widely utilized to integrate external002
knowledge into Large Language Models003
(LLMs) for enhancement on question answer-004
ing tasks. Recently, graph-augmented RAG ap-005
proaches have demonstrated stronger support006
for more accurate, context-aware responses.007
However, most existing methods solely encom-008
pass textual information, resulting in subopti-009
mal performance in multi-modal scenarios. To010
address this issue, in this paper, we propose011
MMGraphRAG, a novel framework for graph-012
augmented RAG. Our MMGraphRAG consists013
of two stages: Multi-modal Graph Construction014
and Cross-modal Unified Retrieval. The con-015
struction stage first integrates visual contents016
along with textual ones into a knowledge graph,017
then a unified retrieval mechanism is employed018
to aggregate evidence for answer generation.019
Experiments on three benchmarks across dif-020
ferent modalities indicate that MMGraphRAG021
effectively enhances the question answering ca-022
pabilities of LLMs when processing visually023
rich contents. Performance measured by F1024
score shows that our framework outperforms025
all baselines with improved quality of answer026
generation and generalizability on modalities.027
The code will be available soon.028

1 Introduction029

Pre-trained Large Language Models (LLMs) have030

reached tremendous success in handling various as-031

pects of tasks in open domains, where these models’032

capabilities of processing text information have rev-033

olutionized Natural Language Processing (NLP) in034

real-world applications (Zheng et al., 2025; Zhang035

et al., 2025). However, in the case of question036

answering tasks, especially in those knowledge-037

intensive scenarios, such as academic research, cus-038

tomer support, and financial / legal inquiries, LLMs039

suffer a lot from the problem of hallucination (Ton-040

moy et al., 2024; Huang et al., 2025) due to the041

fact that LLMs’ generation is limited to its internal 042

parameterized knowledge (Gekhman et al., 2024). 043

To mitigate this problem, Retrieval-Augmented 044

Generation (RAG) (Lewis et al., 2020) has been 045

proposed to equip LLMs with the ability to obtain 046

external information for user questions, in order 047

to generate more accurate and factually grounded 048

answers (Fan et al., 2024; Huang and Huang, 2024; 049

Gao et al., 2023; Zhao et al., 2024). Through the 050

deployment of RAG, LLMs retrieve and then in- 051

corporate relevant knowledge from external cor- 052

pus, which is usually in the form of chunks for 053

vector embeddings. However, the approach over- 054

looks knowledge-level associativity between dis- 055

parate pieces of knowledge. Subsequently, graph- 056

augmented RAG emerges as an innovative solu- 057

tion (Peng et al., 2024). Still, most of current 058

graph-augmented RAG merely focus on text-modal 059

knowledge, therefore cannot accommodate infor- 060

mation of other modalities (image, video, etc.), 061

leading to incomplete interpretations on external 062

data. When it comes to questions about multi- 063

modal contents, how to help superior LLMs handle 064

the RAG task is still an open-ended question (Zhou 065

et al., 2025). 066

On the other hand, existing Document Visual 067

Question Answering (DocVQA) task solutions can 068

be mainly categorized into methods that rely on 069

pure text information extracted from documents, 070

and OCR-free methods that treat documents as in- 071

tegral visual inputs (Mathew et al., 2021). How- 072

ever, in real DocVQA scenarios, answering com- 073

plex questions usually involves different modal con- 074

tents across several pages within a document (fig- 075

ure, chart, etc.), which makes the former approach 076

struggle with enough information to answer those 077

questions (Xie et al., 2024). As for the latter end- 078

to-end document processing methods, multi-modal 079

LLMs (MLLMs) are usually applied to encode and 080

comprehend document images (Liu et al., 2023a; 081

Ye et al., 2024). Although this kind of method is 082
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able to give a panoramic view over all modal in-083

formation, it cannot perform well with rich text084

images due to treating fine-grained parts as normal085

pictures (Fu et al., 2025). In addition, questions086

involving multi pages are also challenges for this087

method because of the limited context length of088

MLLMs (Luan et al., 2024).089

Considering the above existing challenges, we090

propose the Multi-modal Graph RAG (MM-091

GraphRAG) framework, which achieves visual-092

textual alignment and structured graph-based docu-093

ment representation. Our framework introduces094

Mixture of Captioner to enable fine-grained095

transformation from visual to textual modality,096

thereby facilitating the construction of multi-modal097

knowledge graphs via the Graph Constructor.098

In the cross-modal unified retrieval stage, our099

Entity2Entity Retriever, tailored for structured100

graph, identifies relevant evidences within the101

graph. This design empowers any LLM to adapt to102

multi-modal document understanding and question103

answering task.104

Our main contributions can be summarized as105

follows:106

• We propose MMGraphRAG, a novel frame-107

work which converts visually rich documents108

into structured, LLM-interpretable knowledge109

to facilitate evidence-grounded and trustworthy110

question answering.111

• We introduce the light-weight MoC module to112

bridge the gap between visual inputs and any113

LLM by enabling fine-grained mappings from114

images to text descriptions, thus aligning het-115

erogeneous modalities within a unified seman-116

tic space.117

• Comprehensive experiments on three bench-118

marks across different modalities demonstrate119

the effectiveness and generalizability of the120

proposed MMGraphRAG over document-level121

RAG tasks, enhancing the quality of generated122

answers.123

2 Related Work124

2.1 Retrieval Augmented Generation125

As a hybrid architecture, RAG operation uses a126

dense retriever to obtain relevant passages which127

are then fed into a generative model to produce128

evidence-grounded responses. This approach miti-129

gates hallucination and recency issues that plague130

the purely generative model (Yu et al., 2024a),131

while avoiding the rigidity of retrieval-only sys- 132

tems, which lack the flexibility to synthesize ev- 133

idence dynamically (Wu et al., 2024). Recent 134

advancements in RAG have focused on improv- 135

ing retrieval efficiency (Su et al., 2024; Yan et al., 136

2024), incorporating multi-modal sources (Yu et al., 137

2024b; Cho et al., 2024), exploring alternative 138

forms of knowledge corpus (Sun et al., 2023; Sen 139

et al., 2023), and other directions, extending RAG 140

in scientific research, knowledge discovery, and 141

conversational AI. 142

Graph-augmented RAG extends this paradigm 143

with well-organized background knowledge and 144

improved contextual reasoning (Edge et al., 2024; 145

Han et al., 2025). GraphRAG exploits explicit re- 146

lational structure to provide more precise, com- 147

pact, and semantically rich context (Procko and 148

Ochoa, 2024; Hu et al., 2024). Furthermore, it sig- 149

nificantly reduces input length and alleviates ver- 150

bosity concerns (Mavromatis and Karypis, 2024). 151

Moreover, raw text may be filtered and summarized 152

to improve quality in the process of constructing 153

graph data(Zhu et al., 2024). Despite these ad- 154

vantages, existing GraphRAG has a poor ability 155

to handle visual-modality data, resulting in subop- 156

timal performance when faced with visually rich 157

documents (Peng et al., 2024). 158

2.2 Document Visual Question Answering 159

Document Visual Question Answering task 160

(DocVQA) (Ding et al., 2023; Mathew et al., 2021) 161

is a multi-modal task that involves answering tex- 162

tual questions by interpreting information included 163

in documents (Wang et al., 2024a). Current ap- 164

proaches generally fall into two categories: one 165

frames the task as single-page visual QA in re- 166

lation to multi-modal language models (MLMs) 167

(Xie et al., 2024; Cho et al., 2024), while the other 168

performs optical character recognition (OCR) to 169

extract text (Dong et al., 2024a; Lopez, 2009) and 170

then employs RAG to get answers from LLMs. 171

Recent work extends both lines to tackle cross- 172

page DocVQA (Tito et al., 2023; Kang et al., 2024; 173

Ma et al., 2024; Blau et al., 2024). However, MLM- 174

based methods are constrained by the limited con- 175

text length when users’ queries involve different 176

parts across the document. While pure textual meth- 177

ods handle long context, they overlook visual clues 178

in figures and charts. 179
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Figure 1: Framework of our Multi-modal GraphRAG. The whole framework consists of two stages: Multi-modal
Graph Construction and Cross-modal Unified Retrieval. The first stage constructs a multi-modal knowledge graph
Gmm from input documents by integrating textual and visual contents. Gmm is then utilized by the second stage to
perform Cross-modal Unified Retrieval, finally generating more accurate and reliable answers.

3 Methodology180

This section begins by outlining the overall frame-181

work of MMGraphRAG in section 3.1. Next we182

explain two stages and their respective components183

in section 3.2 and section 3.3.184

3.1 Overview of Multi-modal Graph RAG185

As illustrated in Figure 1, to equip general-purpose186

LLMs with the ability to handle visually rich doc-187

uments in RAG task, our framework comprises188

two specially designed stages: Multi-modal Graph189

Construction, and Cross-modal Unified Retrieval.190

Multi-modal Graph Construction With a multi-191

modal content corpus M = D ∪ Z , where192

D = {di}ni=1, Z = {zj}mj=1 (1)193

respectively denote the textual and visual data set,194

we introduce a Mixture of Captioner fMoC in or-195

der to convert all visual items into a set C of fine-196

grained captions:197

fMoC : Z → C = {cj}mj=1 (2)198

Subsequently, we build the multi-modal knowledge199

graph Gmm = (Vmm, Emm) based on M with a200

Multi-modal Graph Constructor, where Vmm, Emm201

is the node and edge set respectively.202

Cross-modal Unified Retrieval Given a query203

q ∈ Q, we encode it into the embedding space204

q = fEmb(q). An Entity2Entity Retriever fE2E-Ret205

then retrieves relevant multi-modal entities and re- 206

lationships from the pre-constructed graph: 207

{V ∗, E∗} = fE2E-Ret

(
q, Gmm

)
(3) 208

Finally, a generator fGen produces the answer: 209

a = fGen

(
q, V ∗, E∗) (4) 210

3.2 Multi-modal Graph Construction 211

Beyond simple aggregation, textual and visual con- 212

tents generally need to be jointly integrated to sup- 213

port multi-evidence query solution. Our first stage, 214

Multi-modal Graph Construction, enables the con- 215

struction of a knowledge graph modeling the com- 216

prehensive semantic structure upon the entire doc- 217

ument. 218

We introduce two lightweight, plug-and-play 219

components: the Mixture of Captioner and the 220

Multi-modal Graph Constructor, in this stage. 221

Mixture of Captioner Considering that reason- 222

ing capability of MLLM still falls short of the tex- 223

tual reasoning ability of LLM, recent researches 224

highlight the need for image captioning to as- 225

sist LLM for multi-modal question answering 226

task (Chen et al., 2024a,b). However, describ- 227

ing figures and tables via the same captioning 228

prompt tends to lose diverse visual details and es- 229

sential clues for answer generation, and fine-tuning 230

MLLM for this task incurs a huge computational 231

overhead. 232
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pipeline-diagram

"""Generate a brief caption for this scientific 
pipeline diagram:
1.Overall Description: Summarize ...
2.Step-by-Step Explanation: Describe ...
3.Key Modules and Functions: Highlight ...
4.Pipeline Details: Explain ..."""

statistical-plot

"""Generate a brief caption for this scientific 
statistical plot:
1.Overview: Describe...
2.Axes Explanation: Describe ...
3.Legend Interpretation: Explain ...
4.Trends Description: Highlight ..."""

visualization-figure
"""Generate a brief caption for this scientific 
visualization figure:
1.Overview: Introduce ...
2.Key Features: Describe ...
3.Methodological Insights: Explain...
4.Implications: Discuss ..."""

table
"""Generate a brief caption for this scientific 
table:
1.Table Overview: Describe...
2.Table Content: Describe...
2.Table Structure: Describe...
3.Key Findings: Highlight..."""

other-image

"""Generate a brief caption for this scientific image:
1.Overview: Describe...
2.Scientific Context: Explain...
3.Observations: Highlight ...do not fabricate any 
conclusions..."""

Mixture of Captioner

Figure 2: The demonstration of our proposed Mixture of Captioner. As a lightweight component, the router is
responsible for assigning each visual input to its corresponding category, each of which is directed to an appropriate
prompt to for caption generation.

We present Mixture of Captioner fMoc, which233

consists of a Prompt Router fRouter and an Image234

Captioner fCap:235

fMoC = fCap ◦ fRouter (5)236

As shown in Figure 2, given a visual input z ∈237

Z ⊂ M, the Prompt Router fRouter (i.e., a fine-238

tuned ResNet50 (He et al., 2016) pretrained on239

ImageNet-1k (Deng et al., 2009)) first assigns it to240

a suitable prompt p ∈ P according to its features:241

p = fRouter(z) ∈ P (6)242

where P is a prompt bank. The Image Captioner243

fCap is then utilized to generate tailored and fine-244

grained descriptions:245

c = fCap(p, z). (7)246

Finally, the corresponding knowledge corpus in247

textual modal space is formed as:248

Mtext = D ∪ C, C = {c1, . . . , cm} (8)249

Multi-modal Graph Constructor To integrate250

textual content and acquired image-to-text conver-251

sion into a complete knowledge graph, the construc-252

tor carries out dynamic chunking, entity extraction253

(EE), relation recognition (RR), and edge filtering254

in sequence.255

Specifically, D is split into chunks retaining se-256

mantic integrity:257

S = Chunking
(
D
)
= {s1, . . . , sk} (9)258

where each sl is a coherent paragraph produced by 259

a dynamic chunking function. Next, the constructor 260

performs entity extraction (EE) for each chunk to 261

obtain entities of text type: 262

Vtext =
⋃
sl∈S

EE(sl) (10) 263

The constructor subsequently maps each visual 264

input to its associated caption, generating entities 265

of figure type: 266

Vfig = {vfj | j = 1, . . . ,m}, κfig : Vfig → C
(11) 267

where κfig(v
f
j ) = cj . Combining textual entities 268

and visual ones results in a comprehensive multi- 269

modal node set Vmm = Vtext ∪ Vfig. Based on 270

the node set, relationship recognition (RR) is per- 271

formed to weave the knowledge graph: 272

E′
mm =

⋃
sl∈S

RR
(
sl, Vmm

)
, (12) 273

where each candidate relationship in E′
mm is repre- 274

sented as a triple (i.e., <h, r, t>). To further clean 275

up E′
mm, we retained only those relations whose 276

endpoint entities are sufficiently close to known 277

entities: 278

Emm = {(h, r, t) ∈ E′
mm | ∃v ∈ Vmm : 279

ED(h, v) ≤ θ ∨ ED(t, v) ≤ θ}. (13) 280

where ED(·, ·) denotes the edit distance, θ is the 281

similarity threshold of the distance. Finally, the 282
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Constructor assembles the multi-modal graph:283

Gmm = (Vmm, Emm) (14)284

3.3 Cross-modal Unified Retrieval285

While generic embedding models (e.g., Sentence286

Bert (Reimers and Gurevych, 2019)) have been287

widely used for similarity-based retrieval, their pre-288

training paradigm typically lacks attention to cap-289

turing structural and visual dependencies in multi-290

modal knowledge graphs. To address this, we291

fine-tuned an embedding model following the ap-292

proach of Wang et al., 2024b, and introduce the293

Entity2Entity Retriever, designed for structure-294

aware retrieval over Gmm.295

Similarity-based Node Selection The retrieval296

starts with embedding query q ∈ Q and nodes Vmm297

into a shared d-dimensional feature space:298

q = fEmb(q) ∈ Rd, F =


fEmb(v1)

...
fEmb(vN )

 ∈ RN×d

(15)299

Then similarity score between the query and nodes300

set is computed by:301

s = qF⊤ ∈ RN (16)302

Thereby the top-K nodes can be selected as:303

VK = {vσ(i) | σ = ftop−k(s), 1 ≤ i ≤ K} (17)304

where ftop−k(·) returns the indices of entries in s305

in descending order.306

Subgraph Extraction Treating VK as anchors,307

the E2E Retriever traces back their associated308

edges within the graph to uncover relevant rela-309

tional structures. These edges can be categorized310

into two types:311

Ebroad
K =

{
(h, r, t) ∈ Emm

∣∣ h ∈ VK ∨ t ∈ VK

}
,

Enarrow
K =

{
(h, r, t) ∈ Emm

∣∣ h ∈ VK ∧ t ∈ VK

}
(18)312

This yields a subgraph which captures direct and313

indirect relational evidence to the query.314

Evidence Aggregation and Generation In the315

downstream of this stage, results of E2E Retrieval316

is aggregated into the retrieved set:317

M∗ = VK ∪ Ebroad
K or VK ∪ Enarrow

K (19)318

Finally, the answer is generated as: 319

a = fGen

(
q,M∗) (20) 320

where fGen is an arbitrary LLM. Taking the fusion 321

of retrieval results into account, LLM is able to 322

produce more evidence-grounded answers. 323

4 Experiments 324

4.1 Experimental Setup 325

Datasets We conduct our primary experiment on 326

the PaperPDF dataset (Xie et al., 2024), which con- 327

tains four types of QA pairs generated upon science 328

papers. This dataset provides golden evidence for 329

each QA pair, comprising both textual and visual 330

evidences. Additionally, we test MMGraphRAG on 331

text-modal QA benchmarks (i.e., HotpotQA (Yang 332

et al., 2018) and MuSiQue (Trivedi et al., 2022)), 333

both of which require retrieving supporting pas- 334

sages for multi-hop reasoning. For these two 335

datasets, we use 1k samples from each validation 336

set following HippoRAG (Gutiérrez et al., 2024). 337

The statistics of these benchmarks are presented in 338

Table 2. 339

Baselines For performance comparisons, we 340

choose baselines spanning multiple settings. 341

1) LLM Direct QA: Evaluation towards LLMs’ 342

parametric knowledge without RAG. 2) MLLM 343

Direct QA: Sending parsed content (including 344

text chunks and images) into MLLMs. 3) Closed 345

Model RAG: Commercial products that allow 346

users to input documents and questions. 4) Vanilla 347

RAG: Traditional RAG pipelines, where we inte- 348

grate top-k retrieved text chunks into QA prompt. 349

5) Tree-Augmented RAG (only text content): 350

RAG architectures using tree structure to boost per- 351

formance. 6) Graph-Augmented RAG (only text 352

content): RAG architectures using graph structure 353

to boost performance. 7) Graph-Augmented RAG 354

(with <figure> nodes): Inserting <figure> nodes 355

manually with original captions. 356

Metrics Follow previous work (Xie et al., 2024), 357

F1 score, ANLS (Average Normalized Levenshtein 358

Similarity) (Biten et al., 2019) and ROUGE-L 359

(Recall-Oriented Understudy for Gisting Evalua- 360

tion) (Lin, 2004) are used on PaperPDF dataset. 361

While on HotpotQA and MuSiQue, we use EM 362

(Exact Match) and F1 score following the official 363

released evaluation methods. 364
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Method PaperPDF

multi-modal F1 ROUGE-L ANLS #param

LLM Direct QA
Llama-3-Instruct (AI@Meta, 2024) ✘ 28.2 25.1 28.6 8B
GLM-4-Chat (GLM et al., 2024) ✘ 36.6 33.6 35.5 9B
Qwen2.5-Instruct (Yang et al., 2024) ✘ 35.4 33.3 36.2 7B

MLLM Direct QA*
InternLM-XComposer2-VL (Dong et al., 2024b) ✓ 30.8 32.8 27.4 8B
PDF-WuKong (Xie et al., 2024) ✓ 43.5 40.9 41.9 8.5B

Closed Model RAG*
Gemini pro (Team et al., 2023) - 29.0 29.8 26.6 -
Kimi (Team et al., 2025) - 33.6 31.1 28.5 -
ChatGLM (GLM et al., 2024) - 35.4 32.0 31.2 -
Qwen (Yang et al., 2024) - 40.3 35.5 36.0 -

Vanilla RAG
InternLM-XComposer2-VL + bge-m3 (Chen et al., 2023) ✓ 34.0 32.4 32.4 8.5B
Llama-3-8B-Instruct + bge-base (Xiao et al., 2024) ✘ 35.4 32.3 33.2 8.5B
Qwen2.5-7B-Instruct + bge-base (Xiao et al., 2024) ✘ 38.9 35.5 34.6 7.5B

Tree-Augmented RAG (only text content)
RAPTOR (Sarthi et al., 2024) ✘ 39.8 36.0 34.8 7.5B

Graph-Augmented RAG (only text content)
GraphRAG (Edge et al., 2024) ✘ 32.1 29.6 30.9 7.5B
HippoRAG (Gutiérrez et al., 2024) ✘ 35.3 30.8 30.1 7.5B

Graph-Augmented RAG (with <figure> nodes)
GraphRAG (Edge et al., 2024) ✓ 34.4 31.4 32.6 7.5B

MMGraphRAG(ours) ✓ 45.0 41.9 41.3 7.5B

Table 1: Results on the PaperPDF dataset (multi-modal) across various methods. Bold and underlined fonts
denote the best and second-best results respectively. In our implementations, methods without specified LLM used
Qwen2.5-7B-Instruct as backbone. Results of ’MLLM Direct QA*’ and ’Closed Model RAG*’ are reported by
Xie et al., 2024 while other results are derived from our experiments. For ’Tree-Augmented RAG’ and ’Graph-
Augmented RAG’ methods, we used 1k samples from testing set due to their computational costs.

Dataset Domain Testing Set

PaperPDF Science Paper 6k
HotpotQA Open Domain 1k
MuSiQue Open Domain 1k

Table 2: Statistics of datasets used in our experiments.

Implementation Details To implement our MM-365

GraphRAG, we use Qwen2.5-7B-Instruct (Yang366

et al., 2024) as Multi-modal Graph Constructor. As367

for the Prompt Router, we fine-tuned the ResNet-50368

model (He et al., 2016) in order to lighten it up for369

the seamless access to any Image Captioner (i.e.,370

MLLM). For the embedding model used in E2E371

Retriever, we fine-tuned it based on the BERT-base-372

uncased model (Devlin et al., 2018) upon Paper-373

PDF dataset, and utilized bge-base-en-v1.5 (Xiao374

et al., 2024) for other datasets. For fair comparison,375

Qwen2.5-7B-Instruct is the LLM for downstream376

answer generation on PaperPDF while Qwen2.5-377

72B-Instruct on HotpotQA and MuSiQue. More378

details on fine-tuning are included in Appendix A379

and Appendix B. 380

5 Results 381

5.1 Main Results 382

Table 1 shows the experimental results of the pro- 383

posed method and baselines under different settings 384

for evaluation on multi-modal DocVQA task. The 385

three metrics quantitatively demonstrate the similar- 386

ity of generated answers to the ideal ones. It is ob- 387

vious that our MMGraphRAG architecture outper- 388

forms various baselines holistically. To give a more 389

solid explanation to advantages of MMGraphRAG, 390

we dissected the metrics performance based on the 391

categorization of queries (i.e., single-text, single- 392

image, multi-text_image and multi-section). 393

As illustrated in Figure 3, MMGraphRAG con- 394

sistently achieves the highest F1 scores across all 395

four QA types, with an improvement of 21.6%, 396

13.4%, 10.5% and 9% correspondingly. The salient 397

performance boost on multi-text_image questions 398

tallies with our assumption that multi-modal knowl- 399
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Figure 3: Comparison of F1 score on different kinds of
QA pair in PaperPDF dataset. We used the highest F1
score in each baseline category.

edge graph constructed on visually rich documents400

can significantly help LLMs with reasoning and401

integration over information across the whole doc-402

ument.403

Notably, the multi-modal models did not per-404

form much more prominently, probably because405

documents, as rich text images, will still be pro-406

cessed more intuitively and rigorously in linguis-407

tic space than visual embedding. As for graph-408

augmented and tree-augmented RAG, even with409

the manual incorporation of <figure> nodes, their410

performance increases are also inconspicuous. This411

can be attributed to the lack of fine-grained visual412

descriptions and the disjointed integration of multi-413

modal nodes during the graph construction process.414

5.2 Ablation and Discussion415

Mixture of Captioner To discover to what ex-416

tent MoC can help existing LLMs to observe im-417

ages, we collected single-image type samples in418

PaperPDF testing set and used different baselines to419

generate answers to queries, as reported in Table 3.420

The results demonstrate that the lightweight Prompt421

Router effectively bridges visual modality and text-422

modal LLMs, by assisting Image Captioner to gen-423

erate more tailored captions, thus enabling LLMs to424

achieve competitive QA performance, even without425

direct access to image content. Since most of the426

diagrams of science papers already have detailed427

captions, the effect of the answers generated by the428

LLMs (the first part, based directly on the origi-429

nal caption) did not fall behind. As for the direct430

VQA models, InternVL2-8B (Chen et al., 2024c)431

achieved relatively impressive performance with a432

greater number of parameters. Figure 4 gives a case433

Method PaperPDF (single-image)

F1 ROUGE ANLS

Llama-3-8B-Instruct w/ ori_cap (AI@Meta, 2024) 45.6 40.8 39.9
Qwen2.5-7B-Instruct w/ ori_cap (Yang et al., 2024) 44.1 39.6 38.7

PromptCap(VQA pipeline) (Hu et al., 2022) 22.2 20.6 22.2
InternVL2-8B (Chen et al., 2024c) 49.3 42.7 40.7
LLaVA-1.5-7B (Liu et al., 2023b) 32.1 29.9 27.2

OmniCaptioner (Lu et al., 2025) 43.4 39.7 39.4
PromptCap(captioning pipeline) (Hu et al., 2022) 44.9 41.2 40.4

Prompt Router(ours) + Qwen2.5-VL-7B-Instruct 47.3 43.0 42.2

Table 3: Testing results on MoC. For the last three
method, we use Qwen2.5-7B-Instruct to receive cap-
tions and generate answers.

Method HotpotQA MuSiQue

F1 EM F1 EM

LLM Direct QA
Llama-3-8B-Instruct (AI@Meta, 2024) 19.7 11.4 4.7 0.6
GLM-4-9B-Chat (GLM et al., 2024) 22.1 12.9 9.1 1.9
Qwen2.5-7B-Instruct (Yang et al., 2024) 25.7 17.1 9.2 2.1
Qwen2.5-72B-Instruct (Yang et al., 2024) 34.6 23.8 12.7 3.7

Vanilla RAG
Contriever (Izacard et al., 2021) 47.3 34.2 32.9 21.9
bge-base-en-v1.5 (Xiao et al., 2024) 56.9 43.2 36.0 23.5

Graph-Augmented RAG
LightRAG (Guo et al., 2024) 57.2 48.9 34.2 23.7
GraphRAG (Edge et al., 2024) 60.6 50.4 35.5 27.8

MMGraphRAG(ours) 61.6 47.1 36.3 24.6

Table 4: Modal generalizability results of MM-
GraphRAG. All methods are carried out with Qwen2.5-
72B-Instruct as LLM backbone, considering that most
of the approaches implemented on these datasets use a
LLM backbone of relatively greater number of parame-
ters.

in our test, where two methods generate a caption 434

before giving it to LLM as context. OmniCap- 435

tioner (Lu et al., 2025) is a fine-tuned visual model 436

for image captioning based on Qwen2.5-VL-7B- 437

Instruct, while our router, acting as a plug-and-play 438

module, helps the same MLLM generate image-to- 439

text conversions that are more semantically aligned 440

with the question intent. 441

Text-modal Graph Construction To assess the 442

modal generalizability of our proposed framework, 443

we evaluated its performance on two multi-hop 444

QA datasets in the textual modality. As shown 445

in Table 4, RAG-based methods exhibited over- 446

all stronger performance, with graph-augmented 447

ones demonstrating obvious gains. Notably, our 448

MMGraphRAG, without the incorporation of figure 449

nodes, achieves competitive F1 scores purely under 450

the text modality, highlighting its effectiveness as 451

a structured RAG framework. The integration of 452

the Graph Constructor for context modeling and 453

the Entity2Entity Retriever for evidence tracing en- 454

ables generator to better collect supporting clues, 455
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Figure4
description:xxx"### Caption for the  

**Overall Description:**\nThe pipeline aims to generate 
adversarial samples by ... 
**Step-by-Step Explanation:**
    1. **Adversarial Patch Generation:** An adversarial patch...
    2. **Image Input to Network:** The modified ...
    3. **Adversarial Sample Selection:** The network ...
**Key Modules and Functions:**
    - **Adversarial Patch:** A small, carefully ...
    - **Net:** A neural network ...
**Pipeline Details:**
    - **Colors and Arrows:** Blue squares ...
    - **Grids:** Represent the ...’’

"The image presents a detailed diagram of a machine learning 
process involving adversarial patch selection for face 
recognition tasks. The left side illustrates three faces with 

         
         

se

adversarial patches applied over their eyes, connected to a
neural network (Net) that processes these images through a

ries of layers labeled \"Adversarial Sample Selection.\" On 
the right side, two grids represent different scenarios: one 
with a single adversarial patch and another with multiple 
patches.\n\nEach grid contains various boxes representing 
different types of adversarial samples or regions within the 
images. Arrows indicate how these samples interact with the 
neural network during training. For instance, there's a 
condition where the IoU score must exceed 0.8 for the 
sample to be considered as a valid adversarial patch.\n"

OmniCaptioner  Mixture of Captioner

 "PatchIoU optimization method selects regions based on 
high intersection over union (IoU) and confidence scores, 
whereas the Patch-Score-Focal method likely uses different 
criteria for scoring adversarial samples."

Question:  "How does the PatchIoU 
optimization method differ from the 
Patch-Score-Focal method in 
selecting adversarial samples?"

"The image caption does not provide enough 
information to compare PatchIoU and Patch-Score-Focal 
methods."

  LLM Answer   LLM Answer

face 
detector

 

eval 
detail

adversarial
patches

s

Figure 4: Case study on Mixture of Captioner. The Prompt Router assigns a precise category to the image, which in
turn specifies the appropriate prompt, so the generated caption is more helpful to the LLM in understanding the
content of the image, and thus results in a more accurate answer.
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Figure 5: Ablation study on the top-K nodes in Cross-
modal Unified Retrieval over PaperPDF dataset. We
used narrow edges for answer generation. The x-axis
denotes the number of nodes retrieved, and different
lines show the change of three metrics.

thereby improving its ability to answer queries with456

enhanced precision.457

Entity2Entity Retriever Performance To inves-458

tigate the effectiveness of E2E Retriever in nodes459

selection and subgraph extraction, we performed460

an ablation study on value of top-K (i.e., the num-461

ber of selected nodes). Results in Figure 5 indicate462

that the QA performance peaks when the number463

of retrieved nodes climbs close to 10, indicating an464

optimal balance between information sufficiency465

and token cost. For intervals where the number466

is less than this, retrieving fewer nodes results in467

incomplete contextual subgraphs. For intervals re- 468

trieving more nodes, although performance can be 469

maintained, they also introduce redundant informa- 470

tion, which negatively brings token and computa- 471

tional cost. Collectively, it is of great importance 472

to retrieve a subgraph of right magnitude. 473

6 Conclusion 474

In this work, we propose Multi-modal Graph 475

RAG (MMGraphRAG), a novel graph-augmented 476

multi-modal RAG framework, designed to tackle 477

QA tasks on visually rich document. In the frame- 478

work, we design a lightweight MoC module to 479

introduce fine-grained image-to-text conversion, 480

followed by document modeling in the form of 481

knowledge graphs. Then through a cross-modal 482

structure-aware retrieval process, our approach en- 483

dows LLMs with access to visual evidences and the 484

ability to reason over the entire document. Notably, 485

MMGraphRAG is designed in a highly modular 486

and flexible manner: the MoC can be seamlessly 487

plugged with any off-the-shelf visual captioner; the 488

backbone model can be any LLM for answer gen- 489

eration. This flexibility allows our framework to be 490

extended to various domains and models with min- 491

imal adjustment. Extensive experiments demon- 492

strate that MMGraphRAG outperforms existing 493

baselines in document VQA task. Additionally, it 494

also exhibits strong generalizability and compati- 495

bility on single modal QA tasks. 496
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Limitations497

The proposed MMGraphRAG framework con-498

tains Entity2Entity Retriever, which introduces two499

types of edges as a part of final evidence for LLM500

to generate answers. The selection of this variable501

increases computational cost. Moreover, the appli-502

cability of our methods across a broader spectrum503

of RAG tasks, such as those involving open-domain504

knowledge (e.g., Wikipedia), remains to be further505

evaluated.506
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A Details on Fine-tuning Prompt Router843

In section 3.2 we introduce the Prompt Router844

fRouter, which is fine-tuned based on ResNet50.845

Specifically, we sampled 700 figures from Paper-846

PDF dataset and assigned them to five categories:847

pipeline diagram, visualization figure, statistical848

plot, table, and other image. Category assignments849

are cross-tagged by multiple MLLMs and then re-850

viewed and filtered manually. The parameters of851

fine tuning the Router is presented in Table 5. Train-852

ing loss is shown in Figure 6.853

Parameter Value

Base Model ResNet-50
Pre Trained True
Optimizer Adam

Initial Learning Rate 1e-3
Weight Decay 1e-4

Step Size 7
γ 0.1

Loss CrossEntrophy
Batch Size 32

Epoch 30

Table 5: Parameters on fine-tuning Prompt Router.

Epoch

Lo
ss

Figure 6: Loss on fine-tuning prompt router across 30
epochs.

B Details on Fine-tuning Embedding854

Model855

In section 3.3, an embedding model fEmb is fine-856

tuned to be used in E2E Retriever. In details, we857

follow Wang et al., 2024b and parameters are pre-858

sented in Table 6. We use 90k samples from train-859

ing set of PaperPDF dataset, and pair each query860

with its supporting passages and negative passages861

randomly sampled from its document.862

Parameter Value

Base Model RoBERTa-base
Embedding Dimension 768

Optimizer Adam
ϵ 1e-8

Initial Learning Rate 2e-5
Warmup Steps 300

Gradient Clipping Range 2
Loss Contrastive Loss

Batch Size 32
Epoch 50

Table 6: Parameters on fine-tuning the embedding
model.

Table 7 shows the retrieval performance of our 863

embedding model fEmb compared to base model. 864

Embedding Model Recall@3 F1@3

RoBERTa-base 8.2 6.4
Fine-tuned RoBERTa-base 66.4 42.7

Table 7: Retrieval results of the embedding model.

C Dataset Details 865

We utilize testing set of three QA datasets cover- 866

ing multi-modality and uni-modality: PaperPDF, 867

HotpotQA, and MuSiQue. 868

PaperPDF: A dataset consisting of academic 869

papers sourced from arXiv and each paper cor- 870

responds to several Q&A pairs. All Q&A pairs 871

can be categorized into single-evidence type and 872

multi-evidence type. The former means that the 873

question can be answered based on a single text 874

chunks or image chunk and the latter means the an- 875

swers rely on multiple text chunks, image chunks 876

or any combination of them. 877

HotpotQA: A question answering dataset featur- 878

ing natural multi-hop questions, with strong super- 879

vision for supporting facts to enable more explain- 880

able question answering systems. The questions 881

require finding and reasoning over multiple sup- 882

porting documents to answer. 883

MuSiQue: A new bottom-up multi-hop QA 884

dataset with 2-4 hop questions. For each ques- 885

tion, the context has 20 paragraphs containing sup- 886

porting paragraphs associated with its decomposed 887

single-hop questions, and distractor paragraphs that 888

have no intermediate answer mentions. 889
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D Prompts890

In section 3.2, we use the Graph Constructor to per-891

form entity extraction (EE) and relationship recog-892

nition (RR). Prompts used for EE and RR can be893

found in Figure 7.894

E Case Study895

Figure 8 gives a case in our main experiment. The896

query is a multi-text_image sample, which requires897

joint support of text chunks and figure evidences.898

Figure 9 gives a case in text-modal experiment.899

The query is a three-hop question which can not900

be solved with only a piece of paragraph. Our901

MMGraphRAG framework generates relatively ac-902

curate answers while other baselines either give903

incorrect responses or show an inability to answer.904
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You are an intelligent assistant that helps a human analyst to extract entities from given text paragraph.
    - entity_name: name of the entity

    - entity_description: comprehensive description of the entity's attributes and activities
    Pay more attention to the figure entities and table entities in the text.

    Format each entity extraction result to be: ["entity_name","entity_description"]
    Respond in a dict of JSON format.

System:
You are an intelligent assistant that helps a human analyst to extract entities from given text paragraph.
    - entity_name: name of the entity
    - entity_description: comprehensive description of the entity's attributes and activities
    Pay more attention to the figure entities and table entities in the text.
    Format each entity extraction result to be: ["entity_name","entity_description"]
    Respond in a dict of JSON format.

User:
Examples:
    text paragraph
    ```
    As shown in Fig 2, Radio City is India's first private FM radio station and was started on 3 July 2001. It plays Hindi, English and regional songs. 
Radio City recently forayed into New Media in May 2008 with the launch of a music portal - PlanetRadiocity.com that offers music related news, 
videos, songs, and other music-related features.
    ```

Assistant:
{"entities":[["Fig 2", "The figure dipicting Radio City"],["Radio City","India's first private FM radio station"],["India","Country where Radio City 
operates"],["Hindi","Language played by Radio City"],["3 July 2001","Date when Radio City was founded"],["PlanetRadiocity.com","Music portal 
launched by Radio City that offers music related news, videos, songs, and other music-related features"]]}

User:
Given text paragraph:
```
{real_text_input}
```

(a) Prompt used for entity extraction.

You are an intelligent assistant that helps a human analyst to extract entities from given text paragraph.
    - entity_name: name of the entity

    - entity_description: comprehensive description of the entity's attributes and activities
    Pay more attention to the figure entities and table entities in the text.

    Format each entity extraction result to be: ["entity_name","entity_description"]
    Respond in a dict of JSON format.

System:
You are an intelligent assistant that helps a human analyst to recognize relationships among given entities from given text paragraph.
    - source_entity: source entity of the relationship must included in the given entities
    - target_entity: target entity of the relationship must included in the given entities
    - relationship: relationship between source_entity and target_entity
    Format each relationship extraction result to be: ["source_entity","relationship","target_entity"]
    Respond in a dict of JSON format.
User:
Examples:
    text paragraph
    ```
    As shown in Fig 2, Radio City is India's first private FM radio station and was started on 3 July 2001. It plays Hindi, English and regional songs. 
Radio City recently forayed into New Media in May 2008 with the launch of a music portal - PlanetRadiocity.com that offers music related news, 
videos, songs, and other music-related features.    ```
    extracted entities
    ```
    ["Fig 2", "Radio City","India","Hindi","3 July 2001","PlanetRadiocity.com"]
    ```
Assistant:
{"relationships":[["Fig 2","dipicts","Radio City"],["Radio City","operates in","India"],["Radio City","plays song of","Hindi"],["Radio City","was 
founded on","3 July 2001"],["PlanetRadiocity.com","was launched by","Radio City"]]}
User:
Given text paragraph:
```
{real_text_input}
```
Given entities:
```
{real_entities_input}
```

(b) Prompt used for relationship recognition.

Figure 7: Prompts used for graph construction.
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Query: What is the quadratic-weighted kappa for Ophthalmologist B when grading for moderate or worse DR according to Table 5?

Groundtruth Answer: The quadratic-weighted kappa for Ophthalmologist B when grading for moderate or worse DR is 0.80.

Evidences:
①
In addition to having retinal specialists grade and 
adjudicate the clinical validation datasets, we also 
had 3 U.S. board-certified ophthalmologists grade the 
same set (Ta-ble 4).Quadratic-weighted kappa values 
were generally good (0.80 -0.84), but somewhat 
lower for ophthalmologists than for the retina 
specialists (Table 5).The majority decision of the 
ophthalmologists yielded a higher agreement 
(weighted kappa: 0.87) than individual 
ophthalmologists alone.A comparison of all graders 
(3 retinal specialists and 3 ophthalmologists) showed 
that disagreements were more common in cases in 
which the adjudicated consensus yielded referable 
disease (Figure 1).An analysis combining the 3 retinal 
specialists and 3 ophthalmologists is given in Table S1.

 Vanilla RAG (Qwen2.5-7B-Instruct + bge-base):
The quadratic-weighted kappa for Ophthalmologist B when grading for moderate or 
worse DR according to Table 5 is not directly stated in the provided context.

 Tree-Augmented RAG (RAPTOR):
According to Table 5, the quadratic-weighted kappa for Ophthalmologist B when 
grading for moderate or worse DR is 0.83.

 LLM Direct QA (Llama-3-Instruct-8B):
The quadratic-weighted kappa is 0.62.

 MMGraphRAG (ours): 
The quadratic-weighted kappa for Ophthalmologist B when grading for 
moderate or worse DR is 0.80 - 0.84.

②

"### Caption for the Scientific Table\n\n**Table Overview:**\nThis table presents the diagnostic performance metrics for 
diabetic retinopathy (DR) and diabetic macular edema (DME) by individual ophthalmologists and through majority 
decision-making among them. The study evaluates the accuracy of ophthalmologists in diagnosing these conditions using 
quadratic-weighted kappa as a measure of agreement.\n\n**Table Content:**\nThe table includes sensitivity, specificity, 
and quadratic-weighted kappa values for DR and DME diagnoses. Sensitivity measures the proportion of true positives 
correctly identified, while specificity measures the proportion of true negatives correctly identified. Quadratic-weighted 
kappa is a statistical measure that assesses inter-rater reliability.\n\n**Table Structure:**\n- **Rows:** Represent different 
ophthalmologists (A, B, C) and the majority decision based on their collective votes.\n- **Columns:** Are divided into two 
main sections, each corresponding to DR and DME, with sub-columns for sensitivity, specificity, and quadratic-weighted 
kappa.\n\n**Key Findings:**\n- **Sensitivity:** The majority decision shows higher sensitivity for both DR (83.8%) and 
DME (83.3%), indicating better detection rates compared to individual ophthalmologists.\n- **Specificity:** Specificity is 
consistently high across all ophthalmologists and the majority decision, ranging from 97.5% to 99.1%, suggesting low false 
positive rates.\n- **Quadratic-weighted Kappa:** The majority decision achieves the highest quadratic-weighted kappa 
value (0.87), indicating strong agreement among the ophthalmologists for both DR and DME diagnoses.\n- **Individual 
Performance:** While individual ophthalmologists show varying levels of performance, the majority decision significantly 
improves overall diagnostic accuracy."

Figure 8: Case study on PaperPDF dataset. The lower right area shows our MoC’s description of the table. While
other baselines either produce incorrect answers (e.g., 0.62, 0.83) or show failure to capture the evidence, our
method gives a relatively reliable and evidence-grounded answer.

Query: What is the birthdate of this Norwegian professional footballer who plays as an attacking midfielder and who broke the record for the 
youngest player that has ever played in the Norwegian top league?
Groundtruth Answer: 17 December 1998

Evidences:
①
Zymer Bytyqi (born 11 September 1996) is a 
Norwegian footballer who plays as a winger for 
Viking.

②  
He previously played for Sandnes Ulf and Red 
Bull Salzburg, and became the youngest player 
that has ever played in the Norwegian top 
league when he made his first-team debut in 
2012 (the record has since been broken by 
Martin Ødegaard).

③ 
Martin Ødegaard (] ; born 17 December 1998) 
is a Norwegian professional footballer who 
plays as an attacking midfielder for Dutch club 
SC Heerenveen, on loan from Real Madrid, and 
the Norway national team.

 Vanilla RAG (Contriever+qwen2.5-72b-instruct):
The context provided does not contain the birthdate of the Norwegian professional 
footballer who broke the record for the youngest player to play in the Norwegian top 
league. However, it mentions that the record was broken by Martin Ødegaard. If you 
are asking about Martin Ødegaard's birthdate, it is not provided in the given context. 
If you need the birthdate, I can provide it from another source. Would you like that 
information? \n\nHowever, adhering strictly to your request for a concise, definitive 
response without any additional explanation:\n\nNot provided.

 GraphRAG:
Zymer Bytyqi

 LLM Direct QA:
（glm4-9b-chat）
February 11, 2001
  (llama3-8b-instruct)
Unfortunately, I am unable to verify the birthdate of the Norwegian professional 
footballer who broke the record for the youngest player that has ever played in 
the Norwegian top league.
  (qwen2.5-7b-instruct)
21 April 2002
  (qwen2.5-72b-instruct)
2001-07-26

 MMGraphRAG (ours): 
17 December 1998

Figure 9: Case study on HotpotQA dataset. While other baselines either produce incorrect answers (e.g., 2001-07-
26) or show failure to capture the evidence (e.g., "Not provided"), our method gives a precise and definitive answer.
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